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Broadband resolution analysis for imaging with
measurement noise
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Resolution analysis for imaging in the presence of noise is presented. A simple definition of resolution that
takes into account the effect of noise is introduced and is shown to depend also on factors such as the signal-
to-noise ratio and the false-alarm rate. The striking effect of aperture-independent superresolution in imaging
with broadband signals is demonstrated. © 2007 Optical Society of America
OCIS codes: 100.6640, 110.4280, 110.4980.
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. INTRODUCTION
onsider the imaging of an object with a thin lens of

zo ,zi� geometry satisfying the lens equation zo
−1+zi

−1= f−1,
here zo and zi are the respective distances from the ob-

ect plane and image plane to the thin lens and f is the
ocal length of the lens. In the Fresnel diffraction theory,
he image field with the object field �o�x� is given by

��x� =
eik�zo+zi�

− �2zozi
e�ik�/2zi��x�2

��
A

e−�ik/zi�x·x�� e−�ik/zo�x�·x��o�x��dx�dx�,

ith � the wavelength and k the wavenumber, from
hich one can derive Abbé’s and Rayleigh’s theories of

esolution. This formula is equivalent to G� �IATG��o�,
here � stands for convolution, G is the Green function

see below), the indicator function IA stands for truncation
y the aperture A, and T is the quadratic phase factor
xp�−ik �x�2 / �2f��.1 What the lens does is to turn the di-
erging front into a converging front through the effect of
he quadratic phase factor; see Fig. 1.

Another way of turning a divergent wave into a conver-
ent wave is by using a time-reversal or phase-conjugate
irror (PCM)2; see Fig. 2. A PCM replaces the incident

omplex wave field with its time-reversed replica and
herefore reverses the direction of propagation. Conse-
uently the phase-conjugated field can be considered as
n antidistorted field, and when it retraces its path
hrough the phase-distorting medium, the distortion is
ndone and refocusing on the source occurs. Mathemati-
ally the process can be expressed as G� �IAG*��o

*�,
here * stands for conjugation. In this case, the image
lane coincides with the object plane.
1084-7529/07/061623-10/$15.00 © 2
Both imaging processes can be written in the general
orm G� �IAU�G��o��, where U is some unitary operator
epresenting the functionality of the imaging system: In
he case of a thin convex lens, U is the multiplication by
; in the case of PCM, U is the phase conjugation. Both
an be interpreted as coherent measurement at the lens/
CM followed by repropagation in the free space, which
an be carried out in the physical space or the computa-
ional space. The latter perspective is particularly useful,
s it permits extension of the resolution theory for optical
maging to radio-wave imaging with an antenna array.

Ambiguity is, however, present in the conventional
efinitions of imaging resolution. In the classical, more
essimistic Rayleigh criterion, the resolution is taken to
e the radius of the first Airy disk (0% intensity level),
hile in the more optimistic Sparrow criterion, the reso-

ution is taken to be roughly the radius of the 50% inten-
ity level, corresponding to the minimum separation for
hich the midpoint intensity is not higher than that at

he equal source points. Indeed, any criterion in between
s an equally legitimate notion of resolution, and all are to

certain extent a measure of the size of the main lobe of
he point-spread function of the imaging system. On the
ther hand, if noise is absent and postprocessing of the
etected image is allowed, one can in principle achieve ar-
itrarily fine resolution from the point-spread function of
he imaging system. This is known as superresolution.3–12

ndeed, the frequency components of an input image of fi-
ite extent that have not been transmitted through the
and-limited imaging system may still be recovered by
he technique of analytic continuation or other postpro-
essing methods. However, it is well known that this
roblem is ill-posed; i.e., small noise present in the data
esults in large error in the estimation. Thus resolution is
imited ultimately by channel uncertainty such as impre-
ise measurement, due to noise, and imperfect knowledge
007 Optical Society of America
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f the imaging system. As a result the signal-to-noise ra-
io (SNR) in image formation should be a fundamental
actor in the objective notions of resolution.13

More recently, the effect of noise on resolution has been
evisited by Shahram and Milanfar, who constructed a
aximum-likelihood estimator for the distance between

wo point sources and demonstrated numerically that
esolution below the diffraction limit is attainable for suf-
ciently large SNR14 (see also references therein). The
aximum-likelihood estimator is, however, difficult to ob-

ain in general (such as for imaging with a broad band-
idth). Also, a precise definition of resolution taking into
ccount SNR was not given.
We believe that a simple definition of resolution as a

erformance yardstick for the imaging systems of the
inds discussed above (direct imaging, instead of image
econstruction) in the presence of noise will be useful, and
n this work we present such a definition and pursue
ome of its consequences. Roughly speaking, the new (to
ur knowledge) notion of resolution takes the form of the
eterioration of the detection probability, given the false-
larm rate and SNR, and therefore depends on the noise
nsemble as well as wavelength and aperture.

Just as in the conventional notions of resolution, the
otions of resolution introduced in the present work con-
ain arbitrariness. But the qualitative features of these
symptotic results are definitely unambiguous. Using the
roposed definition of resolution, we analyze the
esolution-enhancement effect with broadband signals. A
ost striking effect of broadband imaging is that the re-

ulting resolution can be aperture independent, which is

Fig. 1. Imaging with a lens.

Fig. 2. Imaging with a phase-conjugate mirror (PCM).
omewhat counterintuitive but physically sensible; see
ection 3.
The rest of the paper is organized as follows: In Subsec-

ion 2.A we introduce the setup of the problem with an ar-
ay of transducers and an imbedded point source. Next, in
ubsection 2.B we construct an imaging function and as-
ociated detection rule in the case with Gaussian mea-
urement noise. The lateral and range resolution derive
rom the detection rule and are identified and analyzed in
ubsections 2.C, 2.D, and 2.E. In Subsection 2.F we ex-
end the analysis to two-point resolution. In Subsection
.G we present a simulated example. We apply the new
efinition of resolution to imaging with multiple frequen-
ies in Section 3 and then conclude in Section 4.

. IMAGING OF POINT SOURCE
e work primarily with the discrete setup, which is most

onvenient for our approach. The discrete setup is natural
n array imaging with radio waves. In imaging with lens
nd PCM, we consider the situation of extracting an im-
ge on the image plane by, e.g., a CCD camera which out-
uts a discrete array of data through the pixels. Conse-
uently, we adopt largely the language of array imaging
ith the direct imaging systems described in Section 1 in
ind.
In particular, we draw on the PCM imaging system for

nalogy, and we construct an imaging function, I�x�,
hich corresponds to time reversing (phase conjugating)
nd backpropagating the received signals in the computa-
ional domain. Applying the techniques of hypothesis test-
ng in statistics, we then derive a strategy for deciding the
resence/absence of a point source based on the imaging
unction. The new notion of resolution is based on the out-
ome of the test.

. Array Imaging
he experimental setup with an active array is shown in
ig. 3. The medium is located in the half-space z�0 and
he transmitters array at the surface z=0. We consider an
rray of N�N receivers. The measurements at the N2 re-
eivers for a point source at x� s are denoted G�x� s�. This
ector of observations is sometimes also referred to as the
llumination vector. We consider the case with scalar
aves. The time-harmonic version of the problem is then

haracterized by the reduced wave equation with a con-
tant index of refraction in the situation when the back-

ig. 3. Experimental setup with a passive transducer array
hat we consider in this paper. A source emits a signal that is re-
orded at the array. The two-dimensional array is located in the
lane z=0. The cross-range space coordinates are labeled x1 and
.
2



g
s
e
w

w
t

w
t
c
t

B
W
a
m
s
i
a
d
i
s
s
m

s

f
a
d
c
a
i
p

p
d

p

a

w
c
N
s
s
e

t

w
c
t
a
f
m
t
n
a
d
r
t

�

w
�
P
l
l
o
r
U
t

w

a
t

w
i
u
o
E

C
W
c
T
r
d

a
n
=
G
t

w

a

A. Fannjiang and K. Sølna Vol. 24, No. 6 /June 2007/J. Opt. Soc. Am. A 1625
round medium is homogeneous. If we let G0 be the free-
pace Green’s function associated with the reduced wave
quation, then we can express the illumination vector
hen there is no measurement noise as

G�x� s� 	 �G0�x� s,x� i��i=1
N2

,

here x� = �x ,z�= �x1 ,x2 ,z� and the free-space Green’s func-
ion is given by

G0�x� 1,x� 2� =
eik�x� 1−x� 2�

4��x� 1 − x� 2�
, �1�

ith k=� /c0 the wavenumber for c0 the wave speed and �
he temporal frequency. In the next section we discuss the
ase when we have additive measurement noise and use
he noisy illumination vector to detect the source.

. Optimal Detection
e consider the additive white Gaussian noise (AWGN)

s present in either the intermediate stage of “coherent”
easurement by the antenna array/lens/PCM or the final

tage of image formation as explained in Section 1. AWGN
s perhaps the simplest model representing measurement
nd ambient noise as well as model imperfections. As the
ifference between the two scenarios of introducing noise
s a unitary propagation (the convolution with the free-
pace Green function), the final noise statistic is still the
ame (namely, additive white Gaussian) and therefore
akes no difference to our analysis.
Therefore we assume the following model of noisy ob-

ervations:

Y = �G�x� s� + �W,

or the real source strength parameter being ��0 and W
complex, circularly symmetric standard Gaussian ran-

om vector: W= �Wr+ iWi� with Wr and Wi having identi-
ally independently distributed (i.i.d.) entries distributed
ccording to the standard normal distribution. We seek to
nfer from these measurements the presence/absence of a
oint source and the range of uncertainty of its location.
As in the standard statistical hypothesis testing,15 we

ostulate two hypotheses and derive a decision rule for
eciding between them based on the imaging function:

The null hypothesis H0: The point source is absent.
The alternate hypothesis H1: The point source is

resent.
Let 	 be the false-alarm rate defined as

	 = P�accept H1�H0 true�, �2�

nd 1−
 the detection power or probability of detection:

1 − 
 = P�accept H1�H1 true�, �3�

ith P representing probability. Given the data Y, the de-
ision rule for accepting H0 or not can be derived from the
eyman–Pearson lemma, which asserts that for a pre-

cribed false-alarm rate 	, the most powerful test corre-
ponds to accepting H1 for the likelihood ratio of H1 to H0
xceeding a threshold T, determined by 	.

First, we choose as the test statistic the imaging func-
ional
I�x� � = R�Y† · G�x� ��
G�x� �
HS
−1 , �4�

here R denotes the real part. The imaging functional is
onstructed by using the matched filter, which optimizes
he SNR.15 The choice of location x� is completely arbitrary
s long as it lies in the computational domain and the dif-
erence between x� and the source location x� s is the mis-
atch of the “matched” filter, which will be used to define

he notion of one-point resolution below. The complex in-
er product Y† ·G�x� � can be interpreted as time reversing
nd reemitting the receptive field Y into the computation
omain with the Green’s function; thus the coinage time-
eversal detection, which is particularly appropriate in
he case of broadband signals (see Section 3).

Now observe that under the null hypothesis I�x� �
N�0,�2�, while under the alternate hypothesis

I�x� � � N���x� �,�2�, ��x� � = �R�G†�x� s� · G�x� ��
G�x� �
2
−1,

ith N�� ,�2� denoting the normal distribution with mean
and standard deviation �. As mentioned, the Neyman–

earson lemma corresponds to accepting H1 for the like-
ihood ratio exceeding a specific threshold T. Here, the
ikelihood ratio is the ratio of the two probability densities
f the imaging function I that corresponds to H1 and H2,
espectively, and when evaluated at the observation I�x� �.
sing the expression for the normal density, we find that

he likelihood ratio is given by

��x� � = C exp�R�Y† · G�x� ��
G�x� �
2
−1��x� ��−2�,

here C is a constant depending only on G.
By the Neyman–Pearson lemma, the decision rule of

ccepting H1 iff I�x� ��T maximizes the probability of de-
ection for a given false-alarm rate 	 with the threshold T

T = �
−1�1 − 	�, �5�

here 
 is the (Gauss) error function. Indeed, since the
maging functional is Gaussian with standard deviation �
nder H0, this definition of T means that the probability
f accepting H1 given that H0 is true is 	 as specified in
q. (2).

. One-Point Resolution
e now discuss the notion of one-point resolution, or un-

ertainty of location, as another performance criterion.
his is introduced as the mismatch of the “matched” filter,
esulting in a certain prescribed degree of performance
eterioration.
First, let us derive a duality relation between the false-

larm rate 	 and the miss probability 
. For simplicity of
otation we consider the point source located at x� s
�0 ,L�. If the source is present, the imaging functional is
aussian with mean ��x� � and standard deviation �. From

his we find the power of the test, 1−
�x� �, to be

1 − 
�x� � = 1 − 
��T − ��x� ��/��, �6�

hich can be expressed in terms of the SNR

SNR�x� � =
E2�I�x� ��

Var�I�x� ��
=

��x� �2

�2 , �7�

nd Eq. (5) as
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1 − 
�x� � = 1 − 
�
−1�1 − 	� −
��x� �

�



= 
��SNR�x� � − 
−1�1 − 	�� ,

here we used the relation 
�x�=1−
�−x�. We thus ar-
ive at the following performance duality relations:

1 − 	 = 
��SNR�x� � − 
−1�1 − 
�x� ��� , �8�

1 − 
�x� � = 
��SNR�x� � − 
−1�1 − 	�� . �9�

ote that ��x� � and SNR�x� � achieve the maximum at x�
x� s with

SNR�x� s� = �2N2/��4�L�2. �10�

hus the detection power 1−
�x� � also achieves the maxi-
um at x� =x� s. Figure 4 shows the maximal detection

ower 1−
�x� s� as a function of false-alarm rate 	 at vari-
us levels of SNR. We see a trade-off between detection
ower and false-alarm rate. Figure 5 shows the detection
ower 1−
�x� � as a function of the relative offset param-
ter 
x� 
A / ��L� for 	=0.05 and �L /A2=10 and SNR�0�
2,4,6,8,10. For large offsets the detection power ap-
roaches 	, since then the point source has little effect on
he measurements. For a small offset a large SNR gives a
igher detection power, as this corresponds to a relatively
mall additive noise in the measurements. We have used
he paraxial approximation (13) for plotting Fig. 5, and
ere � is wavelength, A is the aperture of the mirror, and
L /A is the Rayleigh cross-range resolution.

. Cross-Range Resolution
et us consider the imaging functional I�x� � at x� − �x ,L�
ith the offset x= �x1 ,x2� and ask the following question:
ow far off axis must the test point x� be moved in order to

ig. 4. (Color online) Detection power as function of 	 for
SNR�0�� �1/2,1,2,3,4�. For a small value of 	, corresponding
o a small false-alarm rate, the test also has a relatively small
ower 1−
. This follows since for small 	 the test must be con-
ervative and conclude that the point source is present only for
elatively large values of the imaging functional; see Eqs. (5) and
6). For a fixed false-alarm rate, the power increases with the
NR, since this corresponds to an increase in the signal received

rom the source relative to the noise.
ncrease the probability of failed detection over the mini-
al 
0=
�x� s� by a specific factor f�1?
That is, f
0=
��c�, where �c is the cross-range resolu-

ion �c for the given factor f�1 and 
��c� is the probability
f failed detection with the offset �c. The number of this
riterion is, however, generally more than one, and we de-
ne the resolution to be the largest root. The cross-range
esolution can be interpreted as the uncertainty of the
ource location due to the presence of noise and the sen-
itivity of the detection scheme characterized by f.

The factor f�1 is somewhat arbitrary. A reasonable
hoice is such that f
0 is exactly the midpoint between the
inimum 
0, at the target location, and the maximum at

nfinity. At infinity, SNR is zero and hence 
��� is 1−	 by
q. (9). With this choice,

f =
1

2
+

1 − 	

2
0
. �11�

ther choices of f are fine as long as they satisfy the fol-
owing constraint:

1 � f �
1 − 	


0
. �12�

From Eq. (11) and (12) we see that for a fixed false-
larm rate, f must decrease as SNR decreases since 
o
ould increase in this case. In fact, this notion of resolu-

ion can be thought of as a generalized Sparrow resolu-
ion in the presence of noise in the sense that with f=2,
he miss probability at the midpoint of two incoherent
oint sources separated by �c is roughly equal to that at
ither source point.

For simplicity we now consider the paraxial approxima-
ion of the Green’s function (1)

G0��x1,x2,0�,��,0,L�� �
1

4�L
exp�ik�L +

�x1 − ��2 + �x2�2

2L 
� ,

�13�

rovided that

ig. 5. (Color online) Detection power as function of offset and
NR. Here � is wavelength, L is distance to target, and A is the
perture of the mirror. As the offset increases, corresponding to
ncreased error in the cross-range specification, the probability of
etecting the source decreases.
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� � L, A � L. �14�

It then follows from Eqs. (4) and (7) that

�SNR��� �
�

4�L�
R�e−ik�2/�2L��

j=1

N

eikxj�/L
 , �15�

here the square-array elements xij= �xi ,xj� are assumed
o be equally spaced with x1=−A /2 . . .xN=A /2. We further
ssume the number of elements is sufficiently large so
hat

�/N � Rc, �16�

here Rc=�L /A, �=2� /k, is Abbe’s (or Rayleigh’s) cross-
ange resolution. Then, using Eq. (15),

�SNR��� �
�

��4�L�
cos���2

�L 
N

A�−A/2

A/2

e−iky�/Ldy

= �SNR�0�cos���2

�L 
sinc���

Rc

 . �17�

ecall that

�SNR��c� = 
−1�1 − 	� + 
−1�1 − f
0�, �18�

�SNR�0� = 
−1�1 − 	� + 
−1�1 − 
0�, �19�

nd we deduce the equation determining the cross-range
esolution

�SNR��c�

SNR�0�
= cos���c

2

�L 
sinc���c

Rc

 =

1

F�	,
0�
, �20�

ith

F�	,
0� =

−1�1 − 	� + 
−1�1 − 
0�


−1�1 − 	� + 
−1�1 − f
0�
. �21�

e define the resolution gain by gc=Rc /�c. Condition (16)
hen becomes gc�1/N. Since the resolution is defined as
he largest root of Eq. (20), the cos factor in Eq. (20) can
e neglected.
Figure 6 shows the cross-range resolution gain gc as a

unction of SNR and for 	=0.001, 0.005, 0.01, 0.02, 0.05.
or each value of 	 in the plot, the lower cutoff in the SNR
alue corresponds to constraint (12). The resolution gain
ncreases with SNR and is always greater than one. For a
xed SNR, the resolution gain increases with the false-
larm rate, which reflects the trade-off between detection
ower and false-alarm rate seen in Fig. 4. Figure 7 shows
he cross-range resolution gain gc as a function of the de-
ection power 1−
0 with f=2 and for 	=0.001, 0.005,
.01, 0.02, 0.05. The resolution gain increases with the de-
ection probability. For a fixed detection probability, the
esolution gain decreases with the false-alarm rate since
his corresponds to a decreased SNR.

To understand how SNR affects the detection resolu-
ion, let us derive an asymptotic formula for the cross-
ange resolution as SNR�x� s� tends to infinity. In this re-
ime, 
 →0 and
0
1

F
�


−1�1 − f
0�


−1�1 − 
0�
��1 +

ln f

ln 
0
, �22�

ollowing from the asymptotic

1 − 
�t� �
1

t�2�
e−t2/2, t � 1.

omparing the Taylor expansions of sinc���c /Rc� and the
ight-hand side of Eq. (22), we obtain

�c �
L

Ak
� 12 ln f

− ln 
0
�

L

Ak
� 24 ln j

SNR�0�

nd, equivalently,

gc � ��SNR�0�

6 ln f
. �23�

e see that the resolution gain increases like the square
oot of SNR, and therefore superresolution (i.e., gc�1)

ig. 6. (Color online) Cross-range resolution gain gc as function
f SNR(0) and 	 with f=2.

ig. 7. (Color online) Cross-range resolution gain gc as function
f the detection power 1−
 and 	 with f=2.
0
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an be achieved with sufficiently high SNR for any given
�1.

. Range Resolution
he notion of resolution can be extended to the offset
long the axis between the array and the source point.
nalogous to the cross-range resolution, the range resolu-

ion �r is determined by the equation f
�0�=
��r�, with
ome prescribed f�1.

Using Eqs. (7) and (13) in the paraxial regime, we have

�SNR��r�

SNR�0�
=

1

N2R�e−ik�r �
l,m=1

N

e−ik�r��x1
2+xm

2 �/2L2�
 .

n the absence of noise the Rayleigh criterion for range
esolution is Rr=�L2 /A2. The range resolution gain gr
Rr /�r is determined by the following analog of Eq. (20):

�SNR��r�

SNR�0�
� cos�kRr/gr���

−1/2

1/2

cos��x2/gr�dx
2

�
1

F�	,
0�
. �24�

he asymptotic for the range resolution gain gr at high
NR can now be derived as before:

gr � ��SNR�0�

80 ln f
for SNR�0� → � .

Figure 8 shows the range resolution gain as function of
NR and the false-alarm rate for 	=0.001, 0.005, 0.01,
.02, 0.05. In contrast to the cross-range resolution, the
ange resolution gain may go below one as SNR de-
reases. This is an important observation, which also il-
ustrates how incorporating the notion of noise provides
dditional perspectives on classical resolution measures.
n the range direction, single-frequency imaging gives
oor resolution, and in fact with strong noise even the
essimistic Rayleigh criterion for resolution may be too
ptimistic. In Section 3 we shall see that this picture
hanges in the broadband case.

ig. 8. (Color online) Range resolution gain gr as a function of
NR(0) and 	 with f=2.
. Two-Point Resolution
n this section, we analyze the resolution of two incoher-
nt point sources in the presence of noise. In the absence
f noise, the classical Sparrow criterion says that two
oint sources of equal intensity cannot be resolved if and
nly if the midpoint intensity does not dip. This criterion
s no longer appropriate in the presence of noise since the
oise may significantly enhance the midpoint intensity
bove the intensity at the locations of the sources at the
eparation of the Sparrow criterion.

Let us consider the following signal model for two inco-
erent point sources of identical intensity:

Y = ��e−i��G1 + ei��G2� + �W,

here � is the random phase uniformly distributed in
−1/2,1/2� and G1, G2 are the illumination vectors from
he first and second source points, respectively:

G1 	 �G0�x� s1
,x� i��i=1

N2
, G2 	 �G0�x� s2

,x� i��i=1
N2

,

or x� s1
, x� s2

, the location of the two sources. We assume
hat the noise W and the random phase variable � are in-
ependent. We further assume that the two point sources
re located at x� s1

= �−� ,0 ,L�, x� s2
= �� ,0 ,L� for the discus-

ion of cross-range resolution and x� s1
= �0,0,L−��, x� s2

�0,0,L+�� for the discussion of range resolution. For
implicity of presentation, we again restrict ourselves to
he paraxial approximation.

We consider an imaging function of the same form
s before I�x� �=R�Y† ·G�x� �� 
G�x� �
2

−1, which has mean
ith respect to the noise W :�R�ei��G1

† ·G�x� �
e1

−i��G2
† ·G�x� �� 
G�x� �
2

−1. Following the classical Sparrow
esolution criterion in the noiseless case, we consider the
maging function I�x� 0� at the midpoint x� 0= �0,0,L� of the
wo point sources as well as at the source points x� s1

, x� s2
.

e write G0=G�0,0,L�.
We consider the cross-range resolution. In the paraxial

pproximation, the imaging function at the midpoint

I�x� 0� �
N�

4�L
2 cos����cos���2

�L 
sinc���

Rc

 + �R�W† · G0�

�
G0
2
−1 �25�

as the mean

EI�x� 0� �
N�

�2L
Fc���, Fc��� 	 cos���2

�L 
sinc���

Rc

 .

�26�

he imaging function at the source points x� si
, i=1,2,

I�x� si
� �

N�

4�L
cos�����1 + Fc�2��� + �R�W† · Gi�
Gi
2

−1

as the mean

EI�x� i� �
�N

2�2L
�1 + Fc�2���, i = 1,2.

ote that the random variable x=cos���� has the Cheby-
hev density
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h�x� =
2

��1 − x2
, x � �0,1�,

ith the mean 2/� and the variance ��2−8� / �2�2�. Thus
he fluctuation of I�x� si

�, i=0,1,2 has the probability den-
ity function (pdf) � given by the convolution of the
aussian and the centered Chebyshev pdf ’s after proper
ormalization.
In the noiseless case the classical Sparrow resolution �s

an be reformulated as EI�x� 0�=EI�x� si
�, i=1,2, i.e.,

1 + Fc�2�� = 2Fc���.

n the presence of noise, we need to consider fluctuation
nd noise as well as the mean.
For the noisy case we need to consider the signal-to-

uctuation ratio (SFR) at the test points x� 0, x� si
, i=1,2,

efined as

SFR�x� si
� =

�EI�x� si
��2

Var�I�x� si
��

=
4/�2

1/2 − 4/�2 + �SNR�x� si
��−1

.

n the relatively noisy case with

SNR �
2�2

�2 − 8
� 17.3, �27�

e have SFR�4�SNR/�2. Under such conditions, the
easurement noise dominates over the incoherent fluc-

uation of the source, and we may assume the distribution
f the imaging functional is Gaussian. Here we are decid-
ng between two alternatives:

The null hypothesis H1: The source is one point of
trength 2� at zero offset.

The alternate hypothesis H2: The source is two points
f equal strength �.

We use the imaging function as the basis for our deci-
ion. Under H1 we have I�x� 0��N��1 ,��, while under H2,
�x� 0��N��2 ,�� with

�1 =
N�

�2L
, �28�

�2 =
N�

�2L
Fc���. �29�

et 	 be the probability of accepting H2 while H1 is cor-
ect and 
 be the probability of accepting H1 while H2 is
orrect. Note that 	 is independent of � but 
 is clearly a
unction of �. Since ��0, �i�0 and for a given 	, the de-
ision rule is to accept H2 when I goes below a certain
hreshold and vice versa. The threshold is determined by

T = �1 + �
−1�	�,

hich is independent of �. This is important as the detec-
ion rule can then be used even when the parameter � is
nknown.
The detection probability for a two-point source is then

iven by
1 − 
��� = 
�T − �2���

�

 = 
�
−1�	� +

�1 − �2���

�



r equivalently


−1�1 − 
���� = 
−1�	� +
�1 − �2���

�
.

ccording to the Neyman–Pearson lemma, the detector is
he most powerful in the sense that it produces the high-
st detection probability for all values of the unknown pa-
ameter � and a given false-alarm rate.

We may define the detection resolution as the offset
hat gives a 50% (or any value between 
0 and 99%)
hance of detecting the presence of two source points, that
s, 
��c�=1/2. This then gives

�2��c� = �1 + �
−1�	�, �30�

hich we write in the form

cos���c
2

�L 
sinc���c

Rc

 = 1 +

�
−1�	�

N�/��2L�
	 1 +

�
−1�	�

4�SNR�0�
.

�31�

As commented before, the cos factor in the above equa-
ion can be dropped and the resolution gain gc=Rc /�c can
e determined from the equation

sinc� �

gc

 = 1 +

�
−1�	�

4�SNR�0�
. �32�

Figure 9 shows the resolution gain as a function of the
NR, that is, �SNR�0� for 	=0.001, 0.005, 0.01, 0.02,
.05. For a fixed SNR the resolution gain again increases
ith the false-alarm rate.
Considering the regime where �
−1�	� � ��SNR�0� and

xpanding the left-hand side of the equation in the Taylor
eries, we obtain

Fig. 9. (Color online) Two-point cross-range resolution gain g .
c



T
d
w
r
b
E
e
t
p

t
p
=
a
c
E

T
r
fi

w
t

e
i

G
I
t

t
g
�
S
f
M
r
a
t
p
F
a
T
a

3
P
n
t
t
i
w
f
m
t

a

w
c

T
r
T

F
t

1630 J. Opt. Soc. Am. A/Vol. 24, No. 6 /June 2007 A. Fannjiang and K. Sølna
gc ��2�

3

SNR�0�1/4

�
−1�	��1/2 . �33�

he two-point resolution gain depends on SNR in a way
ifferent from the one-point resolution gain [Eq. (23)];
ith uncertainty about two rather than one location, the

elative enhancement in resolution as a function of SNR
ecomes weaker. The validity of Eq. (33) is constrained by
q. (27). In the high-SNR limit, the random phase differ-
nce dominates the SFR ��7� and is the ultimate limita-
ion to two-point resolution with the measurement noise
laying no role.
We finish this section by briefly commenting on the

wo-point range resolution. The null and alternative hy-
otheses are as above, now with x� s1

= �0,0,L−�� and x� s2
�0,0,L+��. We can then repeat the analysis presented
bove in the cross-range resolution case. The only modifi-
ation in our analysis arises in the computation of �2 in
q. (29) and corresponds to

Fc��� � Fr��� = cos�k����
−1/2

1/2

cos��x2�/Rr�dx
2

.

hus, in view of the calculation leading to Eq. (24), the
ange resolution is now determined by the following modi-
cation of Eq. (32):

��
−1/2

1/2

cos��x2/gr�dx
2

= 1 +
�
−1�	�

4�SNR�0�
,

ith gr=Rr /�. Thus the two-point resolution scales with
he Rayleigh range resolution Rr.

Considering the regime where �
−1�	� � ��SNR�0� and
xpanding again in Taylor series, we obtain the asymptot-
cs

gr �� �

20

SNR�0�1/4

�
−1�	��1/2 . �34�

. Illustration of One-Point Resolution
n this section we consider a simple example using the de-
ection rule

I�x� � � T �35�

o create an image. The point source is located at the ori-
in, and we use the parameters: L=100, A=10, �=100,
=1, N=12, k=2, and 	=0.05. Note that in this case
NR�4. For the simulation we use the exact Green’s

unction, rather than its parabolic approximation, and the
onte Carlo method. The performance as a function of

elative offset is shown in Fig. 10. Comparing Figs. 10
nd 5, we find a slightly better performance in Fig. 10
han in the theoretical prediction in Fig. 5 by using the
araxial approximation. With the same parameters as in
ig. 10, Fig. 11 depicts the profile of the detection prob-
bility as a function of both range and cross-range offsets.
he scales are in the units of the Rayleigh cross-range
nd range resolutions.
. BROADBAND IMAGING
erformance of imaging and detection in the presence of
oise may be strongly enhanced by using signals at mul-
iple frequencies. First, the multiple frequencies provide
ravel-time information and improve the range resolution
n particular. Second, the different frequencies may be
eakly correlated and therefore provide independent in-

ormation about the target. Let us analyze the perfor-
ance of multifrequency imaging using the new defini-

ion of resolution.
We assume the following model of noisy measurement

t wavenumber kj:

Y�kj� = �G�kj� + �Wj, j � �1, . . . ,W�,

ith Wj a complex (independ) Gaussian noise vector. We
onsider the imaging functional

I�x� = �
j

R�Y�kj�† · G�x� ;kj��
G�x� ;kj�
2
−1. �36�

he most powerful test for a given false-alarm rate 	 cor-
esponds to rejecting H0 iff I�x� ��T with the threshold
=�
−1�1−	� as before.

ig. 10. (Color online) Simulated detection probability as func-
ion of cross-range offset.

Fig. 11. (Color online) Simulated detection probability.
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For simplicity we assume that the discrete wavenum-
ers are evenly spaced in the interval �k−�k /2 ,k+�k /2�
ith the spacing �k=�k / �W−1�. Note first that the detec-

ion power achieves the maximum 1−
0 at the location
� =x� s:

1 − 
0 = 
��W SNR�x� s� − 
−1�1 − 	�� ,

ith the same SNR�x� s� as in Eq. (10). Therefore, the mul-
iple frequencies enhance the detection performance via
igher SNR.

. Cross-Range Resolution
s before, we analyze the multifrequency cross-range
esolution in the paraxial approximation. The offset de-
endent SNR in Eq. (15) now becomes

�SNR��� =
�

��W4�L
�
j=1

W

R�e−ikj�
2/�2L��

l=1

N

eikjx1�/L
 .

he cross-range resolution �f,k in the multifrequency case
s determined by the equation

1

F�	,
o�
=�SNR���

SNR�0�

=
1

WN�
j=1

W

�
l=1

N

cos�− ikj

�2 − 2�xl

2L 

=

1

N�
l=1

N

R�e−ik1yl
1 − e−iW�kyl

W�1 − e−i�kyl�� , �37�

ith

yl =
�2 − 2�xl

2L
.

To understand explicitly how multiple frequencies can
nhance resolution, we analyze two particular regimes.
irst, let us consider the narrowband regime:

�k��2 + �A�/L � 1, �38�

hich turns out to be equivalent to the conventional defi-
ition �k�k. Under the narrowband condition, we obtain

rom Eq. (37) that

�SNR���

SNR�0�
�

1

N�
l=1

N

cos� k̄��2 − 2�xl�

2L
�

� cos�k�2

2L

sinc�kA�

2L

 .

n other words, the narrowband case is approximately the
ame as the one-frequency case.

Consider next the broadband case k��k, or equiva-
ently

�k�2/L = O�1�,

ith a small aperture A��. This implies that yl
�2 / �2L�. Then as �k→0 and W→�, we obtain from Eq.

37) that
1

F�	,
0�
�

2L

�2�k
R�ie−i��2/2L��k+�k/2� − ie−i��2/2L��k−�k/2��

= cos���2

�L

sinc��2�k

4L 
, � =
2�

k
,

hich leads to the multifrequency cross-range resolution
etermined by

1

F�	,
0�
= cos�2�

�B

�
� �

�2�BL

2
sinc��� �

�2�BL

2
 ,

�39�

ith the modulation wavelength �B=2� /�k. Therefore,
=O���BL� and can be arbitrarily small in the high-SNR

imit. Note that this result is independent of the aperture
. Thus, we have compensated a small aperture with
andwidth so that the cross-range resolution is on the
cale of the Fresnel length ��BL of the modulation.

. Range Resolution
gain we consider the paraxial regime with A�L so that

1

F�	,
0�
=�SNR��r�

SNR�0�

=
1

WN2R��
j=1

W

�
l,m=1

N

e−ikj�re−ikj�r�xl
2+xm

2 �/2L2

�

1

W
R��

j=1

W

e−ikj�r
 ,

hich determines the range resolution �r. Equivalently
e have

1

F�	,
0�
= cos�2��B�r

��B

sinc���r

�B

 , �40�

or �B=2� /�k. Therefore, �r=O��B� and can be reduced
ndefinitely in the high-SNR limit. This result is again in-
ependent of the aperture.

. Two-Point Resolution
e can easily generalize the two-point resolution analysis

f Subsection 2.F to the multifrequency case. The deriva-
ion of the gain is completely analogous modulo two re-
lacements, as we describe next. The only modifications
n the analysis arise in the computation of �1 and �2 in
qs. (28) and (29); the modifications arise since the imag-

ng function now is given by Eq. (36) with W�1. We con-
ider the relatively noisy broadband case with small ap-
rture A��, as discussed above for the single-frequency
ase. The computation leading to Eqs. (39) and (40) then
how that the generalization to the multifrequency case
ollows from the replacements: (i) ���W�, reflecting an
nhanced SNR; (ii) Fc����Fc,k��� and Fr����Fr,k��� for
ross-range and range resolution, respectively, where
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Fc,k��� = cos�2�
�B

�
� �

�2�BL

2
sinc��� �

�2�BL

2
 ,

Fr,k��� = cos�2�
�B

�
� �r

�B


sinc��� �r

�B


;

ee Eqs. (39) and (40).

. CONCLUSIONS
e have presented the performance analysis for direct

maging in the presence of noise by introducing a simple
otion of resolution. We have analyzed one-point and two-
oint resolution in the framework of statistical hypothesis
esting.

For a fixed false-alarm rate, the resolution gain in-
reases with SNR and bandwidth. In the case with high
NR or large bandwidth, the resolution is typically much
etter than the Abbé (or Rayleigh) resolution. We have
emonstrated a striking effect of broadband imaging,
amely, aperture-independent superresolution.
We plan to extend our approach to the case of broad-

and imaging in a random medium, which amounts to
ultiplicative noise.
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