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n this era of the Internet and the World Wide Web, the long-time topic
of digital libraries has suddenly become white hot. As the Internet
expands, particularly the WWW, more people are recognizing the
need to search indexed collections. As Science news articles on the US
Digital Library Initiative (DLI) have put it, the Internet is like a library
without a card catalog,' and the hottest new services are the Web search
engines.?

The term “digital” is actually somewhat of a misnomer. Digital libraries
basically store materials in electronic format and manipulate large col-
lections of those materials effectively. So research into digital libraries is
really research into network information systems. The key technological
issues are how to search and display desired selections from and across
large collections. While practical digital libraries must focus on issues of
access costs and digitization technology, digital library research concen-
trates on how to develop the necessary infrastructure to effectively mass-
manipulate the information on the Net.

Digital library research projects thus have a common theme of bringing
search to the Net. This is why the US government made digital libraries the
flagship research effort for the National Information Infrastructure (NII),
which seeks to bring the highways of knowledge to every American. As a
result, the four-year, multiagency DLI was funded with roughly $1 mil-
lion per year for each project (see the “Agency perspectives” sidebar). Six
projects (chosen from 73 proposals) are involved in the DLI, which is spon-
sored by the National Science Foundation, Advanced Research Projects
Agency, and the National Aeronautics and Space Administration. This
issue of Computer includes project reports from these six university sites:

¢ Carnegie Mellon University,

* University of California at Berkeley,

* University of California at Santa Barbara,

= University of Illinois at Urbana-Champaign,
* University of Michigan, and

* Stanford University.

PROJECT RANGE

The DLI projects are a good measure of the current research into large-
scale digital libraries. They span a wide range of the major topics neces-
sary to develop the NII These projects, however, are not the only ongoing

-efforts, nor do they concentrate much on the practical issues of actually

building large-scale digital libraries. (See the April 1995 special issue of
Communications of the ACM on digital libraries for short descriptions of
many major practical projects. This issue of Computer is intended to be
deep rather than broad and will focus on infrastructure. For a discussion
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of the challenges involved in using Al to build digital
libraries, see the June 1996 issue of IEEE Expert.)

The DLI projects address future technological problems.
The overall initiative is about half over, so these articles
describe issues and plans more than final results. The
authors have tried to concentrate on concrete results and
to cover the range of problems addressed within each pro-
ject. Project details can be accessed through the home page
of the DLI National Synchronization Effort (http://
www.grainger. uiuc.edu/dli/national.htm).

VARIOUS APPROACHES

The DLI projects use many contrasting approaches. For
example, the Illinois and Berkeley projects both plan full
systems with many users, with the Illinois project focusing
on manually structured text documents and the Berkeley
project on automatically recognized image documents.
These projects use complementary approaches, receiving
materials in electronic format directly from publishers to
take advantage of the embedded SGML structure, and
receiving them in paper format in large volumes and auto-
matically transforming the articles into digital form.

The Carnegie Mellon and Santa Barbara projects plan to
provide the ability to manipulate new media that were pre-
viously impossible to index and search. Carnegie Mellon is
investigating segmenting and indexing video, using auto-

matic speech recognition and knowledge about program
structure. Santa Barbara is indexing maps, using automatic
image processing and knowledge about region metadata.

Finally, the Stanford and Michigan projects plan to
investigate the intermediaries (gateways) necessary to
perform operations on large-scale digital libraries. These
projects are trying to find the representations needed, on
one hand, to interoperate between the formats for differ-
ent search services and, on the other hand, to identify the
appropriate sources to be searched for a given query.

All projects are building testbeds with large collections
to address their corresponding fundamental research
questions into building large-scale digital libraries.

RESEARCH AGENDA

The Information Infrastructure Technology and Appli-
cations (II'TA) Working Group, the highest level NII tech-
nical committee, held an invited workshop in May 1995
to define the research agenda for digital libraries.

The shared vision is an entire Net of distributed repos-
itories, where objects of any type can be searched within
and across indexed collections. In the short term, tech-
nology must be developed to transparently search across
these repositories, handling the variations in protocols
and formats. In the long term, technology must be devel-
oped to transparently handle the variations in content and
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meaning as well. These are steps along the way toward
matching the concepts requested by the users to the
objects indexed in the collections.

The ultimate goal, as described in the IITA report,? is
the Grand Challenge of Digital Libraries:

deep semantic interoperability—the ability of a user to
access, consistently and coherently, similar (though
autonomously defined and managed) classes of digital
objects and services, distributed across heterogeneous
repositories, with federating or mediating software com-
pensating for site-by-site variations. . . . Achieving this will
require breakthroughs in description as well as retrieval,
object interchange and object retrieval protocols. Issues
here include the definition and use of metadata and its
capture or computation from objects (both textual and
multimedia), the use of computed descriptions of objects,
federation and integration of heterogeneous repositories
with disparate semantics, clustering and automatic hier-
archical organization of information, and algorithms for
automatic rating, ranking, and evaluation of information
quality, genre, and other properties.

At a stylistic level, the primary goal of networked digi-
tal libraries is to consider the entire Net as a single virtual
collection from which users can extract relevant parts.

Handling issues of scale, such as the number of objects
and repositories and the range of types and subjects, is
thus very important. This is why the DLI projects focus on
large-scale testbeds. Indexing and searching technology
must be not only effective for user needs, it must also scale
up to large collections across large networks.

As the IITA report says,

We don’t know how to approach scaling as a research ques-
tion, other than to build upon experience with the
Internet. However, attention to scaling as a research theme
is essential and may help in further clarifying infrastruc-
ture needs and priorities, as well as informing work in all
areas of the research agenda outlined above. . . . There was
consensus on the need to enable large-scale deployment
projects (in terms of size of user community, number of
objects, and number of repositories) and subsequently to
fund study the effectiveness and use of such systems. It is *
clear that limited deployment of prototype systems will
notsuffice if we are to fully understand the research ques-
tions involved in digital libraries.

INDEXING AND FEDERATING

The process of using a digital library thus involves
searching across distributed repositories. A repository is
Jjustan indexed collection of objects. Distributed searching
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involves “federating” (mapping together similar objects
from different collections) in a way that makes them
appear as one organized collection. The better the index-
ing, the better the searching.

Indexing process

Indexing was originally developed for text documents.
Each document is segmented into significant words, and
a table generated that indicates which words occurred
where in what documents. A user can search by specify-
ing a word (or words); the system then supplies the
results by looking up the word in the table, and retriev-
ing the documents containing it. For nontextual media,
such as video programs or map textures, the segments
differ from word phrases, but the process is quite similar.
This traditional indexing is automatic but purely syntac-
tic, matching only words that actually appear in the text.

An indexer (usually a human librarian expert in the sub-
ject matter) can also generate other words that describe
the document, to improve the search. These subject
descriptors, called A&I (Abstracting and Indexing) in the
library business, capture some semantic content. A&I
records are often called metadata, because they describe
data properties and are important in indexing no matter

the type of object. (That is, map librarians are as con-

cerned with metadata as document librarians.)

A& suffers from the economics and energies of human
activity; that is, it is only available for large collections on
major subjects and does not change as quickly as the words

in the collections change. For this reason, much research in
digital libraries concentrates on automatic or semiauto-
matic semantic indexing. As the repositories become more
specialized (for small communities instead of large sub-
jects), automatic indexing will become more important.

Federating process

The traditional form of federating was also developed
by using collections of text documents. A common gate-
way is developed that transforms the user’s query lan-
guage into the query language of each search engine for
each collection index. Current technology is largely syn-
tactic: It concentrates on sending a query in the appropri-
ate format to each engine, at best taking account of the
metadata structure. So a user specification of an AUTHOR
field could be mapped uniformly into variant field names,
such as AU or AUT or AUTHOR, for different collections.
However, different meanings for AUTHOR would simply
be ignored by the mapping. A slightly more semantic fed-
eration uses a canonical document structure, like map-
ping together variants into a standard set of authors or
equations. This structure mapping is seen today primar-
ily with text standards such as SGML, since text is by far the
most studied structure.

Semantic difficulties

A topic of active research is how to map content or
meaning across collections—how to approach semantics.
For example, a bridge designer concerned with the struc-
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tural effects of wind might want to compare the literature
and simulations in the civil engineering digital library to
those in the library concerning undersea cables, since the
problems with the stability of long structures swaying in
a fluid medium is similar. The difficulty is that the termi-
nology and metadata are quite different for the fluid
dynamics of air and of water, even though the concepts
and ideas are quite similar.

Technology for solving the “vocabulary problem™
would enable users to search digital libraries in unfamil-
iar subjects by specifying terms in their own domain and
having the system translate these to terms in the target
domain. Over many years, researchers have tried many
techniques to automatically translate vocabulary across
domains. Natural language-parsing techniques, for exam-
ple, have been extensively tried but are largely unsuc-
cessful for effective search beyond a narrow domain where
they can be hand-tuned. And little research has been
done on similarity matching for objects beside text
documents.

The most promising general techniques do statistical
analysis for information retrieval. These are becoming
computationally feasible as machines become faster. There
are already instances of building similarity indexes across
large collections.® These computations are being done on
today’s supercomputers, which are tomorrow’s personal
computers. These and other techniques must be developed
to enable the Grand Challenge of Semantic Interoper-
ability to be solved so that users can transparently and
effectively search the Net.

THE FUTURE

The technology for information retrieval for large col-
lections has remained basically unchanged for 30 years.
The technology that ran on specialized research machines
in the 1960s and on commercial on-line systems in the
1970s are still serving millions of Web users today. The
government initiatives in the early 1960s spawned Dialog
and Lexis/Nexis in the 1970s, and government initiatives
in the early 1990s such as ARPA’s CSTR (Computer Science
Technical Report) produced the Lycos and Yahoo Web
searchers.

The structure of the flagship DLI projects, with large
testbeds and many partners, is again set up to encourage
technology transfer of new developments. What the DLI
projects promise is effective search of multimedia objects
across multiple repositories in the Web. In the longer term,
there is even hope for semantic interoperability, which is
necessary to handle the coming variability and volume of
electronic materials.

Just as propagating the data-access technology of pack-
ets in the ARPANET required adopting and evolving stan-
dards, so will propagating the Internet’s information-
organization technology. The D-Lib Forum (http://www.
dlib.org) is acting as IITA’s coordinating body for digital
library research and development.

Finally, after searching transparently across collections
becomes possible, research in the technology of network
information systems will move to the next stage. This next
wave promises to be information analysis: systems for
cross-correlating items of information across multiple

sources. Today on the Web you can fetch things by brows- -
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ing documents. Tomorrow on the Web you will find things
by searching repositories. In the new millennium beyond
the Web, analysis environment technology will let you cor-
relate things across repositories to solve problems.® I
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