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BUSEMANN FUNCTIONS AND THE SPEED OF A SECOND CLASS
PARTICLE IN THE RAREFACTION FAN

BY ERIC CATOR AND LEANDRO P. R. PIMENTEL1

Delft University of Technology and Universidade Federal do Rio de Janeiro

In this paper we will show how the results found in [Probab. Theory
Related Fields 154 (2012) 89–125], about the Busemann functions in last-
passage percolation, can be used to calculate the asymptotic distribution of
the speed of a single second class particle starting from an arbitrary de-
terministic configuration which has a rarefaction fan, in either the totally
asymetric exclusion process or the Hammersley interacting particle process.
The method will be to use the well-known last-passage percolation descrip-
tion of the exclusion process and of the Hammersley process, and then the
well-known connection between second class particles and competition in-
terfaces.

1. Introduction. The macroscopic behavior of the density profile of the to-
tally asymmetric nearest neighbor exclusion process (TASEP) is governed by the
Burgers equation, which corresponds to the “shape theorem” in last-passage per-
colation [18]. The second class particles, that follow roughly the behavior of a
perturbation of the system, are asymptotically governed by the characteristics of
the Burgers equation. When there is only one characteristic, the second class parti-
cle follows it; when there are infinitely many (rarefaction fan), the particle chooses
one of them at random to follow. Until recently, there was only one method, in-
troduced by Kipnis and Ferrari [11], to compute the distribution of the asymptotic
speed when the initial distribution is a product measure with densities p ∈ [0,1)

and p′ ∈ (p,1], to the right and left of the origin, respectively. They proved that
the rescaled position of the second class particle converges in distribution, as
time goes to infinity, to a random variable uniformly distributed in the interval
[1 − 2p′,1 − 2p]. Their method is based on the hydrodynamic description of the
macroscopic behavior, and it strongly relies on the product structure of the initial
profile.

Later, following initial results by Guiol and Mountford [14] and Ferrari and
Pimentel [13], Ferrari, Martin and Pimentel in [12] proved that for initial config-
urations exhibiting a rarefaction fan, the second class particles almost surely have
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an asymptotic speed, but no new results were found about the distribution of this
speed.

Recently, in a paper by Amir, Angel and Valkó [2], a new method has been in-
troduced to study the behavior of a multiclass TASEP, which allows the calculation
of joint distributions of multiclass particles under a specific initial configuration.
However, as far as we can see, this does not shed new light on how to calculate
the asymptotic distribution of a single second class particle in an arbitrary initial
configuration exhibiting a rarefaction fan.

We will also consider the Hammersley interacting particle process [1], where the
situation concerning the second class particle in a rarefaction fan is very similar
to TASEP: almost sure existence of the asymptotic speed is proved by Coletti and
Pimentel in [9] (they even prove this for more general objects than second class
particles), but the distribution of the second class particle in a rarefaction fan was
only determined for a very specific family of initial conditions, involving Poisson
processes [4, 9].

In this paper we will show how the results found in [7] about the Busemann
functions in last-passage percolation (LPP) can be used to calculate the asymp-
totic law of the speed of a single second class particle starting from an arbitrary
deterministic configuration which has a rarefaction fan, in either the totally asy-
metric exclusion process (TASEP), or the Hammersley process. The method will
be to use the well-known LPP description of the TASEP and of the Hammersley
process, and then the well-known connection between second class particles and
competition interfaces (see [13] for the TASEP case, and [7] for the Hammers-
ley case) to show that the limit law can be expressed in terms of the supremum
of two independent random walks in an environment that depends upon the ini-
tial configuration. This method allows us to recover the classical results, as well
as to get explicit formulas for the law of the asymptotic speed starting from peri-
odic profiles. Busemann functions in first passage percolation were first introduced
by Newman [15], and these were later extended to LPP by Wüthrich in [20], by
Ferrari and Pimentel in [13] and by the authors in [7].

To give some intuition for the main idea in the paper, we present a heuristic
outline of it in the lattice LPP competition model. Suppose that to each x ∈ Z

2 we
attach an exponential random variable Xx of intensity one. For x ≤ y (coordinate-
wise) let L�(x,y) denote the maximum, over all up-right nearest-neighbor paths
� connecting x to y, of the sum of Xz along � , leaving out x [see (2.6)]. We
adopt the notation in [7], and, to indicate that it refers to the lattice model, we use
the superscript �. Now choose two nonordered points x = (x1, x2) and y = (y1, y2)

with y1 < x1 and y2 > x2. We will assign each point z ∈ R
2 with x,y ≤ z to either

x or y in the following way: x “conquers” z if L�(x, z) > L�(y, z), and otherwise
y conquers z. The point z gets the color blue if it is conquered by x and otherwise
it gets the color red. This example corresponds to the two-corner profile discussed
in Section 4.1. The competition interface is the upright path that separates the blue
and the red regions. It has been shown in [13] that a competition interface has an
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(a.s.) asymptotic angle �, which will be random in this case (rarefaction regime).
To check whether � ≤ α, for some fixed α ∈ (0, π/2), one can consider zα far
away on the line with angle α, and compare the length L�(x, zα) with L�(y, zα). It
is at this point that the Busemann function comes into play: for α ∈ (0, π/2),

a.s. ∃B�
α(x,y) := lim|zα |→+∞L�(y, zα) − L�(x, zα).

This means that checking whether L�(x, zα) ≤ L�(y, zα) (this corresponds to
� ≤ α) eventually, corresponds to checking whether B�

α(x,y) ≥ 0.2 In [7] we
derived the distribution of B�

α , which is why we are in fact able to calculate the
asymptotic distribution of �. This argument can be extended for any deterministic
initial profile in the rarefaction regime.

Overview. In Section 2 we state our three main results, the first describing the
distribution of the speed of the second class particle in a rarefaction fan for TASEP,
the second describing the distribution of the angle of a competition interface in
a rarefaction fan for the lattice last-passage percolation model (strongly related
to the first result) and the third theorem describing the distribution of the speed
of the second class particle in a rarefaction fan for the Hammersley process. In
Section 3 we recall the equilibrium description of the Busemann functions from [7]
and establish its connection with second class particles and competition interfaces
to prove all the theorems. Sections 4 and 5 are devoted to compute the law of the
asymptotic speed, for some initial configurations in the rarefaction regime, in the
TASEP and in the Hammersley models, respectively.

2. Main results. In this section we state the general results about the asymp-
totic distribution of the second class particle in a rarefaction fan in the TASEP
case and the Hammersley case. The TASEP result is formulated in two ways: the
first using the particle description, the second using the last passage description. In
Section 3 we will point out that these two descriptions are strongly related (which
is already well known). Applications of these general results to particular initial
conditions can be found in Sections 4 and 5.

2.1. Second-class particles in the exclusion process. The one-dimensional
nearest neighbor totally asymmetric simple exclusion process is a Markov pro-
cess (ηt , t ≥ 0) in the state space {0,1}Z. In our notation, ηt (x) = 1 indicates that
there is a particle at site x at time t ; only one particle is allowed at each site. At
rate one, if there is a particle at site x ∈ Z, it attempts to jump to x + 1; if there
is no particle in x + 1 the jump occurs, otherwise nothing happens. To construct
a realization of this process, one considers independent one dimensional Poisson
processes N = (Nx(·), x ∈ Z) of intensity 1. The process (ηt , t ≥ 0) can be con-
structed as a deterministic function of the initial configuration η and the Poisson

2This idea was also used to study the almost sure behavior of competition interfaces [13, 16].
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processes N as follows: if s is a Poisson epoch of Nx , and there is a particle at x

and no particle at x + 1 in the configuration ηs−, then at time s the new configura-
tion is obtained by making the particle jump from x to x +1. Let � be the function
that takes η and N to (ηt , t ≥ 0). Let η and η′ be two arbitrary configurations. The
basic coupling between two exclusion processes with initial configurations, η and
η′, respectively, is the joint realization (�(η, N ),�(η′, N )) = ((ηt , η

′
t ), t ≥ 0) ob-

tained by using the same Poisson epochs for the two different initial conditions.
Liggett (1985, 1999) are the default references for the exclusion process.

Let η be an initial configuration, and let η′ be the configuration that differs from
η only at site 0. With the basic coupling, the configurations at time t > 0 differ
only at one site Xη(t) defined by

Xη(t) := ∑
x∈Z

x1{ηt (x) 	= η′
t (x)}

(1 denotes the indicator function). The process (Xη(t), t ≥ 0) is the trajectory of a
“second class particle.” This particle jumps one unit to the right at rate one if there
is no η particle in its right nearest neighbor, and it jumps one unit to the left at rate
one if there is an η particle in its left nearest neighbor site, interchanging positions
with it.

To state our results, we need some more notation. For each η we associate a new
configuration η̄ as follows:

η̄(k) :=

⎧⎪⎪⎨
⎪⎪⎩

η(k), for k < 0,
0, for k = 0,
1, for k = 1,
η(k − 1), for k > 1.

(2.1)

The hole-particle pair at the origin will be important to formulate the LPP com-
petition model and to establish the connection between second class particles and
competition interfaces [13]. Note that η(0) is not relevant for η̄; this corresponds to
the idea of having a second class particle in 0. For ρ ∈ (0,1) let {Expk(ρ) :k ∈ Z}
and {Exp′

k(1 − ρ) :k ∈ Z} be independent collections of i.i.d. exponential random
variables of intensity ρ and 1−ρ, respectively. These collections are also assumed
to be independent of η, whenever η is random. For k > 0, let

Z
ρ,η
k :=

{−Expk(ρ), if η̄(k) = 0,
Exp′

k(1 − ρ), if η̄(k) = 1,(2.2)

and for k ≤ 0, let

Z
ρ,η
k :=

{
Expk(ρ), if η̄(k) = 0,
−Exp′

k(1 − ρ), if η̄(k) = 1.
(2.3)

Define the random walks

S
ρ,η
n,+ :=

n∑
k=1

Z
ρ,η
k and S

ρ,η
n,− :=

−n∑
k=0

Z
ρ,η
k .
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We assume that the particle system is in the rarefaction regime, that is,

pη := lim sup
n→∞

1

n

n∑
k=1

η(k) < lim inf
n→∞

1

n

−1∑
k=−n

η(k) =: p′
η.(2.4)

THEOREM 1. For each u ∈ [1 − 2p′
η,1 − 2pη], let

ρu = 1 + u

2
.

If (2.4) holds, then

Xη(t)

t

D−→ Uη as t → ∞,

where Uη is a random variable with support [1 − 2p′
η,1 − 2pη] and for u ∈ (1 −

2p′
η,1 − 2pη)

P(Uη ≥ u) = P

(
sup
n≥0

S
ρu,η
n,− ≥ sup

n≥1
S

ρu,η
n,+

)
.(2.5)

To give some intuition for this result, note that the asymptotic drift of the random
walk S

ρu,η
n,− is lesser than or equal to −p′

η/(1 −ρu)+ (1 −p′
η)/ρu, which is strictly

negative if u > 1 − 2p′
η, and it is a decreasing function of u. Also, the asymptotic

drift of the random walk S
ρu,η
n,+ is lesser than or equal to −(1 − pη)/ρu + pη/(1 −

ρu), which is strictly negative if u < 1 − 2pη, and it is an increasing function of
u. Note that when u = 1 − 2p′

η or u = 1 − 2pη, (2.5) may not hold in general! An
example of this can be found in Section 3; see Remark 3.1. The left-hand side of
(2.5) is still determined at the boundary by left-continuity.

2.2. Competition interfaces in the lattice last-passage percolation model. Let
X := {Xz}x∈Z2 be a collection of i.i.d. random variables with an exponential dis-
tribution of parameter one. For x,y ∈ Z

2, with x ≤ y (coordinate-wise), let

L�(x,y) := max
� : x↗y

∑
z∈�

Xz,(2.6)

where � : x ↗ y denotes an increasing (or upright) path connecting x to y, not
including x. The random variable L� is called the last-passage (percolation) time
from x to y.

Using the well-known connection between the totally asymmetric exclusion
process (TASEP) and the last-passage percolation model, introduced by Rost [18],
we identify the initial configuration η̄ of particles and holes, that includes a hole at
0 and a particle at 1, with an initial (growth) profile σ in Z

2, in the following way:
we define the profile σ = ση (as a function of η), which is a down-right bi-infinite
sequence of points in Z

2 containing the origin, such that

σ(0) = (0,0) and σ(k) − σ(k − 1) =
{

(1,0), if η̄(k) = 0,
(0,−1), if η̄(k) = 1.
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Given such an initial profile σ , we can define a competition interface, following
[13] and [12]. We introduce the notation

σ− := {σ(k) :k < 0} and σ+ = {σ(k) :k > 0}.
The competition for territory goes as follows: choose t ∈ R

2 such that {x : x ≤
t} ∩ σ 	= ∅. Define

L�(σ−, t) := sup{L�(σ (k), t) :k < 0 and σ(k) ≤ t}
and

L�(σ+, t) := sup{L�(σ (k), t) :k > 0 and σ(k) ≤ t}.
If {x : x ≤ t} ∩ σ± = ∅, we define L�(σ±, t) = 0. The point t gets the color blue if
it is further (the longest path is longer) from the negative part of σ than from the
positive part, so if

L�(σ−, t) > L�(σ+, t),

and otherwise it gets the color red. Note that because of the hole-particle pair at the
origin, σ(0) can never be the most “distant” point to t. Also, the coloring is well
defined for every t above σ if the initial condition η has infinitely many particles to
the left of the origin, and infinitely many holes to the right; we will always assume
this. The competition interface �η := (φ

η
n)n≥0 is the up right path through the

lattice points starting at 0 that separates the blue and the red region (see Section 2
of [12] for an extensive description).

Under (2.4), the rarefaction condition, let

αη := arctan
((

pη

1 − pη

)2)
< arctan

((
p′

η

1 − p′
η

)2)
=: α′

η.

Note that pη/(1 − pη) is the (negative) asymptotic slope of σ at +∞, whereas
p′

η/(1 − p′
η) is the slope of σ at −∞.

THEOREM 2. For each α ∈ [αη,α
′
η], let

ρα := 1

1 + √
tanα

.

If (2.4) holds, then the competition interface (φ
η
n)n≥0 satisfies

φ
η
n

|φη
n |

D−→ (cos�η, sin�η) as n → ∞,(2.7)

where �η is a random variable with support [αη,α
′
η] and for α ∈ (αη,α

′
η)

P(�η ≤ α) = P

(
sup
n≥0

S
ρα,η
n,− ≥ sup

n≥1
S

ρα,η
n,+

)
.(2.8)
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Theorem 2 and Theorem 1, although each of separate interest, are of course in-
timately linked through the connection between TASEP and the lattice LPP, which
enables us to directly translate the competition interface in the LPP into the po-
sition of the second class particle in TASEP; see Lemma 3.5 in Section 3 for the
details. Our proof will use the LPP description, as explained in the Introduction.
Again we have that at the boundary, (2.8) may fail.

REMARK 2.1. Ferrari, Martin and Pimentel in [12] show that the competition
interface in the rarefaction fan has, in fact, almost surely an asymptotic direction
(which implies that the second class particle in TASEP has an asymptotic speed).
They assume an asymptotic inclination of the initial profile σ in the positive and in
the negative direction (which corresponds to an asymptotic particle density to the
left and to the right of zero in TASEP). However, it is not hard to adapt their proof
only slightly to get the same results under our rarefaction fan condition (2.4).

2.3. Second class particles in the Hammersley particle system. Let P ⊆ R
2 be

a two-dimensional Poisson random set of intensity one. The last-passage time (or
longest increasing path) between z,v ∈ R

2, with z ≤ v, is defined by

L(z,v) := max
� : z↗v

|� |,(2.9)

where � : z ↗ v denotes an increasing path from z to v, consisting of points in
P that are not on the same horizontal nor vertical level as z. Furthermore, |� |
denotes the size (the number of Poisson points) of such a path. The Hammersley
model can be seen as a Markov process on the space N consisting of the set of all
counting processes ν on R such that

lim inf
y→−∞

ν(y)

y
> 0,(2.10)

where

ν(y) :=
{

ν((0, y]), for y ≥ 0,
−ν((y,0]), for y < 0.

(2.11)

[We allow ν(y) = −∞ for all y < 0.] Note that ν(0) = 0. For each ν ∈ N , the
process

Lν(x, t) := sup
z≤x

{ν(z) + L((z,0), (x, t))} for x ∈ R, and t ≥ 0(2.12)

is well defined and the time evolution defined by

Mν
t ((x, y]) := Lν(y, t) − Lν(x, t),(2.13)

is a Markov process in N , called the Hammersley interacting particle system [1].
With a slight abuse of notation, we also refer to Lν as the Hammersley process.
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One can think of Mt as a particle system (or process in N ) that starts with the parti-
cles (or atoms) of ν, and that moves according to the (informal) rule: for (x, t) ∈ P,
at time t ≥ 0 the nearest particle to the right of x is moved to x, with a new particle
created at x if no such particle exists.

To introduce a second class particle in the system, we put an atom at 0 in the
process ν by defining

ν̄([0, x]) = ν([0, x]) + 1 for x ≥ 0.

With this new process, and using the same P, we construct Mν̄
t , and then define

the location of the second class particle Y ν(t) as

Y ν(t) = inf{x ≥ 0 :Mν̄
t (x) = Mν

t (x) + 1}.
We note that Y ν(t) is a nondecreasing function of t , meaning that the second class
particle moves to the right. We use the notation of [7], where relevant details can
also be found, including the following important connection between the longest
path description and the second class particle. For ν ∈ N , let ν+, ν− be the pro-
cesses defined by

ν+(x) =
{

ν(x), for x ≥ 0,
−∞, for x < 0,

and ν−(x) =
{

0, for x ≥ 0,
ν(x), for x < 0.

(2.14)

Then

{Y ν(t) ≤ x} = {Lν+(x, t) ≥ Lν−(x, t)}.(2.15)

The above equation resembles the situation where one should check if the com-
petition interface is to the left or to the right of some angle α. This indicates that
the speed of a second class particle can be related to the respective Busemann
functions in a similar way. We require the following rarefaction assumption [recall
(2.11) and (2.14)]:

aν := lim sup
x→∞

ν+(x)

x
< lim inf

y→−∞
ν−(y)

y
=: bν.(2.16)

For ρ > 0, let ν̄ρ be a one-dimensional Poisson counting process of intensity ρ >

0, that is independent of ν, whenever ν is random.

THEOREM 3. For each v ∈ [b−2
ν , a−2

ν ], let

ρv := 1√
v
.

If (2.16) holds, then

Y ν(t)

t

D→ V ν as t → ∞,

where V ν is a random variable with support [b−2
ν , a−2

ν ] and for v ∈ (b−2
ν , a−2

ν ),

P(V ν ≤ v) = P

(
sup
z≥0

{ν(z) − ν̄ρv (z)} ≥ sup
z<0

{ν(z) − ν̄ρv (z)}
)
.(2.17)
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Condition (2.16) ensures that with probability 1, at least one of the two suprema
is finite, and hence the right-hand side probability is well defined for every v ∈
(b−2

ν , a−2
ν ). Again we have that at the boundary, (2.17) may fail.

3. Proof of the theorems. We will start with the proof for the Hammersley
process, since the ideas are most clearly represented in that case. In the TASEP
case, we will use very similar methods.

3.1. Busemann functions and equilibrium measures in the Hammersley model.
In the Hammersley last-passage percolation model, Wüthrich [20] proved that, for
α ∈ (0, π/2),

a.s. ∃Bα(x,y) := lim|zα |→+∞L(y, zα) − L(x, zα).

Here, zα is any deterministic path with |zα| → ∞ that follows the ray through
(cosα, sinα):

zα

|zα| → (cosα, sinα).

By the invariance under the map α → α + π , it is straightforward to see that the
analogous result holds for α ∈ (π,3π/2). In fact, Wüthrich shows that with prob-
ability 1, for every x ∈ R

2 there exists a unique α-ray �α(x), which is a semi-
infinite path starting at x and following the ray through (cosα, sinα), such that
this path is a geodesic: for each two points y and z on �α(x), the lowest, longest
path between y and z coincides with �α(x). This implies that L(·, ·) is additive
(rather than super-additive) when restricted to �α(x). Wüthrich also showed that
for any two points x,y ∈ R

2, the two α-rays �α(x) and �α(y) coalesce: there
exists a point c ∈ �α(x) ∩ �α(y) such that beyond this point c, the two α-rays
coincide. This also implies that

Bα(x,y) = L(c,y) − L(c,x).

In fact, the above equality holds for any c ∈ �α(x)∩�α(y) [this follows from the
additivity of L(·, ·) when restricted to �α(x) and the fact that when two α-rays
touch, they will necessarily coalesce from that point on].

The most important property of the Busemann functions for us is the following
connection with the associated interacting particle process, established by the au-
thors in Corollary 4.4, Theorem 5.3 and Corollary 5.5 of [7]: Let α ∈ (π,3π/2),
and define

να((x, y]) := Bα(0, (y,0)) − Bα(0, (x,0)) = Bα((x,0), (y,0))
(3.1)

for x < y.
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For α ∈ (0, π/2), we define

να((x, y]) := Bα(0, (x,0)) − Bα(0, (y,0)) = Bα((y,0), (x,0))
(3.2)

for x < y.

The reason for these two slightly different definitions is that in this way, να((x, y])
is positive for x < y. We have that να and να+π are the unique spatially ergodic
counting processes with intensity

Eνα(1) = √
tanα,

that satisfy (time invariance)

M
να
t

D= να for all t ≥ 0.(3.3)

A consequence of this result is that we can compute the law of the Busemann
function along the horizontal axis. For ρ > 0 let ν̄ρ be an one-dimensional Poisson
counting process of intensity ρ > 0. Then

να
D= ν̄√

tanα.(3.4)

We also need the following lemma for the Hammersley process Lν ; see (2.12).
This result, in a completely different formulation, would also follow from Lemma
2.2 in [5].

LEMMA 3.1. Consider the Hammersley process Lν , and suppose that for t ≥
0, 0 ≤ x ≤ y < Yν(t). Then

Lν(y, t) − Lν(x, t) ≤ L(0, (y, t)) − L(0, (x, t)).

PROOF. The fact that x ≤ y < Yν(t), implies that [see (2.15)] there exists
tx ≤ ty < 0 such that

Lν(x, t) = L((tx,0), (x, t)) + ν(tx) and Lν(y, t) = L((ty,0), (y, t)) + ν(ty).

Define z as the (an) intersection point of the longest upright path from (ty,0) to
(y, t) and the longest upright path from 0 to (x, t). Then we can see that

Lν(x, t) ≥ L((ty,0), (x, t)) + ν(ty)

≥ L((ty,0), z) + L(z, (x, t)) + ν(ty).

This implies

Lν(y, t) − Lν(x, t) ≤ L((ty,0), (y, t)) − L((ty,0), z) − L(z, (x, t))

= L(z, (y, t)) − L(z, (x, t))

= L(z, (y, t)) − L(0, (x, t)) + L(0, z)

≤ L(0, (y, t)) − L(0, (x, t)). �
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3.2. Proof of Theorem 3. For each v, t > 0, let α = αv = arctan(1/v), x =
xt := t/ tanα, xα := (x, x tanα). By (2.15),

{Y ν(t) ≤ x} = {Lν+(xα) ≥ Lν−(xα)}
=

{
sup

0≤z≤x

[ν+(z) + L((z,0),xα)] ≥ sup
z<0

[ν−(z) + L((z,0),xα)]
}

(3.5)
=

{
sup

0≤z≤x

[ν+(z) + L((z,0),xα) − L(0,xα)]

≥ sup
z<0

[ν−(z) + L((z,0),xα) − L(0,xα)]
}
.

The last equality simply follows from subtracting L(0,xα) left and right. The
reason for doing this is that for any compact set K ⊂ R

2,

(
L(z,xα) − L(0,xα); z ∈ K

) D−→ (
Bα(0, z); z ∈ K

)
as x → ∞.(3.6)

This remark is the core of the proof. It follows from Theorem 2.2 in [7]: we can
take n ≥ 1 big enough, so that K ⊂ [−n,n] × [−n,n]. The α-rays starting at
(−n,n) and (n,−n) will coalesce at some point c ∈ R

2. Furthermore, the longest
paths to xα , starting at (−n,n) and (n,−n), will converge to the respective α-rays
in a bigger bounded square, containing c. From that time on, for all z ∈ K , we will
have

L(z,xα) − L(0,xα) = Bα(0, z).

What follows are some technicalities to show that the location of the maximum
behaves well.

LEMMA 3.2. If
√

tanα ∈ (aν, bν) [recall (2.16)], then, as x → ∞,

sup
0≤z≤x

[ν+(z) + L((z,0),xα) − L(0,xα)] D−→ sup
z≥0

[ν+(z) − ν+
α (z)],

and

sup
z<0

[ν−(z) + L((z,0),xα) − L(0,xα)] D−→ sup
z<0

[ν−(z) − ν−
α (z)].

PROOF. We will prove that aν <
√

tanα implies the first statement. The proof
of the second statement follows exactly the same reasoning.

Pick a <
√

tan(α) and C > 0 such that ν+(x) ≤ ax + C for all x ≥ 0. For fixed
x we know that (

L(0,xα) − L((z,0),xα);0 ≤ z ≤ x
)

(3.7)
D= (

L(0,xα) − L
(
0,xα − (z,0)

);0 ≤ z ≤ x
)
.
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Choose α′ and a′ such that a < a′ = √
tanα′ <

√
tanα. Start a stationary Ham-

mersley system with a Poisson process of intensity a′, ν̄a′ , using the same Poisson
process in the upper half-plane as L. Define as before

Lν̄a′ (x, t) = sup
z≤x

{L((z,0), (x, t)) + ν̄a′(z)}.

We know that the characteristic direction of this process is α′, and from [6] we
conclude that the second class particle of this process will be to the right of xα with
probability greater than 1 − O(x−3); call this event Ex . Fix 0 ≤ z ≤ x. Because of
Lemma 3.1, under the event Ex , we have

L(0,xα) − L
(
0,xα − (z,0)

) ≥ Lν̄a′ (xα) − Lν̄a′
(
xα − (z,0)

)
.

As a process in z, the right-hand side is just a Poisson process with intensity a′.
This process will be above the line az + C eventually, and therefore be larger than
ν+(z). Using (3.7), this means that for each ε > 0, we can find R > 0 such that for
all x large enough,

P

(
sup

0≤z≤x

[ν+(z) + L((z,0),xα) − L(0,xα)]

> sup
0≤z≤R

[ν+(z) + L((z,0),xα) − L(0,xα)]
)

< ε.

Now we can use (3.6) to finish the proof of the first statement of Lemma 3.2. Note
that

L((z,0),xα) − L(0,xα) → Bα(0, (z,0)) = −να(z). �

Notice that, since να is a function of the underlying two dimensional Poisson
random set P, it is independent of ν. Together with (3.4), (3.5) and Lemma 3.2,
this proves the theorem for tanα ∈ (aν, bν). Now, if bν <

√
tanα then a.s.

supy<0 ν−(y) − ν−
α (y) = ∞. By the same reasoning as in the proof of the last

lemma,

sup
z≤0

[ν−(z) + L((z,0),xα) − L(0,xα)] D−→ ∞ as x → ∞.

Hence, both functions in (2.17) are zero. The case where
√

tanα < aν follows from
a similar argument.

REMARK 3.1. Note that the limiting distribution of t−1Y ν(t), for a determin-
istic ν, may only have an atom at α such that

√
tanα = aν or

√
tanα = bν . If this

is the case, then the function (2.17) is not continuous at these choices of α, but it
is continuous everywhere else. An example would be if ν+(y) = �y� − ��y�2/3�.
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In this case, when we take α = π/4, which corresponds to aν = √
tanα, and we

make sure that aν < bν , we see that

P

(
sup
y≥0

[ν+(y) − να(y)] ≥ sup
y<0

[ν−(y) − να(y)]
)

< 1,

whereas P(limt→∞ Y ν(t)/t ≤ 1/ tanα) = 1. This means that P(limt→∞ Y ν(t)/t =
1) > 0.

3.3. Busemann functions and equilibrium measures in the TASEP-LPP context.
For the lattice last-passage percolation model with exponential weights, the exis-
tence of the Busemann functions was proved in [10, 13]: for α ∈ (0, π/2),

a.s. ∃B�
α(x,y) := lim|zα |→+∞L�(y, zα) − L�(x, zα).

By the invariance under the map α → α + π , it is straightforward to see that the
analogous result holds for α ∈ (π,3π/2). In this setup one can also define last-
passage times Lν� , similarly to (2.12), with respect to an initial configuration ν�

defined on Z, and an evolution M similar to (2.13). This evolution will be a Markov
process and

ν�
α((x, y]) := B�

α(0, (y,0)) − B�
α(0, (x,0)) for x < y,

will be the unique spatially ergodic process with intensity

Eν�
α(1) = 1

1 + √
tanα

(= ρα),

that is time invariant (Theorem 8.1 of [7]). This allow us to compute the distribu-
tion of B� as follows:

LEMMA 3.3. The Busemann function is additive,

B�
α(x,y) = B�

α(x, z) + B�
α(z,y),

and anti-symmetric,

B�
α(x,y) = −B�

α(y,x).

Suppose α ∈ (0, π/2). Define Zk = B�
α(σ (k − 1), σ (k)). Then all Zk’s are inde-

pendent and

Zk
D=

{−Exp{ρα}, if η̄(k) = 0,
Exp{1 − ρα}, if η̄(k) = 1,

(3.8)

where Exp{ρ} denotes a exponential random variable of intensity ρ.

PROOF. The first two statements are general properties of the Busemann func-
tion and follow from Proposition 3.1 of [7]. Property (3.8) follows from Theo-
rem 8.1 of [7] (see also [3]) together with anti-symmetry. �
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3.4. Proof of Theorem 2. For each t > 0, let ϕη(t) be the intersection of the
competition interface �η = (φn)n≥1 with the line {(x, t) :x ≥ 0}. For each α ∈
(0, π/2) let x = xt := t/ tanα, xα := (x, x tanα). Then

{ϕη(t) ≤ x} = {L�(σ+,xα) ≥ L�(σ−,xα)}
=

{
sup

k>0,σ (k)≤xα

L�(σ (k),xα) ≥ sup
k<0,σ (k)≤xα

L�(σ (k),xα)
}

=
{

sup
k>0,σ (k)≤xα

[L�(σ (k),xα) − L�(0,xα)]

≥ sup
k<0,σ (k)≤xα

[L�(σ (k),xα) − L�(0,xα)]
}
.

We now need to control the location of the maximum on the profile. For this we
use the following lemma:

LEMMA 3.4. Suppose α < α′
η. Almost surely, there exists M > 0 such that for

all x > 0,

sup
k<0

L�(σ (k),xα) = sup
−M≤k<0

L�(σ (k),xα).

Similarly, suppose α > αη. Almost surely, there exists M > 0 such that for all
x > 0,

sup
k>0

L�(σ (k),xα) = sup
0<k≤M

L�(σ (k),xα).

PROOF. This result follows more or less directly from Proposition 3.1 of [12].
That result is stated for profiles that have an asymptotic direction, whereas we
only have (2.4). However, the proof in the more general case is exactly the same.
The proposition states (translated to our notation) that if α and α′ are chosen such
that tanα > tanα′ > tanαη, and {zi} is a sequence of points going to infinity with
asymptotic direction α′, then there are only finitely many zi ’s that belong to a
longest path from σ+ to any of the xα’s. If we take M+ > 0 such that the x-
coordinates of those finitely many zi ’s are smaller than the x-coordinate of σ(M+),
then it is clear that all the longest paths from σ+ to any of the xα’s must start before
σ(M+). We apply Proposition 3.1 of [12] again to the negative part of σ , obtaining
M− > 0. Now put M = max{M−,M+}. �

The proof now follows as in the Hammersley case, using the convergence to the
Busemann function on a compact set. Therefore,

P(�η ≤ α) = P

(
sup
k<0

B�
α(0, σ (k)) ≥ sup

k>0
B�

α(0, σ (k))
)
,(3.9)

and Theorem 2 is a consequence of Lemma 3.3 together with (3.9), for α ∈
(αη,α

′
η).
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We need an argument for α < αη (the argument for α > α′
η will be analogous).

When considering Ll(σ−,xα), Lemma 3.4 tells us that almost surely, there exists
M > 0 such that

Ll(σ−,xα) ≤ Ll((−M,0),xα).

Choose 0 < p < pη such that

ρα := 1

1 + √
tanα

> 1 − p.

This is possible, since α < αη implies that ρα > 1−pη. Define a sequence σ̃+(k) =
(k, �−λpk�), with λp = p/(1 − p). Because of the rarefaction assumption (2.4),
we know that there are infinitely many points on σ+ below σ̃+. We first show that
with probability 1, there exists k0 ≥ 1 such that for k ≥ k0,

Bα((−M,0), σ̃+(k)) > 0.(3.10)

This follows from the fact that

Bα((−M,0), (k, �−λpk�)) = Bα((−M,0), (k,0)) + Bα((k,0), (k, �−λpk�)).
From Lemma 3.3, we know that Bα((−M,0), (k,0)) is distributed as the
sum of k + M independent exponentials with expectation −1/ρα , whereas
Bα((k,0), (k, �−λpk�)) is distributed as the sum of �λpk� independent exponen-
tials with expectation 1/(1 − ρα). Now (3.10) follows for k big enough from the
observation that

− 1

ρα

+ λp

1 − ρα

> − 1

1 − p
+ λp

p
= 0.

Now choose z ∈ σ+ such that z ≤ σ̃+(k), for some k ≥ k0. Then Bα((−M,0), z) >

0. Therefore, for x large enough, we will have that Ll(z,xα) > Ll((−M,0),xα) ≥
Ll(σ−,xα). Since z ∈ σ+, this means that with probability 1, the angle of the com-
petition interface will eventually be greater than α.

3.5. Proof of Theorem 1. Together with Lemma 3.5 below, Theorem 2 implies
Theorem 1. This lemma introduces the hole-particle representation of the second
class particle to make the link with the competition interface.

LEMMA 3.5. For u ∈ (−1,1), let

αu := arctan
(

1 − u

1 + u

)2

.

Then

P(Uη ≥ u) = P(�η ≤ αu).
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PROOF. We label the particles sequentially from right to left and the holes
from left to right, with the convention that the particle at site one and the hole at site
zero are both labeled 0. Let Pj (0) and Hj(0), j ∈ Z be the positions of the particles
and holes respectively at time 0 of the initial configuration η̄. The position at time
t of the j th particle Pj (t) and the ith hole Hi(t) are functions of the variables
L(σ, z): at time L(σ, (i, j)), the j th particle and the ith hole interchange positions.
Disregarding labels and defining η̄t (Pj (t)) = 1, η̄t (Hj (t)) = 0, j ∈ Z, the process
η̄t indeed realizes the exclusion dynamics; see [18]. Now, let τ0 = 0 and

τn := max{Ll(σ−, φn),L
l(σ+, φn)}.

Define the process ((I σ (t), J σ (t)), t ≥ 0) by

(I σ (t), J σ (t)) = φn for t ∈ [τn, τn+1).

This process is the hole-particle representation of the second class particle. By
Proposition 3 of [13],

(Xη(t), t ≥ 0)
D= (

Iσ (t) − J σ (t), t ≥ 0
)
.

By using a similar argument as in the proof of Proposition 5 of [13], one has that

Iσ (t) − J σ (t)

t

D→ f (�) as t → ∞,

where

f (α) := 1 − √
tanα

1 + √
tanα

,

which implies Lemma 3.5. �

4. Computing the law of the asymptotic speed in the TASEP.

4.1. Two-corner initial profile. Choose integers x, y ≥ 1, and let η = ηx,y be
defined as follows:

ηx,y(k) :=
{

0, if −(x − 1) ≤ k < 0 or k ≥ y,
1, if 0 < k ≤ y − 1 or k ≤ −x.

For this initial configuration the supremum is attained at deterministic points, and
it is easy to see that

sup
n≥0

S
ρ,η
n,−

D= �x,ρ and sup
n≥0

S
ρ,η
n,+

D= �y,1−ρ,

where �x,ρ and �y,1−ρ are two independent gamma random variables of parame-
ters (x, ρ) and (y,1−ρ), respectively. This is because the corresponding profile σ

has y steps down starting at (0,0) (1 from the second class particle in 0 and y − 1
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from η), and it has x steps to the left (1 from the second class particle in 0 and
x − 1 from η). On the other hand,

P(�x,ρ ≥ �y,1−ρ) = 1

�(x)�(y)

∫ ∞
0

�

(
x,

ρ

1 − ρ
z

)
zy−1e−z dz,

where, for x, z ∈ [0,∞),

�(x, z) :=
∫ ∞
z

ux−1e−u du = �(x)

ez

x−1∑
j=0

zj

j ! and �(x) := �(x,0) = (x − 1)!.

By calculating the integral, one finds that

P(�x,ρ ≥ �y,1−ρ) = 1

(y − 1)!(1 − ρ)y
x−1∑
j=0

(j + y − 1)!
j ! ρj ,

which implies that

P(U ≥ u) = 1

(y − 1)!
(

1 − u

2

)y x−1∑
j=0

(j + y − 1)!
j !

(
1 + u

2

)j

,

and that

P(� ≤ α) = 1

(y − 1)!
( √

tanα

1 + √
tanα

)y x−1∑
j=0

(j + y − 1)!
j !

(
1

1 + √
tanα

)j

.

Compare with the results found in [11, 13] for x = y = 1. We also remark

that, for x = L and y = 1, U
D→ 1 (L → ∞), while for x = 1 and y = L,

U
D→ −1 (L → ∞). Furthermore, if x = y = L, then U

D→ 0 (L → ∞); this fol-
lows immediately from the fact that E(�(L,ρ)−�(L,1−ρ)) = O(L) if ρ 	= 1/2,
whereas the variance is also of order L. This answers a question posed in [12] (see
the end of Section 2.2 there).

4.2. Periodic initial configuration. We consider the following initial configu-
ration η for TASEP: choose k+, k− ≥ 1, and suppose to the right of zero we start
with k+ holes, then one particle, then k+ holes, etc. So for the configuration η̄ with
a hole-particle pair at zero we have, for i ≥ 1,

η̄(i) =
{

1, if i mod(k+ + 1) = 1,
0, if i mod(k+ + 1) 	= 1.

To the left of zero, we have a similar, dual pattern: we start with k− particles, then
one hole, then k− particles, etc. So for i ≤ 0,

η̄(i) =
{

0, if i mod(k− + 1) = 0,
1, if i mod(k− + 1) 	= 0.
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If max{k+, k−} ≥ 2, then we are in the rarefaction regime. The profile σ corre-
sponding to η starts at (0,0) with a jump down, then k+ jumps to the right, then a
jump down, etc. Going to the left, it starts with a jump to the left, then k− jumps
up, then a jump to the left, etc.

The G/M/1 queue. The key to solving the distribution of

S+ := sup
n≥0

S
ρ,η
n,+ and S− := sup

n≤−1
S

ρ,η
n,−

is the following connection to a G/M/1 queue: suppose the arrival times Ai of the
queue have a distribution

Ai ∼ Exp{ρ} + · · · + Exp{ρ} (i.i.d. k+ times).

The server time Bi is exponential, Bi ∼ Exp{1 − ρ}. If we define Xi = Bi − Ai ,
and Z+ ∼ Exp{1 − ρ} independent of the Xi’s, then

S+ ∼ Z+ + max

{
0, sup

n≥2

n−1∑
i=1

Xi

}
.

It is a well-known fact (see, e.g., Part II of [8]) that the second term of the right-
hand side has the same distribution as the waiting time W∞ of the stationary
G/M/1 queue (in our case we are considering a stationary Ek+

/M/1 queue),
which exists if EAi > EBi , or

1 − ρ

ρ
>

1

k+
⇔ 1 − ρ >

1

1 + k+
.

Note that 1/(1 + k+) equals the fraction of particles to the right of zero. The distri-
bution of W∞ is explicitly known in terms of the Laplace transform of Ai : define

φ(s) = E(e−sA1) =
(

ρ

ρ + s

)k+
.

Now define λ+ = λ+(ρ) as the smallest positive zero of

z �→ z − φ
(
(1 − ρ)(1 − z)

)
.

Then λ+ is the smallest positive solution of

λ+
(

1 − (1 − ρ)λ+
)k+

= ρk+ .(4.1)

Note that λ+ ↑ 1 as 1 − ρ ↓ 1/(1 + k+). Given this constant, we know that for all
s ≥ 0,

P(W∞ > s) = λ+e−(1−ρ)(1−λ+)s .

It follows by a direct calculation of the Laplace transform that, surprisingly,

S+ ∼ Exp{(1 − ρ)(1 − λ+)}.
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In the case of S−, we would have the arrival time

Ai ∼ Exp′{1 − ρ} + · · · + Exp′{1 − ρ} (i.i.d. k− times),

and the server time Bi ∼ Exp{ρ}. This means that for

1 − ρ <
k−

1 + k−
,

[note that k−/(1 + k−) is the fraction of particles to the left of zero], we define
λ− = λ−(ρ) as the smallest positive solution of

λ−(1 − ρλ−)k− = (1 − ρ)k−,(4.2)

and we get that

S− ∼ Exp{ρ(1 − λ−)}.
This easily implies that

P(S− ≥ S+) = (1 − ρ)(1 − λ+)

ρ(1 − λ−) + (1 − ρ)(1 − λ+)
.(4.3)

Therefore

P(U ≥ u) = (1 − ρu)(1 − λ+,u)

ρu(1 − λ−,u) + (1 − ρu)(1 − λ+,u)
,

and

P(� ≤ α) = (1 − ρα)(1 − λ+,α)

ρα(1 − λ−,α) + (1 − ρα)(1 − λ+,α)

[recall (4.1) and (4.2)]. We remark that k+ = k− = ∞ corresponds to x = y = 1
in the previous example. In this case, λ+ = λ− = 0, and we get (1 − ρ) in the
right-hand side of (4.3), which agrees with the previous calculation.

4.3. Bernoulli initial configuration. Choose p1 ∈ [0,1), p2 ∈ (p1,1], and as-
sume that {η(k) :k > 0} is a collection of i.i.d. Bernouilli random variables of pa-
rameter p1, while {η(k) :k < 0}, η(k) is a collection of i.i.d. Bernouilli random
variables of parameter p2. In this case, we see that the profile σ performs a two-
sided random walk in Z

2: when going down-right, σ starts by moving down, and
then it has probability p1 to move down, and probability 1 − p1 to move to the
right. When going left-up, σ starts by moving left, and then it has probability p2
to move up, and probability 1 − p2 to move to the left. Note that this is a random
initial configuration, independent of evolution of the process. Since with probabil-
ity 1 our initial configuration will satisfy rarefaction condition (2.4), we can still
use our results. We again make the connection to a queue. Using the notation of
Section 4.2, when considering S+, we would get that Z+ and Bi (the first step
and the server time) are distributed as a geometric sum of i.i.d. exponentials [the



2420 E. CATOR AND L. P. R. PIMENTEL

number of steps between two right-steps, so the expected number of down-steps is
1/(1 − p1)], which is again exponential.

Z+,Bi ∼ Exp{(1 − p1)(1 − ρ)}.
Furthermore, the arrival time Ai is also a geometric sum of i.i.d. exponentials, so

Ai ∼ Exp{p1ρ}.
Note that, in fact, in this case, we have an M/M/1 queue. We need that 1−ρ > p1
for S+ to be finite. It is not hard to repeat the argument of Section 4.2 (other
arguments for this classical problem are also possible): we find

λ+ = p1

1 − p1

ρ

1 − ρ
< 1,

and from this

S+ ∼ Exp{1 − ρ − p1}.
For S− we get the analogous result for 1 − ρ < p2 by replacing p1 by 1 − p2 and
ρ by 1 − ρ:

S− ∼ Exp{p2 − (1 − ρ)}.
This means that

P(S− ≥ S+) = 1 − ρ − p1

p2 − p1
.

Using that ρu = (1 + u)/2, we find

P(U ≥ u) = (1 − 2p1) − u

2(p2 − p1)
,

which is the uniform distribution on (1 − 2p2,1 − 2p1), exactly as was found in
[11]. The reader can also check that the above computation leads to the same limit
distribution for the angle of the competition interface found in [12].

5. Computing the law of the asymptotic speed in the Hammersley process.

5.1. Periodic initial configuration. Choose λ > 0 and μ > λ, and assume that
(ν+(y);y ≥ 0) and (ν−(y);y < 0) are deterministic periodic configurations of
intensity λ and μ; that is, ν+ is concentrated on {k/λ :k ≥ 1} while ν− is con-
centrated on {k/μ :k ≤ −1}. Suppose λ < ρ < μ. Theorem 3 then tells us that we
should consider

P

(
sup
z≥0

{ν(z) − ν̄ρ(z)} ≥ sup
z<0

{ν(z) − ν̄ρ(z)}
)
,

where ν̄ρ is a Poisson process on R. Define

S+ = sup
z≥0

{ν(z) − ν̄ρ(z)} and S− = sup
z<0

{ν(z) − ν̄ρ(z)}.
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Clearly, for z ≥ 0, we have ν(z) = �λz�, where �x� denotes the integer part of x.
Therefore,

S+ = sup
z≥0

{−ν̄ρ(z) + �λz�}

=
⌊

sup
z≥0

{−ν̄ρ(z) + λz}
⌋

= −
⌈

inf
z≥0

{ν̄ρ(z) − λz}
⌉
.

This infimum of a Poisson process minus a linear function is studied in [17]. The-
orem 3 in [17] entails that for k ≥ 0,

P(S+ ≥ k) = P

(⌈
inf
z≥0

{ν̄ρ(z) − λz}
⌉

≤ −k
)

= P

(
inf
z≥0

{ν̄ρ(z) − λz} ≤ −k
)

= (1 − p+)k,

where p+ = p+(λ,ρ) ∈ (0,1) is the positive solution of

p+ = 1 − e−p+ρ/λ.

For z < 0 we have ν(z) = −�μ|z|�. So when we switch to positive z, we get

S− D= sup
z≥0

{ν̄ρ(z) − �μz�}

=
⌈

sup
z≥0

{ν̄ρ(z) − μz}
⌉
.

Now we can use equation (7) of [17]: for k ≥ 0,

P(S− ≤ k) = P

(
sup
z≥0

{ν̄ρ(z) − μz} ≤ k
)

= (1 − ρ/μ)

k∑
i=0

(−ρ/μ)i
(k − i)i

i! eρ(k−i)/μ.

In particular, P(S− = 0) = 1 − ρ/μ. Therefore,

P(S+ ≥ S−) =
∞∑

k=0

P(S− ≤ k)p+(1 − p+)k

= p+(1 − ρ/μ)

∞∑
k=0

k∑
i=0

(−ρ/μ)i
(k − i)i

i! eρ(k−i)/μ(1 − p+)k.

We were not able to simplify this formula significantly. For λ = 1 and μ = 2, Fig-
ure 1 gives the graph of P(S+ ≥ S−) as a function of ρ ∈ (1,2). We compare it



2422 E. CATOR AND L. P. R. PIMENTEL

FIG. 1. Picture of P(S+ ≥ S−), together with uniform distribution.

with the probability (μ−ρ)/(μ−λ), which we would get if we would take a Pois-
son process of intensity λ for x ≥ 0, and of intensity μ for x ≤ 0; see Section 5.2.

An interesting limit is λ → 0. This means that S+ = 0, and we get

P(S+ ≥ S−) = 1 − ρ/μ.

This is exactly the same probability as when we would have a Poisson process of
intensity μ left of 0, and no particles to the right of 0 (see Section 5.2)!

5.2. Poisson initial configuration. Choose λ > 0 and μ > λ, and assume that
(ν+(y);y ≥ 0) and (ν−(y);y < 0) are independent Poisson counting processes of
intensity λ and μ, respectively. We will only consider the case ρ ∈ (λ,μ), the other
cases are trivial. Define two asymmetric simple random walks W+ and W−, with

P
(
W+(n + 1) − W+(n) = +1

) = p+ := λ

λ + ρ

and

P
(
W−(n + 1) − W−(n) = +1

) = p− := ρ

μ + ρ
.
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Since ν+, ν+
ρ , ν− and ν−

ρ are independent Poisson counting process, it is not hard
to see that

sup
z≥0

{ν+(z)− ν̄+
ρ (z)} D= sup

n≥0
W+(n) and that sup

z<0
{ν−(z)− ν̄−

ρ (z)} D= sup
n≥0

W−(n).

Furthermore, it is well known (and easy to see) that Si := supn≥0 Wi(n) ∼
Geo(ri), where ri = pi/(1 − pi), since pi < 0.5 (for i = +,−). We find

P(S+ ≥ S−) =
∞∑

k=0

P(S+ ≥ k)P(S− = k)

=
∞∑

k=0

(r+)k(r−)k(1 − r−) = 1 − r−

1 − r+r− = μ − ρ

μ − λ
.

Therefore, by Theorem 3 (and taking ρv = 1/
√

v), this proves that

P(V ν ≥ v) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, if v ≥ 1/λ2,

1/
√

v − λ

μ − λ
, if 1/μ2 < v < 1/λ2,

1, if v ≤ 1/μ2.

This agrees with the results found in [4, 9].

6. Final comments. One interesting aspect of our method is that (2.8) also
holds in the lattice last-passage model with general i.i.d. weights, as soon as we
can construct Busemann functions. We define the shape function in the lattice last-
passage model as

f (x) := lim
n→∞

Ll(0, nx)

n
.

In the exponential case, the limit shape is given by f (x1, x2) = (
√

x1 + √
x2)

2

[18]. Also in the case of geometric weights, so

P(Xz = k) = (1 − p)pk−1 (k ≥ 1),

the shape function is explicitly known, and given by (see Theorem 3A of [19])

f (x) = p−1{x1 + x2 + 2[(1 − p)x1x2]1/2}.
With our methods we could determine the distribution of the asymptotic speed of
a second class particle. Busemann functions can be constructed under a curvature
hypotheses for the respective limit shape [15]. However, to prove that this cur-
vature hypotheses holds in a great generality is by far one the most challenging
problems in lattice last- (or first-) passage percolation models.

In the Hammersley last-passage model with random weights [7] (each Poisso-
nian point x has a weight Xx), the limit shape (due to the invariance of the model



2424 E. CATOR AND L. P. R. PIMENTEL

under volume preserving maps) f (x, t) = γ
√

xt allows us to construct Busemann
functions, and then prove (2.17) for the respective second class particle. However,
we do not know the equilibrium distribution, and so we can not go much further
than that.

Part of the results concerning the distributional behavior of second class parti-
cles and competition interfaces in the rarefaction regime were already known [4,
9, 11–14]. The genuine contributions are (2.5), (2.8) and (2.17), and how it can
be used to compute the distribution of the asymptotic speed, as soon as we have a
good candidate for the equilibrium measure.

Acknowledgments. We would like to thank Gerard Hooghiemstra for very
useful discussions about the connections to queueing theory.
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