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This paper strives to investigate the level of business cycles synchronisation between 8 Central 
and Eastern European Countries (CEEC) and the EU-15. We use wavelet coherence and phase dif-
ference methodology as a very suitable tool that observes simultaneously the strength of business 
cycles’ co-movement in the aspect of time as well as in the aspect of frequency. The results indicate 
that the business cycles of CEECs are generally synchronised with the EU-15 business cycles, 
whereas distinct differences existed before, during, and after the fi nancial crisis (2008–2009) and 
during the European sovereign debt crisis (2010–2011). In other words, we demonstrate that very 
strong business cycles synchronisation occurred in almost all CEECs during crisis periods and at 
higher wavelet scales, while only moderate synchronisation is recorded in relatively tranquil peri-
ods at higher frequencies. The results suggest that smaller CEECs, but also larger countries such as 
the Czech Republic, Hungary, and to some extent Slovakia as well have a higher level of business 
cycles synchronisation with the EU-15, particularly in the crisis period at short-run as well as at 
long-run fl uctuations. However, we do not fi nd strong business cycles co-movement in cases of 
Poland and Latvia via HP and BP fi lters at higher frequencies during the crisis, which might indicate 
a higher resistance of these countries to external systemic shocks.
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1. INTRODUCTION

The European idea of greater economic integration got a new concept on May 
1, 2004, when 8 former centrally planned economies from Central and Eastern 
Europe (CEECs) – the Czech Republic, Poland, Hungary, Slovakia, Slovenia, 
Lithuania, Latvia, and Estonia – became members of the European Union (EU). 
Subsequently, some of these countries also became members of the European 
Monetary Union (EMU), namely Slovakia (January 1, 2009), Estonia (January 1, 
2011), Latvia (January 1, 2014), and Lithuania (January 1, 2015). There are plans 
for the Czech Republic, Poland, and Hungary also joining the EMU. 

Mundell (1961) pioneered the idea of Optimal Currency Area (OCA), claim-
ing that the costs of joining OCA can be higher than benefits if economic conver-
gence requirements are not met. Some of these requirements such as high degree 
of external openness, greater mobility of production factors (labour and capital), 
and diversified production structures should increase the level of business cycles 
synchronisation. Artis et al. (2008) also contributed to this opinion. They ana-
lysed the potential sources of business cycles synchronisation and its changes 
over time, and found that countries with large bilateral trade and financial flows 
tend to have more correlated business cycles. Thus, a higher probability of having 
symmetric economic shocks reduces conflicts across member countries regarding 
the preferred monetary policy. Frankel – Rose (1998) advocated the idea of the 
endogeneity of the OCA, namely that countries that do not fulfil the OCA criteria 
before entering the monetary union could satisfy them upon entering. Business 
cycles synchronisation is not a sufficient guarantee that the monetary union will 
be successful. In OCA member states with asynchronous business cycles, a com-
mon monetary policy could be ineffective or even harmful. 

Most of the literature on this topic considers business cycles synchronisation 
using only the time aspect, but this approach neglects the frequency characteristic 
that exists in financial time series (e.g., Aguiar-Conraria et al. 2008). Berdiev – 
Chang (2015) explained that the synchronisation of growth cycles may be high at 
long-run developments, whereas there may be a low degree of co-movement at 
short-run fluctuations for a particular sample period. Moreover, Herrerias – Or-
donez (2014) asserted that a common linear approach underestimates the strength 
of business cycles synchronisation between countries, attaching much weight to 
sharp movements during various phases of peaks and troughs. Fidrmuc – Korho-
nen (2010) argued that growth cycles may exert significant oscillations across 
various frequencies, as different economic policies may cause divergence be-
tween business cycles.

Our paper analyses the level of business cycles synchronisation between the 
EU-15 and the 8 Eastern European economies. Firstly, we segregate the cycli-
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cal component from the deseasonalised real GDP growth by using two different 
non-parametric filters – the Hodrick-Prescott filter (HP, 1997) and the band-pass 
(BP) filter proposed by Baxter – King (1999).1 Secondly, in order to broaden our 
analysis beyond the simple time aspect, we employ the wavelet-based measure 
of co-movement, i.e. the wavelet squared coherence proposed by Croux et al. 
(2001). This is a powerful signal processing tool that provides a more compre-
hensive analysis of business cycles synchronisation. In other words, it stretches 
into a long wavelet function to measure low-frequency movements and it com-
presses into a short wavelet function to measure high-frequency movements.2 To 
the best of our knowledge, very few studies have utilised the wavelet coherence 
approach for the study of business cycles synchronisation, one of these being 
Aguiar-Conraria – Soares (2011) investigated business cycles links which be-
tween some CEECs and the EU-15. We contribute to the existing literature in 
several ways. We include more CEECs in the analysis in comparison to the study 
just mentioned. Our paper covers two recent financial crises – the international 
financial crisis (IFC) and the European sovereign debt crisis (ESDC), and wave-
let coherence is done on the cyclical components derived from the two different 
non-parametric filters, HP and BP.

The rest of the paper is structured as follows: Section 2 presents an overview 
of the related literature and similar studies. The theoretical underpinning of con-
tinuous wavelet transformation (CWT), wavelet coherence, and wavelet phase 
difference is given in Section 3. Section 4 contains the data-frame and descriptive 
statistics of created business cycles via the HP and BP filters. Section 5 presents 
the wavelet coherence plots and discusses the results, and Section 6 concludes. 

2. LITERATURE REVIEW AND RELATED STUDIES

There is a significant body of literature regarding business cycles synchronisation 
that is related to the optimal currency areas (OCA) as well as to the analysis of the 
countries and regions that have attempted to promote greater trade and economic 
integration (see, e.g., Stock – Watson 2005; Harding – Pagan 2006; Canova et 
al. 2007; Inklaar et al. 2008; de Haan et al. 2008; Quah – Crowley 2010; Xie et 
al. 2013; Allegret – Essaadi 2011; Cerqueira – Martins 2009; Gong – Kim 2013; 
Furceri – Karras 2008; Quah 2014). 

1  The same filters were applied by Degiannakis et al. (2014) and Obradović – Mihajlović (2013) 
for robustness check purpose.

2  Our study was inspired by the papers of Yogo (2008), Aguiar-Conraria – Soares (2011), and 
Berdiev – Chang (2015).
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As for the CEECs, the international community has shown a special interest in 
this topic in the past 10–15 years since trade and financial transactions between 
these countries and Western Europe have increased. For instance, Valentinaite – 
Snieška (2005) demonstrated that the demand and supply shocks between Lithua-
nia, Latvia, Estonia, and Poland are in most cases highly positively correlated, 
but demand shock correlation is lower on average than supply shock correlation. 
Kutan – Yigit (2004) reported an increasing synchronisation between the CEECs 
and the euro zone. Aslanidis (2010) gauged the business cycles synchronisation 
between the three largest CEECs and the euro zone. His findings led to the con-
clusion that Hungary is highly synchronised with the euro zone, while Poland and 
the Czech Republic show a lower degree of synchronisation. Fidrmuc – Korhonen 
(2006) found similar results, claiming that these three countries achieved a rela-
tively high degree of synchronisation with the euro zone, while other countries 
did not. Darvas – Szapáry (2008) assessed business cycles synchronisation by 
computing cross-correlation matrices via the SVAR model between the EMU and 
the CEECs. Their results showed an increase in the cyclical correlation during 
the whole sample period in Hungary, Poland, and Slovenia from 1993 to 2002, 
while the other five CEECs displayed a low synchronisation during the same 
period. The study of Eickmeier – Breitung (2006) analysed the degree of cyclical 
synchronisation between the new EU member states from Central and Eastern 
Europe, concluding that Hungary, Estonia, Slovenia, and Poland are more suit-
able accession candidates for the EMU in comparison to the other new member 
states. They also asserted that Hungary and Estonia are deeply integrated in terms 
of trade and FDI, and that they exhibit industry structures that are similar to those 
in the euro zone. They found that the Slovenian economy is closely connected 
through trade with the euro zone, whereas Lithuanian output growth correlation 
with the euro zone is very low.  

Savva et al. (2010) considered a bivariate VAR-GARCH model with time-
varying correlations to test the business cycles correlations between the EMU ag-
gregate cyclical industrial production and each of the new and negotiating mem-
ber countries. Conducting the research on the sample from 1980, they showed 
that the highest correlations with the euro zone were recorded in Hungary (0.68), 
Slovenia (0.54), the Czech Republic (0.50), Poland (0.49), and Estonia (0.48). 
Hegerty (2010) indicated that the relative synchronisation of co-movements of 
the six CEE countries with Germany is not higher than the correlation of the 
CEE countries’ business cycle with the world business cycle. On the other hand, 
Stanisic (2013) examined the co-movements between CEECs’ GDP and the 16 
members of euro zone by applying a double HP filter method to the series and 
evaluating the degree of the co-movement of cycles on the basis of various meth-
ods of rolling correlations. His results revealed that there is no common CEEC 
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business cycle, although there is a synchronisation trend over time. Di Giorgio 
(2016) investigated the possible business cycle linkages between CEECs that 
were candidates to enter the EMU for the period 1993 to 2014 by using Markov 
switching autoregressive models and synchronisation tests. He found that the 
business cycles synchronisation is quite high in the recession regime, but lower in 
the normal and high growth regimes, with the exception of Hungary and Poland. 
Chionis – Leon (2009) examined the synchronisation between the European and 
the Polish business cycles via VAR methodology. Their findings confirmed that 
while business cycles are dominated by the same frequency, there is a time lag 
between these two cycles. Therefore, they concluded that compared to the ben-
efits, the costs of participation in the monetary union are not negligible. Applying 
a multi-factor model, Jiménez-Rodríguez et al. (2013) investigated the degree of 
co-movements in real macroeconomic aggregates across the selected euro zone 
and the CEECs. They reported that the evolution of the global European factor 
matches well the narrative of main economic events between 1995 and 2011 as 

Table 1. Summary of studies that investigated business cycles synchronisation in CEEC

Author(s) Data sample Frequency Methodology Analysed CEECs
Valentinaitė – 
Snieška (2005)

1993:4–2003:4 Quarterly Structural VAR EE, LV, LT

Kutan – Yigit (2004) 1993:1–2000:12 Monthly Panel estimation 
approach

CZ, HU, PL, SK, 
SL, RO, LV, LT, EE, 
BG 

Aslanidis (2010) 1993:2–2006:4 Monthly Threshold SUR CZ, HU, PL
Fidrmuc – Korhonen 
(2006)

1998–2005 Quarterly, 
monthly

Meta-regression 
analysis

CZ, HU, PL, SK, 
SL, EE, LV, LT, BG, 
RO

Darvas – Szapáry 
(2008)

1983:1–2002:4 Quarterly Five different 
measures

CZ, HU, PL, SK, 
SL, LV, LT, EE

Eickmeier – Breitung 
(2006)

1993:1–2003:4 Quarterly Structural VAR CZ, HU, PL, SK, 
SL, LV, LT, EE

Savva et al. (2010) 1980:1–2006:6 Monthly Bivariate 
VAR-GARCH

CY, CZ, EE, HU, 
LT, PL, RO, SK, SL

Hegerty (2010) 1993:1–2008:4 Quarterly Cross correlation CZ, HU, PL, LV, 
LT, EE

Stanisic (2013) 1995:1–2012:1 Quarterly Correlation matrix CZ, HU, PL, SK, 
SL, EE, LV, LT, BG, 
RO

di Giorgio (2016) 1993:1–2014:4 Quarterly MS-VAR CZ, HU, PL, RO, 
BG, LV, LT

Chionis – Leon 
(2009)

1995:1–2006:1 Quarterly Spectral and VAR 
method

PL

Jiménez-Rodríguez 
et al. (2013)

1995:2–2011:4 Quarterly MS-VAR CZ, HU, PL, SK, SL



544 JOVAN NJEGIĆ – DEJAN ŽIVKOV – JELENA DAMNJANOVIĆ

Acta Oeconomica 67 (2017)

well as a high degree of concordance between country-specific and European 
business cycles. Table 1 offers an overview of the studies that investigated busi-
ness cycles synchronisation in CEECs. 

3. CONTINUOUS WAVELET TRANSFORM, WAVELET COHERENCE, 
AND WAVELET PHASE DIFFERENCE

Wavelet methodology presents the estimation of the spectral characteristics of 
a time-series as a function of time, disclosing how the different periodic com-
ponents of a particular time-series evolve over time. According to Rua – Nunes 
(2009), the continuous wavelet transform Wx (u, s) is obtained by projecting a 
specific wavelet ψ(.) onto the examined time series 2( ) ( )x t L   by the follow-
ing expression:

  (1)

where u represents the position of the wavelet in the time aspect, while s stands 
for the position in the frequency aspect. As a result, the information on time and 
frequency can be simultaneously obtained by mapping the original time series 
into the function of u and s in the wavelet transform. Furthermore, the CWT has 
an important feature to decompose and then subsequently perfectly reconstruct 
the time series 2( ) ( )x t L   according to the following equation:

  (2)

Moreover, the CWT preserves the energy of the examined time series, i.e. it 
does not waste valuable information.

  (3)

Bivariate framework called wavelet coherency and wavelet phase-difference 
are the concepts of cross wavelet power. They represent natural generalisations 
of the basic wavelet analysis tools and they underline the time-frequency de-
pendencies between the two time-series. Particularly, CWT should be applied to 
investigate the interaction between the two time-series, in order to explain how 
closely X and Y are related by a linear transformation (see Rahim – Masih 2016). 
According to Vacha – Barunik (2012), the squared wavelet coherence measures 
the local linear correlation between two stationary time series at each scale, and it 
is equivalent to the squared correlation coefficient in linear regression. Referring 
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to Torrence – Webster (1999), CWT is defined as the squared absolute value of 
the smoothed cross wavelet spectra normalised by the product of the smoothed 
individual wavelet power spectra of each selected time series. The cross wavelet 
transform of the two time-series, x(t) and y(t), is defined as Wx y(u, s) = Wx (u, s) 
Wy(u, s), where Wx and Wy are the wavelet transforms of x and y, respectively. The 
squared wavelet coherence coefficient is given as follows:

  (4)

where S(.) stands for a smoothing operator and s is a wavelet scale. The squared 
wavelet coherence coefficient ranges 

20 ( , ) 1R u s  , where values near zero 
point to weak correlation, while values near one indicate strong correlation. CWT 
is estimated utilising Monte Carlo simulation methods.

The CWT approach is unable to determine whether dependence is positive 
or negative because the wavelet coherence is squared. Thus, we also consider 
wavelet coherence phase differences, which delineate details about the delays in 
the oscillation (cycles) between the two time-series under study. With reference 
to Torrence – Webster (1999), the wavelet coherence phase difference is defined 
as follows:

          ϕxy(u,s) =  (5)

The phase difference between the two series (x, y) is indicated by arrows on the 
wavelet coherence plots. As Vacha – Barunik (2012) asserted, right (left) pointing 
arrows indicate that the time series are in-phase (anti-phase) or are positively (neg-
atively) correlated. If arrows point to the right and upward, the second variable is 
lagging, and if they point to the right and downward, the second variable is leading. 
Conversely, if arrows point to the left and upward, the second variable is leading, 
and if arrows point to the left and downward, the second variable is lagging.

4. THE DATASET AND THE PRELIMINARY ANALYSIS

Our dataset comprises seasonally adjusted real GDP figures of 8 CEEC countries 
(Table 2) and 15 old EU Member States (EU-15). The period covered ranges from 
Q2 1995 to Q3 2016. Our source was the OECD. In order to enhance the robust-
ness of the results, the study uses two methods of data detrending (separation of 
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the trend from the cyclical component): the Hodrick-Prescott filter (HP, 1997) 
and the band-pass (BP) filter proposed by Baxter – King (1999). 

Applying the HP filter to quarterly data, we adjust the smoothness parameter 
(λ) with the value of 1600. On the other hand, the BP filter is different from the 
HP filter in the sense that this filter removes from the time series those fluctua-
tions that have frequencies that are too high or too low. In order to avoid too much 
filtering of high frequency movements, we use the lower threshold value of 2, 
and the upper of 32. In this manner, the filter removes trend variation and all the 
oscillations that last less than 2 quarters (half year) and more than 32 quarters 
(8 years), and includes the oscillations that range from 0.5 to 8 years. In financial 
literature, it is called “high pass” filter. In that sense, BP business cycles structure 
seems similar to the cycles that are obtained by HP filter, i.e. both HP and BP 
business cycles have rather rigid and serrated peaks and troughs, as can be seen 
on the plots of Figure 1. Regarding the length of our GDP series, and according 
to Baxter and King (1999), we detrend real GDP by applying four moving aver-
age (MA) components of real GDP series. However, one shortcoming of the BP 
approximation procedure is that some amount of data has to be “discarded” at the 
beginning and at the end of the sample period because moving average smooth-
ing process has to be employed. Since we employ four quarter moving averages, 
we lose eight quarters of the empirical data. 

Table 2. Descriptive statistics of HP-filtered and BP-filtered real GDP

HP business cycles BP business cycles
St. dev. Min. Max. No. obs. St. dev. Min. Max No. obs.

EU–15 0.484 –2.667 0.971 86 0.398 –2.167 0.706 78
CZH 0.786 –4.004 2.268 86 0.559 –3.321 1.037 78
POL 0.991 –4.714 4.656 86 0.989 –4.731 4.554 78
HUN 0.759 –3.767 0.987 86 0.725 –3.219 1.409 78
SLK 1.644 –9.947 6.688 86 1.635 –8.865 7.217 78
SLO 0.983 –4.462 2.643 86 0.890 –3.651 2.517 78
LIT 1.858 –13.195 2.970 86 1.665 –11.283 2.836 78
LAT 1.780 –5.752 4.061 86 1.449 –3.609 3.601 78
EST 1.897 –8.978 2.988 86 1.604 –6.899 4.418 78

Source: Authors’ calculations.

Table 2 illustrates summary statistics for business cycles obtained by HP and 
BP filters. The mean values are omitted, since all cycles oscillate around zero. In 
addition, it can be seen that all standard deviations, minimums and maximums 
are very similar (both with HP and BP), but BP standard deviations are lower in 
comparison to the HP counterparts. According to HP and BP filters, the Baltic 
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Figure 1. Extracted cyclical components by the 
HP and BP filters

Note: The line in bold represents the cyclical compo-
nent that is singled out by the HP filter, the other line 
shows business cycles obtained by the BP filter.

Source: Authors’ calculations.
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countries and Slovakia reported the highest oscillations, while Hungary has the 
lowest volatility rate of business cycles of all CEECs. Comparatively speaking, 
the EU-15 group has the most equable dynamics of the real GDP. This assertion 
is further verified by the lowest minimum and maximum values of the EU-15 real 
GDP. Lithuania had the lowest drop of its quarterly real GDP during the interna-
tional financial crisis (HP = –13.195 and BP = –11.283), while Slovakia recorded 
the highest peak in the time of prosperity (HP = 6.688 and BP = 7.217).

Table 3 discloses the results of the unconditional Pearson correlation coef-
ficients between the business cycles of selected countries that are obtained by 
the HP and BP filters. As can be seen, all correlation coefficients between the HP 
cycles of CEECs and EU-15 are statistically significant, but their values are het-
erogeneous. Table 3 also suggests that almost all correlation coefficients between 
BP business cycles are slightly smaller, but at the same time very similar with the 
HP counterparts, while only in cases of Poland and Latvia, these coefficients are 
statistically insignificant. These findings are in line with the results of Obradović 
– Mihajlović (2013), who also compared these two methods of business cycles 
filtration. 

Table 3. Pearson’s correlation for HP and BP business cycles between EU-15 and CEECs

CZH POL HUN SLK SLO LIT LAT EST
HP filter 0.609*** 0.223** 0.652*** 0.324*** 0.671*** 0.598*** 0.332*** 0.531***

BP filter 0.611*** 0.113 0.634*** 0.321*** 0.559*** 0.555*** 0.082 0.386***

Note: *, **, *** indicate statistical significance at the 10%, 5%, and 1% level, respectively. The results with-
out asterisks are statistically insignificant.

Source: Authors’ calculations.

According to the HP filter, the country that is most synchronised with the 
EU-15 is Slovenia, followed by Hungary, the Czech Republic, and Lithuania. In 
contrast, Poland has the least synchronised business cycles with the EU-15 pur-
suant to HP filter. On the other hand, Hungary is the most synchronised country 
with the EU-15 according to BP filter, while the Czech Republic, Slovenia, and 
Lithuania follow. Pearson’s unconditional correlation offers limited information 
about the dynamics of business cycles synchronisation because it calculates only 
average static coefficients and neglects the time aspect as well as the frequency 
dimension characteristics. Therefore, in the following section, we present the 
wavelet coherence results, a methodology that overcomes all the deficiencies of 
static correlation presentation. 
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5. THE WAVELET COHERENCE RESULTS

In order to investigate the level of business cycles synchronisation between the 
selected CEECs and EU-15 through time and through scales, we have plotted 
CWT results, which can be seen in Figure 2. These images contain three dimen-
sions. Firstly, the strength of the mutual co-movement between the cycles is de-
picted on the contour plot, where dark-grey areas of the wavelet-based measure 
represent strong interdependence, while light-grey areas indicate low intercon-
nection. In other words, regions of high coherency between the two countries 
are synonymous of strong local correlation. The cone of influence indicates that 
a wavelet-based measure of co-movement between the growth cycles of country 
pairs for a particular time and frequency aspect are statistically significant at the 
5% level. Secondly, mutual interdependence can be observed over time, whereby 
the horizontal axis represents the time period of the analysis (Q2:1995–Q3:2016). 
Thirdly, the left vertical axis denotes the frequency, expressed in quarterly time 
units, i.e. one can observe how business cycles were synchronised in different 
time periods. In particular, we set the frequency to range from 2 to 16 quarters, 
i.e. four years, which is similar to what Berdiev – Chang (2015) did. 

Figure 2 presents the results of CWT between the EU-15 and CEECs business 
cycles that were obtained by the HP and BP filters. It is obvious that a broadly 
consistent pattern emerges in all wavelet coherence plots. Figure 2 indicates that 
the business cycles of CEECs are synchronised with EU-15 business cycles in 
general, but the strength of business cycles synchronisation fluctuates signifi-
cantly across frequencies and over time, regarding different pairs of countries. 
As can be seen, all CEECs report very strong synchronisation at low frequencies 
(long-term developments), while up to four-quarters light-grey colours prevail, 
which is an indication of moderate business cycles’ co-movement. This may re-
sult from the fact that very short-term fluctuations are essentially idiosyncratic, as 
Rua (2010) contended. These findings are not distinctively different from CWTs 
calculated with HP and BP business cycles, which favour the results’ robustness. 

Moreover, it is interesting to note that distinct differences exist during the vari-
ous time-periods, i.e. before, during, and after the WFC (2008–2009) and ESDC 
(2010–2011) in all CWT plots. The analysis of business cycles co-movement in 
periods of extreme market disturbance contributes to the better comprehension 
of how well business cycles are synchronised. Generally, the results of HP and 
BP plots are very consistent, without any serious discrepancies between HP and 
BP plots. As can be seen in almost all CWT plots, very strong business cycles 
synchronisation occurred during the crisis periods. Our findings coincide with 
the results of di Giorgio (2016) who analysed the same CEECs as we did and 
asserted that these countries share the same business cycle features when they 
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are in a recession regime, but that is less evident when they are in an economic 
expansion phase. White lines in all CWT plots outline the areas of very strong 
(over 95%) co-movement between business cycles. Unlike the tranquil periods, 
strong wavelet coherence is visible at both low frequencies and high frequencies 
during the crisis, which cannot be attributed to idiosyncratic, but rather to conta-
gion factors. 

In order to highlight the regions of high coherency, we plot phase-difference 
arrows only in white delineated islands. The majority of black arrows point in 
straight right or upper right directions. The former suggests that business cycles 
are in phase, while the latter contains the information about the lead/lag relation-
ship between the business cycles of CEECs and the EU-15. As we have said ear-
lier, if phase arrows point to the right and upward, the second variable is lagging, 
i.e. CEECs. Being in phase means that business cycles move simultaneously in 
the same direction. In contrast, in the light-grey areas, the arrows point in all 
directions,3 indicating that idiosyncratic (country-specific) factors of the business 
cycles are dominant at high frequencies. These characteristics are inherent to all 
CEECs. Regarding the lead/lag relationship, it can be concluded that the business 
cycles of CEECs follow the economic cycle-developments of the EU-15, which 
is concluded from the fact that in some cases and at higher scales, the arrows 
point upwards, e.g. the cases of the Czech Republic, Hungary, Slovakia, Lithua-
nia, and Latvia. Only in few instances, the arrows point downwards in the right-
hand direction, which indicates that some particular CEECs begin business cycle 
conjecture before the EU-15. For example, this specific occurrence can be noted 
in the EU-15 vs. Hungary plots, where at high frequencies (up to fourth scale) 
and during the WFC, the arrows point downwards, indicating that the Hungarian 
economy started to sink into recession before the WFC struck the EU-15 group. 
This can be noticed in both HP and BP plots. On the other hand, high coherency 
islands between the fourth and eighth scales with arrows pointing downwards are 
recorded during the tranquil period around 2004 in the HP and BP plots of the 
EU-15 vs. Poland. This period was characterised by an overall economic boost 
in Europe, and CWT plots indicate that Poland commenced the positive business 
cycle phase before the EU-15. An anti-phase situation occurs very rarely: we find 
arrows pointed to straight-left at the fourth scale between 2008 and 2010 only in 
case of Latvia. This indicates that Latvian business cycles were moving in oppo-
site direction compared to EU-15 business cycles in that particular period.

The case of Poland should be analysed in greater detail because Poland is the 
largest CEEC that had a very modest wavelet coherency with the EU-15 during 
the WFC and ESDC at all scales in the HP plot, which is different in comparison 

3 These plots are not presented, but are available upon request. 
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to the other large CEECs. This might be an indication that Poland has a lower 
level of integration in the EU compared to other major CEECs, and thus a lower 
level of business cycles synchronisation. This finding is expected to a certain 
extent since Poland is the largest CEE economy and we can hardly expect that 
its cycles can accommodate the movements of the core Europe as well and as 
fast as some of the much smaller CEECs. The preliminary Pearson’s coefficient 
of correlation also indicates lower co-movement with the EU-15, which is simi-
lar to the findings of Aslanidis (2010). He contended that the Czech Republic 
and Poland in particular have less synchronised business cycles in comparison to 
Hungary. However, these characteristics of the Polish economy have their good 

Figure 2. Results of the wavelet coherence between the EU-15 and the CEECs business cycles

Note: The left-hand (right-hand) side plots present CWT images calculated with HP (BP) cycles. 

Source: Authors’ calculations.
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points since it also means that the level of resistance is higher and that Poland 
has a better ability to cushion external systemic shocks. Chionis – Leon (2009) 
argued that the Polish cycles significantly lag behind the European cycles and 
they based their contention on the VAR methodology results, which showed that 
the shocks from the European markets were absorbed within six to ten quarters. 
Somewhat similar findings can be seen on our CWT plot. 

On the other hand, the Czech Republic, Hungary, Slovakia, Slovenia, Lithua-
nia, and Estonia appear to have much more synchronised cycles with the EU-15, 
as both HP and BP plots suggest. For instance, Jiménez-Rodríguez et al. (2013) 
found that Hungary and Slovenia behave similarly to the EMU-8, where the glo-
bal European factor accounts, on average, for around 53% of output volatility, 
and the idiosyncratic component represents, on average, about 40%. Apart from 
Hungary and Slovenia, we find very strong wavelet coherence for Lithuania dur-
ing the crisis at high frequencies and for Estonia at lower frequencies (from the 
4th scale and upper). The reason could lie in the fact that these countries are rela-
tively small and thus more sensitive to external shocks, but the reasons could also 
lie in enhanced trade and financial linkages that these countries have strength-
ened since they joined EU. In contrast, Latvia demonstrates a pattern similar 
to Poland, i.e. we find very limited high coherency areas during the crisis, and 
it happened at very low frequencies. In addition, both HP and BP CWT results 
show an even anti-phase position during the crisis at relatively high frequencies 
(around the fourth scale). 

 In sum, looking at both HP and BP results, our findings indicate that smaller 
countries (except Latvia) as well as larger countries such as the Czech Republic, 
Hungary, and to some extent Slovakia have a higher level of business cycles 
synchronisation with the EU-15, especially in the period of crisis at short-run as 
well as long-run frequencies. On the other hand, in the case of Poland and Latvia, 
the CWT results indicate that these economies have a very low business cycles 
synchronisation with the EU-15 group.  

6. CONCLUDING REMARKS

This paper investigated the magnitude of business cycles synchronisation between 
8 CEECs and EU-15 countries based on quarterly data from 1995:Q2 to 2016:Q3. 
We extracted the business cycles from seasonally adjusted real GDP by applying 
the HP and BP filters. In order to understand the nature of this particular nexus 
not only through time aspect, but via frequency dimension as well, our choice of 
methodology was wavelet coherency and wavelet phase-difference. 
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The results revealed that CEECs are generally synchronised with EU-15 busi-
ness cycles, but the strength of business cycle synchronisation across time and 
wavelet scales is heterogeneous for all countries’ pairs. Wavelet coherence plots 
calculated with the HP and BP cycles are relatively equable in the majority of the 
selected countries, which contributes to the robustness of the results. Also, distinct 
differences exist during the various time-periods, i.e. before, during, and after the 
WFC (2008–2009) and immediately after it, in ESDC (2010–2011), whereas very 
strong business cycles synchronisation occurred in almost all CEECs during cri-
sis periods. CWT evidence indicates that CEECs share the same business cycles 
features when they are in a recession regime, whereas phase arrows suggest that 
the business cycles of CEECs follow the economic cycle-developments of the 
EU-15. However, when CEECs are in market boom, we find a few instances that 
show that some of CEECs begin business cycle conjecture before the EU-15.

Unlike the other large CEECs, we do not find strong business cycles co-move-
ment in the case of Poland and Latvia via HP filter at higher frequencies during 
the crisis. This finding could indicate that Poland and Latvia have a lower level 
of business cycles synchronisation, but it also means that their resistance is higher 
and that Poland and Latvia have a better ability to mitigate external systemic 
shocks. Taking into account the high extent of resistance to economic shocks that 
Poland demonstrated in our HP and BP CWT plots, but also the fact that Poland is 
among pending candidates for European Monetary Union membership, the costs 
of participation in the monetary union could be substantial in comparison to the 
benefits. Polish politicians as well as Polish policy-makers are well aware of this, 
therefore Poland could be a long way off before their adoption of euro.
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