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Abstract. The enormous increase in powerful mobile devices has created hype
for mobile data traffic. The demand for high definition images and good quality
video streaming for the mobile users has constantly being escalated over the recent
decade. In particular, the newly emerging mobile Augmented Reality and Virtual
Reality (AR/VR) applications are anticipated to be among the most demanding
applications over wireless networks so far. The architecture of the cellular
networks has been centralized over the years, which makes the wireless link
capacity, bandwidth and backhaul network difficult to cope with the explosive
growth in the mobile user traffic. Along with the rise in overall network traffic,
mobile users tend to seek similar types of data at different time instants creating
a bottleneck in the backhaul link. To overcome such challenges in a network,
emerging techniques of caching the popular content and performing computation
at the edge are gaining importance. The emergence of such techniques for near
future 5G networks would pose less pressure on the backhaul links as well as the
cloud servers, thereby, reducing the end-to-end latency of AR/VR applications.
This paper surveys the recent edge computing techniques along with the powerful
caching strategies at the edge and provides a roadmap for 5G and beyond wireless
networks in the context of emerging applications.
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1 Introduction

The exponential growth in the number of handheld devices such as mobile phones, and
tablets has dramatically increased the mobile data traffic. The demand for rich multi‐
media applications is also rising enormously. This traffic is presumed to steadily increase
over the coming years as well. The major source of traffic in the network is due to the
demand of video streaming services. Asynchronous content reuse property is exhibited
by these live streaming requests of popular content by mobile users that accounts for
most of the data traffic. In addition mobile Augmented Reality and Virtual Reality (AR/
VR) are expected to be among the first wave of killer applications in 5G. According to
ABI Research, the total AR market is expected to reach $114 billion by 2021 while the
total VR market is anticipated to reach $65 billion within the same timeframe [1].
AR/VR applications are highly delay sensitive and their performance can degrade
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significantly with non-uniform delay and throughput [19]. The future 5G networks are
expected to be more fast, flexible, reliable and resilient with round trip time of requests
corresponding to 1 ms taking into account the growing mobile traffic. Successful
working of technologies like device-to-device communications, millimeter wave and
small cell densification can help to achieve the desired parameters for the 5G networks.

Small cell base stations are to be deployed within micro cells, pico cells and femto
cells in order to achieve expected to increase capacity and coverage. The deployment
of small cell base stations allows resource reuse to a larger extent. Even though placing
the small cell base stations in a cell site of various sizes is the most important enabler
for higher data rates, the limitation is the backhaul link capacity that provides connection
to the core network. These links are most likely wireless due to rapid deployment, self-
configuration and cost efficiency [2]. The backhaul links are limited in capacity due to
bandwidth constraints and energy consumption while transmitting the packets over long
distances.

In order to deal with such issues and better utilization of the limited available
resources, the concept of caching has been exploited. Caching of popular contents at the
network edge can significantly improve performance as shown in [3, 4]. Delay is reduced
along with overcoming backhaul link congestion [2, 4, 5]. By efficiently exploiting the
idea of caching at the edge, backhaul cost can be decreased linearly with the base station
cache size according to [6, 7] which is possible by the elimination of redundant traffic
as also catered by [8]. This further arises the question of what to cache? Popular YouTube
videos specially top the list for caching, as they require high data rates for continuous
buffering. Then arises the question of where to cache? As caching can be performed at
radio access network (RAN) or the Core Network (CN), one has to decide which place
would be more beneficial as well as cost efficient. The existing literature on edge-caching
focuses on traditional content access, such as watching YouTube videos over mobile
devices. However, in AR/VR the access pattern, content to be cached, and the location
of the content could be further optimized based on specific applications. For instance,
in a museum visit supported by AR, environment maps and constant content can be
cached closer to the user while interactive content only might be shared with servers.
This can be further extended to caching on D2D networks where communication pattern
is more ad hoc.

In case of upcoming 5G networks the feature of antenna directivity [4] can cause
retrieval and connection delays for the users with high mobility. Therefore, performing
caching at the edge in a distributed fashion can further trigger improved quality of
service. There could arise situations where the cached data is not appropriate to provide
for the user requests, then the request can forward to one level up in the hierarchy, that
is, to the cloud servers. Taking into account another situation where the user is travelling
from one cell site to another and some nomadic user is requesting for a particular data,
which the first user possesses, and not the BS of that cell site. Then in this case rather
than the base station contacting the other BS of different cell site, the user that already
has the requested application can share the data locally. This can happen in the context
of device-to-device (D2D) communications, which further facilitates faster communi‐
cation and poses less pressure on the network resources. This exchange of cached content
from device-to-device as in [1, 6] allows directed communications between the users.
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This however is not currently implemented in practice, as the users are not willing to
share any data over D2D links without receiving any rewards in exchange from the
network providers or operators.

On the other hand, cloud computing makes it quite convenient to access shared pool
of services and resources that are location independent. The idea of cloud computing in
the wireless mobile networks leads to the mobile cloud computing and towards cloud
radio access networks. For low-latency applications with high computation load, it is
not feasible to transmit large amounts of data over long distances to the cloud servers
for computation purposes. To address these issues the concept of edge computing or fog
computing has emerged recently [9]. Edge computing urges the deployment of
computing resources closer to the end users. The edge device could be any device that
resides between the data sources and the cloud based data centers. The computing tasks
like processing, storing, caching and load balancing can be performed efficiently in edge
computing. The benefits of using edge computing can be summarized by saying that,
response time is reduced, enhances performance as computations are performed close
to the source, network resources are conserved, reduced latency and minimum bottle‐
neck probability. Cloudlets or edge-clouds are considered to be an important part of the
5G network, in particular to support AR/VR applications [10]. It is worth to note that
even though, edge computing is a promising technology for achieving better services
and higher data rates, they are not capable of replacing the cloud computing. All the
heavy applications and intensive computations would likely to be beyond the scope of
edge computing at least over the next several years. For decreasing the pressure on the
network resources like bandwidth and backhaul links load offloading, in [11] several
techniques are discussed for improving the overall efficiency of the network.

In this paper, we summarize the recently proposed techniques in content caching in
and edge computing within the wireless networks. We categorize the edge caching
techniques according to where the caching is performed; i.e. at the radio access network,
core network and the devices Similarly, for edge computing, we group the techniques
based on the placement of computing resources either at the cloud or closer to the users.
We discuss the impact of the proposed techniques on delay and throughput. Besides, we
survey several techniques that focus on energy-efficiency. In closing, we outline the
future perspectives and draw a roadmap for new research directions in particular new
requirements of mobile AR/VR applications.

The rest of the paper is organized as follows: Sect. 2 discusses the concepts of caching
at the edge. Section 3 focuses on computations being performed at the network edge.
Section 4 covers the energy-efficiency aspect of proposed techniques. Finally, Sect. 5
conclusions the paper giving future perspectives.

2 Caching at Edge

Videos of major sports events or viral videos over the social networks are accessed by
many users at the same time. Bringing content each and every time from the Internet
servers creates a bottleneck in the backhaul network. Considering that these users could
also be geographically close, caching at the edge has been proposed in the literature. As
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the mobility of the user is the main concern for 5G networks, we need appropriate area
where caching can be performed. This can be done at the Evolved Packet Core (EPC)
or the Radio Access Networks (RAN). We first summarize the techniques that consider
caching at EPC and then discuss the studies in RAN.

2.1 Caching Within EPC

EPC includes the serving gateway (S-GW), packet data network gateways (P-GW) and
the mobility management entity (MME). The current deployments of cache are done
mostly at the P-GW and are known as mobile content delivery networks. In [8], the
authors have proposed chunk-level, TPC-level and packet-level caching for EPC. At the
chunk-level, the files are initially divided into chunks and then a caching server is used
to cache particular chunks. They are then specified and differentiated by hash tags.
Further, if the size of the chunk and the hash is the same, the requests related to that
chunk are taken care by the same cached chunk. At the TCP-level, TCP flows are
managed. Caching intermediates further dividing the file into chunks of fixed or variable
length, which helps in scalable cache management. At the packet-level, two middle-
boxes at upstream and downstream are used. The role of upstream middle-box is to
eliminate redundant bytes whereas the downstream middle-box helps in reconstructing
the cached packets. The drawback of this type of caching is that the size of chunks is
very small thereby probability of exploding the index sizes in high-speed networks is
more.

2.2 Caching at RAN

Caching at RAN is comparatively challenging as tunnels are established between the
users and the EPC by the evolved nodeBs (eNB). As the files to be transferred over the
connection are first converted into packets and are further encapsulated by GTP
tunneling, this make them difficult to perform content aware caching. In order to deal
with this situation the concept of byte caching has been implemented. In byte caching,
multiple portions of a file are cached at the network layer by searching for the common
range of data in the bytes of the packet flows. It does not subdivide the packet flows into
fragments, but aim at caching the frequently used bytes in the flows, thereby deleting
the redundant ones.

As the caching memory of the base stations or eNBs is limited, complex caching
schemes are required to be followed in order to gain more flexibility and cost effective
network. There should also be some collaborative schemes installed in the neighboring
eNBs for achieving successful RAN caching output. Moving further towards the distrib‐
uted caching of videos at the base station of RAN, can increase the efficiency of the
delivering the content even more. According to [12] caching at RAN with the help of
User Preference Profile (UPP) along with the video aware backhaul scheduling, can
increase the capacity significantly when compared to the traditional techniques. Consid‐
ering the scenario in [4] the streaming of videos can be achieved with low handoff delays
and less connection latency using caching at the RAN. The streaming of live data or any
video also accounts for the base station cache size according to [6]. Their main focus is
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reducing the transmit power cost, with increased base station cache, which further results
in linear decrement of the overall backhaul cost.

2.3 Device-to-Device (D2D) Caching

In [1], the authors consider caching at the small base stations as well as the user terminals,
which can carry out their communication using D2D communications. Working of
transmission and caching protocols together yield two types of gains that can be eval‐
uated according to [1]. First being the local caching gain, this is achieved when any
device withholding pre-cached information about the data locally satisfies the content
requested by the user. Second, global caching gain can be achieved. This is a cost
effective way of caching for the service providers. The general assumption here is that
the user demands are known in advance. When caching is performed at the user terminal,
energy consumption over backhaul networks can be also reduced [13, 14]. D2D caching
can also borrow some concepts from ad hoc networking which has not been explored
so far.

2.4 Transcoding Enabled Caching (TeC)

According to [15], another way of increasing the quality of the video output as requested
dynamically by the mobile users is, by using the transcoding enabled caching technique.
The combination of transcoding and caching can serve the heterogeneous users in two
of the efficient ways: first, by decreasing the user estimated latency; second, by reducing
the traffic between the proxy and the main server. This technique works as follows. Two
types of transcoders, namely bit-rate reduction and spatial resolution reduction trans‐
coding are introduced. Transcoding unit is placed on the content delivery path such that
depending on the connection speed and processing capability of an end user, the content
is converted into an appropriate format.

3 Mobile Computing

With the skyrocketing use of smart devices on-the-go, computing on mobile devices,
i.e. mobile computing, became an essential part of devices. The limited resources of
mobile devices require computational help either from cloud servers or other resources
around them, in particular for performing computationally heavy tasks. Mobile Edge
Computing (MEC) refers to performing such computations on locations closer to the
user than the cloud servers. The very concept of cloud is to provide software that is
capable of executing intensive and heavy computations. They are convenient to use and
caters the dynamic requests by accessing a shared pool of various configurable devices
[16]. Cloud servers can compute extensive applications efficiently, thereby, increasing
the battery life of the mobile devices [17]. If the applications that require heavy compu‐
tation are shared to the smaller version of clouds in the vicinity of the device these are
referred to as cloudlets which is a key concept for MEC [18].
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3.1 Computing at the Edge

Following the newly emerging AR/VR applications and many other delay-sensitive
applications in 5G, it is apparent that providing the required low-latency with cloud
computing and the transfer of massive amounts of data to the data centers may not be
possible or could be not economical [16]. In order to overcome these drawbacks the
concept of edge computing emerges as a promising tool [18]. Edge computing also
referred as fog computing, comprises of proxy servers that are located at the network
edge. The very idea of edge computing is to achieve low latency and location awareness.
It is worth to note that edge computing is not capable of replacing cloud, as heavy
applications cannot be realized through them but they can reduce the burden of the cloud
servers by locally serving the requests generated by the mobile users. As the cloud and
cloudlets are expected work in harmony, their interoperability emerges as a research
focus. In the next section, we first focus on the techniques that study this challenge.

3.2 Cloud-Fog Interoperability

In [20], the authors suggest using software defined networking architecture to integrate
the infrastructure of cloud and fog. According to the architecture, interoperability can
be of two ways:

• Fog-Fog Computing: When the data requested by the mobile user is beyond the scope
of a single fog server, it can seek that data from another nearby fog server. This is
referred to as fog-fog computing.

• Fog-Cloud Computing: When the service being requested by the user is beyond the
scope of the fog server, then the request is forwarded to the cloud server in order to
provide the user with the required service.

In addition, caching when combined with MEC can increase the quality of service
significantly. In the next section, we summarize the works, that focus on the energy-
efficiency improvement when these two approaches are combined.

4 Energy Efficient Caching and Computing

Various techniques of offloading and load balancing are required to satisfy diverse types
of requests with balanced energy consumption. For instance, the dynamic offloading
framework in [21] helps to balance the load efficiently in a network. Cloud computing
differs from traditional models due to the adoption of virtualization. This very feature
of cloud leverages the operators to run arbitrary applications from various customers on
the virtual machines. The cloud providers reduce the energy consumption on the mobile
systems by providing computing cycles to the users aiming to decrease the computation
at the mobile user end.

Mobile devices are equipped with multiple network interfaces. The server interface
comprises of EDGE, UMTS and GPRS, which are responsible for corresponding with
the network operators. The other is the peer interface that includes Bluetooth and IEEE
802.11 that connects to other computing devices [22]. The joint use of these interfaces
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can lead to energy efficient data applications according to [22]. In addition, as evidenced
by [23], most of the studies do not consider energy consumption at the backhaul,
however it also contributes a significant amount of energy consumption. Therefore, the
potential of MEC to enhance energy-efficiency is supported by their reduced load at the
backhaul links.

Moving further towards the caching domain, a generalized notion of saving energy
is to simply turn a device down. However, for content-caching with D2D, this inflicts
inconsistency in the already cached content. In that case, once caching is performed
cache invalidation strategy needs to be implemented to make sure that the data cached
in the mobile device is copied to the server. According to [24] cache consistency is
difficult to enforce when the mobile devices are powered off.

Procuring the energy efficient mechanisms in the 5G networks, the content placement
issue is addressed in [25]. The proposed framework is CAR (cache-at-relay) comprises
of three integer linear programming models that aims to reduce device power consump‐
tion by uplink power optimization. The impact of caching on the backhaul links is
discussed in [26] where several techniques are shown to relax the load on the backhaul.
In mobile AR/VR applications battery is one of the major bottlenecks. Therefore energy-
efficient techniques are expected to play a key role when it comes to adoption of edge-
caching or edge-computing techniques.

5 Conclusions and Future Directions

5G and beyond networks are aiming to serve many applications that desire ultra-low
latency. For instance, mobile AR/VR applications, tactile internet and autonomous
driving require latency values close to 1 ms. They also require frequent video or map
access and streaming content which calls for placing caching and computing resources
closer to mobile users. This paper surveys the recent studies that focus on caching and
computing at the edge. Various types of caching techniques have been discussed at the
network core as well as the network edge. The combination of various kinds of caching
techniques that reduce the duplicity and eliminate redundant traffic in the network have
been summarized. Further, mobile edge computing techniques have been discussed.
Computations can be done either at the cloud server or locally at the edge server. Though
the cloud-based servers are designed to support heavy and complex computations, the
fog servers are capable of catering less complex applications. They can be implemented
at the edge, which would further take into account the often-requested content and their
output.

The major focus of research in the literature has been enhancing the quality of service
and energy-efficiency. Although these are relevant to AR/VR and other ultra-low latency
applications, next-generation wireless networks will need more flexibility and configu‐
rability capabilities. With this regard, Software Defined Networking (SDN) is expected
to play a critical role in increasing the flexibility of caching and computing in mobile
networks. SDN allows heterogeneous devices to be programmed by the controller
dynamically. The proper coordination of the controller management along with the
device executions, caching and computations can enhance AR/VR experience.
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Furthermore, it is apparent that 5G and beyond wireless networks will have significant
differences than today’s LTE networks. The high amount of investments suggests that
the architecture needs to be flexible enough to support various applications. In other
words, functionality to support AR/VR applications should, for example, support auton‐
omous car applications. As a result, application-specific platform services need to be
dynamically adapted. Caching and computing at the edge is a powerful tool to support
dynamicity however scalable control of large number of distributed systems becomes
the challenging part. In addition, cross-application performance uniformity will emerge
as a significant challenge. As a future direction, advanced algorithms implemented over
SDN are expected to play an important role in reconfiguring 5G networks to satisfy the
demands of newly emerging applications.
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