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We recently showed for a large dataset of pKas and reduction potentials that free energies 

calculated directly within the SMD continuum model compares very well with corresponding 

thermodynamic cycle calculations in both aqueous and organic solvents (Phys. Chem. Chem. 

Phys. 2015, 17, 2859). In this paper, we significantly expand the scope of our study to 

examine the suitability of this approach for the calculation of general solution phase kinetics 

and thermodynamics, in conjunction with several commonly used solvation models (SMD-

M062X, SMD-HF, CPCM-UAKS, and CPCM-UAHF) for a broad range of systems and 

reaction types. This includes cluster-continuum schemes for pKa calculations, as well as 

various neutral, radical and ionic reactions such as enolization, cycloaddition, hydrogen and 

chlorine atom transfer, and bimolecular SN2 and E2 reactions. On the basis of this 

benchmarking study, we conclude that the accuracies of both approaches are generally very 

similar – the mean errors for Gibbs free energy changes of neutral and ionic reactions are 

approximately 5 kJ mol-1 and 25 kJ mol-1 respectively. In systems where there are significant 

structural changes due to solvation, as is the case for certain ionic transition states and amino 
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acids, the direct approach generally afford free energy changes that are in better agreement 

with experiment. The results indicate that when appropriate combinations of electronic 

structure methods are employed, the direct approach provides a reliable alternative to the 

thermodynamic cycle calculations of solution phase kinetics and thermodynamics across a 

broad range of organic reactions.  
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Introduction  

Many important chemical reactions occur in the liquid phase, and the development of 

accurate methods to predict the energetics of solution phase reactions is an area of active 

research.1 Towards this end, the introduction of continuum solvation models2-5 (also known as 

implicit solvation models) marks an important milestone. These models have been 

parameterized to predict free energies of solvation of common neutral and ionic solutes that 

can be combined with experimental or ab initio gas phase energies to estimate free energy 

changes in solution. Such procedures have been widely applied in the computation of kinetic 

and thermodynamic properties such as rate coefficients,6-9 pKas,10-19 reduction potentials20-26 

and binding energies27,28 in various solvents.  

The intrinsic free energy of solvation corresponds to the change in Gibbs free energy of the 

solute in the gas and solution phase. For charged solutes, this differs from the real free energy 

of solvation that also includes contribution from the surface potential of the solvent. As 

discussed elsewhere,29 continuum solvation models predict intrinsic free energies of solvation 

(∆GS) using the expression shown in eqn (1a). In eqn (1b), E
soln

 and Egas  are the solute 

electronic energy in the solution and gas phase computed on geometries optimized in the 

respective phases so that it includes the effect of geometrical relaxation in the free energy of 

solvation. Gcorr  denotes the thermal contribution to the Gibbs free energy, and G
nes

 is the non-

electrostatic component of the free energy of solvation. The latter includes the dispersion-

repulsion-cavitation and solvent structural terms associated with solvation. The gas phase and 

solution phase optimized geometries are labelled as Rg  and R
l
, respectively. 

ΔGS =Gsoln (Rl )−Ggas(Rg )
 

(1a) 

ΔGS = Esoln (Rl )−Egas(R g )+Gsoln

corr (Rl )−Ggas

corr (Rg )+Gnes(Rl )
 

(1b) 
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Esoln = Ψ
pol
H

o
+
V

2
Ψ

pol

 

(1c) 

 

It is generally assumed for the purpose of parameterization that thermal contributions to the 

solute Gibbs free energy are sufficiently similar in the gas and solution phase for small rigid 

solutes.2,3 This eliminates the need for costly hessian calculations, and solvation free energies 

are usually calculated using eqn (2).30 Consequently, any non-cancelling differences in the gas 

and solution phase thermal corrections (e.g., conversion of gas phase rotation to liquid phase 

librations) are implicitly incorporated into the solvation model through parameterization.30,31 

In systems where solvation induced changes in thermal motions (e.g. vibrational frequencies) 

are significant, eqn (1) is presumably more accurate because these changes are explicitly 

accounted for in the calculated free energy of solvation.  

 
ΔGS = Esoln (Rl )−Egas(Rg )+Gnes

(Rl )
 

 
(2) 

  
In thermodynamic cycle calculations, the solution phase free energy is obtained as the sum of 

the gas phase Gibbs free energy and free energy of solvation (eqn (3)). The former is usually 

calculated at a rigorous level of theory, and the free energy of solvation is evaluated at the 

level of theory that is consistent with the parameterization of the solvation model. In general, 

continuum solvation models are parameterized at Hartree-Fock (HF) or density functional 

theory (DFT) levels in conjunction with a small basis set that are commonly used to evaluate 

geometries and frequencies, but are not suitable for accurate calculation of gas phase energies. 

In eqn (3), the superscript “H” denotes that the energy is based on a single point calculation at 

a high-level of theory (e.g., benchmarked composite procedures such as G3(MP2)32 or CBS-

QB333), and “L” is a lower-level method (e.g., HF or DFT with a double-zeta basis set) used 

to evaluate the geometry and thermal corrections. Substituting eqn (1b) for the free energy of 

solvation in eqn (3a) yields the solution phase free energy in eqn (3b). 
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Gsoln (Rl
) =Ggas

H (R
g
)+ΔGS

L  (3a) 

Gsoln (Rl ) = Egas

H (Rg )+Esoln

L (Rl ) + Gsoln

corr,L (Rl ) −Egas

L (Rg ) + G
nes

L (Rl )  
(3b) 

In a recent study,34 we examined an alternative protocol where solution phase free energies 

are obtained directly from electronic structure calculations carried out in the continuum 

solvent reaction field only. Additionally, the thermal contributions to the solution phase Gibbs 

free energy G
soln

corr  were obtained using partition functions derived from the ideal gas rigid-

rotor harmonic oscillator approximation. For a single-conformation molecule, the thermal 

contribution evaluated in a continuum solvation model may be partitioned into liberational, 

librational and vibrational free energies shown in eqn (4b).31 The resulting expression for the 

solution phase free energy is shown in eqn (4a) and we will refer to it as the direct approach 

in this paper. 

G
soln
(R

l
) = E

soln

H
(R

l
)+G

nes

L
(R

l
)+G

soln

corr,L
(R

l
)  (4a) 

G
soln

corr,L
(R

l
) =G

soln

L
(elec)+G

soln

L
(liber)+G

soln

L
(libra)+G

soln

L
(vib)  

(4b) 

We have employed both free energy expressions to evaluate the acidity constants (pKas) and 

standard reduction potentials (Eo ) using the SMD-M062X continuum solvation model. For a 

large test set of aqueous 117 pKas and 43 reduction potentials, the mean difference between 

the two methods is approximately 2.5 kJ mol-1.34 This difference is significantly smaller than 

the mean accuracy associated with continuum solvent protocols for calculating pKas and 

reduction potentials. In systems where solvation induced changes in structure are significant, 

we found that the direct approach provided a substantial improvement presumably because the 

high-level single-point calculations are carried out in the solution phase on corresponding 

optimized geometries. The study suggested that the direct approach may provide a more 

general and reliable alternative to thermodynamic cycles for the calculation of solution phase 
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pKas and reduction potentials.   

In the present work, we wish to further investigate the scope of the direct approach for the 

calculation of general solution phase kinetics and thermodynamics, and its performance with 

respect to other continuum solvation models and choice of electronic structure methods. Frau 

and co-workers have investigated the quality of both direct and thermodynamic cycle 

approaches for calculating the aqueous pKas of a small test set of organic compounds using a 

proton exchange scheme.35,36 However, these studies were generally focused on a specific 

class of reactions, and combination of solvation model and electronic structure theory method. 

A broader study that examines the performance of both approaches towards predicting the 

energies and barriers of various types of reactions is still needed. To this end, we have 

included several other commonly used solvation models (SMD-HF and CPCM-

UAKS/UAHF), and the dataset is also significantly expanded to cover a broad range of 

systems and reaction types. This includes, in addition to the original dataset of pKas and 

reduction potentials, various pericyclic, tautomerisation, radical (hydrogen and halogen 

abstraction) and ionic (SN2, E2 and Michael addition) reactions. This diverse dataset will 

provide a rigorous assessment of the suitability of the direct approach for the calculation of 

general solution phase kinetics and thermodynamics.  

This paper is organized as follows: we first review the theory for both direct and 

thermodynamic cycle calculation of solution phase energetics, issues relating to standard 

states, and details of our test set and computational methods. This is followed by results and 

discussion, where the performance of both approaches for the prediction of solution phase 

thermochemistry for the various types of reactions is examined. The origin of the agreement 

(and disagreement) between the two approaches is explained, and we conclude with a 

discussion of some possible directions for future work.  
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Theory 

In our previous study,34 we presented the derivation for the expressions used to calculate 

pKas and reduction potentials based on cycles A and B in Figure 1. To briefly recap, we 

showed (using cycle A in Figure 1 as example) that when the free energies of solvation are 

evaluated using eqn (1b), the resulting expression for the deprotonation free energy is given 

by eqn (5). The corresponding expression for the direct approach is shown in eqn (6). The 

superscripts “*” and “o” denote that the quantities are computed at a standard state of 1 mol L-

1 and 1 atm respectively, and the last term in eqns (5) and (6) is the Gibbs free energy change 

for converting between standard statesΔGo→* . Other symbols in these expressions have their 

usual meanings.  

 

 

Figure 1. Common thermodynamic cycles used for calculating pKas and reduction potentials. 
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All geometries and thermal corrections are evaluated at a lower level of theory (L) and the 

electronic energies are obtained through a high-level (H) single point calculation. In the direct 

approach, the high-level calculations are carried out directly on the solution phase optimized 

geometry in the presence of the solvent reaction field, whereas these are carried out on gas 

phase optimized geometries in the thermodynamic cycle approach. In this work, the lower 

level of theory (L) is determined by the electronic structure method used to parameterize the 

continuum solvation model. The SMD model is optimized at several levels of theory 

including HF and M06-2X. For the CPCM-UAKS and CPCM-UAHF models, we have 

employed the B3LYP and HF levels of theory respectively. For consistency with our earlier 

study, the G3(MP2)-RAD(+) procedure37 is used as the high level of theory. This procedure is 

abbreviated as “G(+)” from here on. 

Cycle A has also been used to compute the first and second pKas of a group of amino acids. 

For this class of compounds, the reader should note that the zwitterions are not stationary 

points on the gas phase potential energy surface (with the exception of optimized structures at 

HF level),38 and their free energies of solvation are computed as the transfer of a neutral 

amino acid in the gas phase to its zwitterion in the aqueous phase (Figure 2). Additionally, we 

have examined alternative schemes for calculating pKas. Notably, we have employed cycle C 

in Figure 1 that involves explicit solvation of ions with 1 to 3 water molecules. In this cluster-

ΔGsoln

* (TC) = ΔEsoln

[L]
+ΔGcorr, soln

o[L]
+ΔEgas

[H]
−ΔEgas

[L]
+Gsoln

o (H+ )+ΔGo→*  (5) 

ΔG
soln

*
(Direct) = ΔE

soln

[H]
+ΔG

corr,soln

o[L]
+G

soln

o
(H

+
)+ΔG

o→*  (6) 

ΔE
[X]
= E

[X]
(A

−
)−E

[X]
(HA)  (7a) 

ΔG
corr,soln

o[X]
=G

corr,soln

o[X]
(A

−
)−G

corr,soln

o[X]
(HA)  (7b) 

ΔGo→*
= RT ln

RT

P

#

$
%

&

'
(  

(7c) 
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continuum approach,18 the expressions for the deprotonation free energy are shown in eqns (8) 

and (9) where n is the number of water molecules, and [H2O] is the concentration of bulk 

water. The last term in these equations is needed because the standard state of bulk water is 55 

mol L-1. The reader is referred to several earlier papers10,39 for a more thorough discussion of 

standard states involving explicit water molecules. 

ΔGsoln

* (TC) = ΔEsoln
[L]
+ΔGcorr,soln

o[L]
+ΔEgas

[H]
−ΔEgas

[L]
+Gsoln

o (H+ )+ (1− n)ΔGo→*
− nRT ln([H2O])  (8) 

ΔG
soln

*
(Direct) = ΔE

soln

[H ]
+ΔG

corr,soln

o[L]
+G

soln

o
(H

+
)+ (1− n)ΔG

o→*
− nRT ln([H

2
O])  (9) 

 

 

Figure 2. Thermodynamic cycles used to compute the first and second pKas of amino 
acids. 

 

Dataset. Table 1 provides an overview of the dataset of molecules used in this benchmarking 

study. Where possible, we have included systems with experimental data. This dataset covers 

a range of neutral, radical and ionic reactions. Details of the test set of reaction barriers are 

shown in Scheme 1. 
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Table 1. Overview of dataset  

Thermodynamics 
  

Ref 

pKas 
Organic 62 (22)a 10,11,40 
Inorganic 14 10 
Amino acids 12 34 

Reduction potentials 42 20 
Keto-enol tautomerisation 30 41 
Atom-abstraction reactions 12 42 

Kinetics  

Ionic reactions 44 43-45 

Pericyclic reactions 18 46 

Radical reactions 21 6,42,47 
a A subset of 22 organic acids were examined using the cluster-continuum scheme shown in Figure 1. 

 

Scheme 1. 
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Computational Details 

All electronic structure calculations in this work were carried out using the Gaussian 0948 

software package. The test set of molecules and their starting geometries were obtained from 

the references cited in Table 1. For the SMD-M062X,49 CPCM-UAKS,50 SMD-HF49 and 

CPCM-UAHF51 models, all geometries, thermal corrections and free energies of solvation 

were evaluated at the M06-2X52, B3LYP53 and HF in conjunction with the 6-31+G(d) basis 

set54 respectively. Vibrational analyses confirmed that all reactants and products have zero 

imaginary frequencies, and that transition states are true first-order saddle points on the 

potential energy surface. Free energies of solvation were evaluated using eqn (1) where gas 

phase and solution phase calculations were carried out on geometries optimized in their 

respective phases. For open-shell species, the SMD-HF and CPCM-UAHF free energies of 

solvation were obtained from (RO)HF/6-31+G(d) single-point calculations on UHF optimized 

geometries as the latter sometimes yielded unphysical free energies of solvation due to spin 

contamination. High-level single-point calculations were carried out using the G3(MP2)-

RAD(+) procedure,37 where “(+)” denotes that calculations involving the 6-31G(d) basis set in 

the original G3(MP2)-RAD procedure were replaced with 6-31+G(d) so as to provide an 

improved description of anionic species. In this procedure, CCSD(T) and MP2 calculations 

carried out within the continuum solvation model were based on the non-iterative energy only 

scheme where the solvated HF orbitals are used to calculate the correlation energy.55  

All thermal corrections to the Gibbs free energy of solvation were computed using the ideal 

gas molecular partition functions in conjunction with the rigid-rotor quasiharmonic oscillator 

(RR-QHO) approximation. In the QHO approximation,31 vibrational frequencies that were 

lower than 100 cm-1 were raised to 100 cm-1 due to the breakdown of the harmonic oscillator 

for low frequency modes. In all calculations involving the CPCM model, we enabled the 
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following keywords (Dis, Cav, Rep, Alpha 1.2) in Gaussian09 in order to obtain free energies 

of solvation that are in accord with their original parameterisation. All SMD calculations were 

carried out using the default settings in Gaussian09.  

In the pKa calculations, it is important to use the proton free energy of solvation that is 

consistent with the parameterization of the solvation model.27,29 Accordingly, we have 

employed ΔG
S

*
(H

+
)  of -1112.5 kJ mol-1 for the SMD and CPCM-UAKS models,  and -1093.7 

kJ mol-1 for the CPCM-UAHF model. Similarly, the E
SHE

value of 4.28 V is employed for the 

SMD and CPCM-UAKS models, and 4.47 V for CPCM-UAHF. See Refs 20,29 for a more 

thorough discussion of the choice of proton solvation free energy in continuum solvent 

calculation of pKas and reduction potentials. The value of -0.86 kcal mol-1 for the gas phase 

energy of the electron based on the Fermi-Dirac statistical formalism is employed.20  

Results and Discussion 

Aqueous pKas and standard reduction potentials. The aqueous pKas and standard reduction 

potentials of various classes of compounds (alcohols, amines, carboxylic acids, inorganic 

acids, carbon acids and cationic acids) were calculated using both direct and thermodynamic 

cycle (TC) approaches. Full details of the test set are provided in the Supporting Information. 

Figure 3 compares the pKas calculated using the two approaches. As shown, there is generally 

very good agreement between the pKas from both approaches, where the mean absolute 

deviations (MAD) are 0.4, 1.0, 0.5 and 1.1 pH units for the SMD-M062X, SMD-HF, CPCM-

UAKS and CPCM-UAHF models respectively. The corresponding maximum absolute 

deviations (ADmax) are 0.9, 3.3, 2.1 and 4.3 pH units. The reduction potentials show a similar 

trend where the MADs are 28, 63, 41 and 63 mV respectively. The corresponding ADmax are 

74, 210, 205 and 250 mV. It appears that HF-based solvation models (i.e., SMD-HF and 

CPCM-UAHF) give rise to larger deviations, especially for alcohols and carboxylic acids.  
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Figure 3. Mean absolute deviations between pKas calculated using TC and direct approach  

 

Tables 2 and 3 summarize the mean absolute error (MAE) of calculated pKas and reduction 

potentials with respect to experimental data for each class of compound. For DFT-based 

solvation models (SMD-M062X and CPCM-UAKS), it is evident that the accuracies of 

directly calculated pKas and reduction potentials are very comparable to those obtained using 

the corresponding thermodynamic cycle. Notably, the MAEs from both approaches differ by 

less than 0.8 pH units (pKas) or 50 mV (reduction potentials) for all classes of compounds. 

This difference is significantly smaller than the mean accuracy of the calculations (ca. 4-7 pH 

units for pKas and 250-320 mV for reduction potentials) as shown in Tables 2 and 3. In the 

case of HF-based solvation models (SMD-HF and CPCM-UAHF), the TC approach led to 

mean errors that are significantly lower for oxygen-centered acids (alcohols and carboxylic 

acids). For example, the MAEs of the TC approach are approximately 2 to 3 units lower than 

the direct approach for alcohols (Table 2). On the other hand, the reduction potentials for 

alcohols display very similar MAEs for the two approaches. 
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Table 2. Mean absolute error (in pH units) between calculated pKas and experiment. 
    SMD-M062Xb SMD-HF UAKS UAHF 

System Na Direct TC Direct TC Direct TC Direct TC 
Alcohols 13 8.0 7.8 7.5 5.5 7.3 8.0 10.8 7.0 

Carboxylic acids 7 2.3 2.0 2.2 1.2 3.3 3.9 6.1 4.2 
Inorganic acids 14 5.3 5.1 4.2 4.3 3.5 4.2 7.5 7.3 
Carbon acids 21 6.5 6.3 6.0 5.2 6.7 7.1 10.5 9.8 
Cationic acids 28 2.3 2.2 2.6 2.3 2.8 2.8 3.1 2.9 
Overall MAE 

 
4.7 4.6 4.4 3.8 4.6 5.1 7.1 6.1 

AEmax 
 

8.8 9.0 8.8 8.3 10.3 11.1 14.8 14.1 
a Number of molecules in dataset. b Data from Ref 34. 
 
Table 3. Mean absolute error (in eV) between calculated Eo and experiment. 

  
SMD-M062Xb SMD-HF UAKS UAHF 

System Na Direct TC Direct TC Direct TC Direct TC 
Amines 14 0.09 0.10 0.07 0.10 0.15 0.17 0.13 0.15 
Alcohols 24 0.36 0.36 0.38 0.36 0.26 0.31 0.45 0.37 

Nitroxides 4 0.15 0.10 0.09 0.07 0.03 0.04 0.14 0.14 
Overall MAE 

 
0.25 0.25 0.26 0.25 0.20 0.24 0.32 0.28 

AEmax 
 

0.68 0.67 0.67 0.62 0.60 0.65 0.73 0.56 
a Number of molecules in dataset. b Data from Ref 34. 

It is of interest to examine why the HF-based models display larger deviations, and why the 

TC approach gave better agreement with experiment for these systems. To shed light on this 

question, one can quantify the deviation between the deprotonation (or reduction) free 

energies from the two approaches as the difference of eqns (5) and (6). It is straightforward to 

show that this difference can be expressed in terms of the solvation contribution	ΔΔG
S

*  to the 

deprotonation free energy, where L and H denote the levels of theory used to evaluate the free 

energies of solvation:  

Accordingly, if ΔΔG
S

*
	was invariant to the choice of electronic structure theory method, then 

ΔΔG
soln

*
= ΔG

soln

*
(TC)−ΔG

soln

*
(direct)  (10a) 

ΔΔG
soln

*
= ΔΔG

S

*[L]
−ΔΔG

S

*[H]  (10b) 

ΔΔG
S

*[X]
= [ΔG

S

*[X]
(A

−
)−ΔG

S

*[X]
(HA)]  (10c) 
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the deprotonation free energies from direct and TC approaches would be identical. Thus, the 

deviation in eqn (10) reflects changes in ΔΔG
S

*
	as the electronic description is improved from 

“L” to “H”. It should be stressed that eqn (10) does not provide any direct information 

concerning the relative accuracy of the two approaches.  

Table 4 compares the free energies of solvation for selected systems calculated using the 

SMD-HF and SMD-M062X models. In each model, the G3(MP2)-RAD(+) (abbreviated as 

G(+) from here on) free energies of solvation are determined from single-point calculations on 

geometries optimized at the HF and M06-2X/6-31+G(d) levels respectively. Closer inspection 

explains why the direct method deviates significantly from the TC approach for the SMD-HF 

model for these systems. Notably, the HF free energies of solvation are consistently more 

exergonic than  G(+) values, particularly for anions. By comparison, the deviation between 

M06-2X and G(+) values are very similar for both neutrals and anions. Using the 

methanol/methoxide system as an example, the HF free energies of solvation are 7 and 21 kJ 

mol-1 more negative than the G(+) values respectively. For the M06-2X calculations, the 

corresponding deviations are 6 and 9 kJ mol-1. Consequently, the deprotonation free energies 

from TC and direct approaches deviate by about 14 and 3 kJ mol-1 for the SMD-HF and 

SMD-M062X models respectively. As such, the larger deviations observed in HF-based 

solvation models are due to the asymmetry in the deviation between HF and G(+) free 

energies of solvation for the reactant (neutral) and product (anion), where the HF values are 

significantly more negative for the latter. This is presumably because HF tends to result in a 

solute wavefunction that is over polarized.57 Consequently, larger changes in ΔΔG
S

*
	can be 

expected when HF is replaced by a higher level of theory (Table 4). Interestingly, direct and 

TC approaches yield very similar reduction potentials for all classes of compounds, including 

oxygen-centered radicals (Table 3). This is because the (RO)HF free energies of solvation for  
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Table 4. Fixed concentration SMD and experimental (where available) free energies of 
solvation (in kJ mol-1) of selected systems calculated at the HF, M06-2X and G3(MP2)-
RAD(+) levels of theory. 

  SMD-HFa SMD-M062Xb 

System Exptd L=HF H=G(+)e L=M06-2X H=G(+)e 

CH3OH -21.4 -24.6 -17.8 -24.0 -18.3 
CH3O

– -398.3 -356.4 -335.4 -342.4 -333.8 

ΔΔGS
c -376.9 -331.8 -317.6 -318.4 -315.5 

C(CH3)3OH -18.9 -24.4 -18.6 -23.0 -18.4 
C(CH3)3O

– - -323.6 -299.8 -308.2 -298.6 

ΔΔGS
b - -299.2 -281.1 -285.1 -280.2 

C6H5OH -27.7 -32.0 -23.6 -29.4 -22.8 
C6H5O

– -298.3 -277.2 -258.4 -264.6 -257.9 

ΔΔGS
c -270.6 -245.2 -234.9 -235.2 -235.1 

p-Me-C6H4OH - -29.5 -22.0 -27.9 -21.4 
p-Me-C6H4O

– - -277.9 -257.8 -264.1 -257.4 

ΔΔGS
c - -248.3 -235.8 -236.2 -235.9 

CH3COOH -28.0 -37.5 -25.8 -31.3 -25.1 
CH3COO– -323.4 -320.9 -297.7 -305.7 -296.9 

ΔΔGS
c -295.4 -283.4 -271.9 -274.4 -271.8 

C6H5COOH -32.9 -37.8 -24.8 -31.3 -24.0 
C6H5COO– -297.9 -298.2 -272.7 -280.9 -271.4 

ΔΔGS
c -265.0 -260.3 -247.9 -249.6 -247.3 

p-CN-C6H4O
•
 - -41.2 -16.8 -29.3 -22.9 

p-CN-C6H4O
–
 - -234.8 -217.3 -221.9 -216.2 

ΔΔGS
c
 - -193.6 -200.5 -192.6 -193.3 

p-NMe2-C6H4O
•
 - -59.0 -38.9 -56.9 -48.5 

p-NMe2-C6H4O
–
 - -280.6 -261.3 -266.7 -260.6 

ΔΔGS
c
 - -221.6 -222.4 -209.8 -212.1 

(CH3)2C(O•)OH - -55.5 -26.9 -32.0 -26.9 
(CH3)2C(O–)OH - -324.7 -298.3 -311.5 -299.3 

ΔΔGS
c
 - -269.2 -271.4 -279.5 -272.4 

Alanine-protonated - -325.3 -311.5 -314.8 -308.8 
Alanine-zwitterion - -81.9 -56.9 -74.4 -56.2 

Alanine-neutral - -55.8 -42.9 -47.7 -40.2 
ΔΔGS

c (P to Z) - 243.4 254.6 240.4 252.6 
ΔΔGS

c (P to N) - 269.5 268.6 267.1 268.6 
a Calculations were performed on HF/6-31+G(d) optimized geometries. b Calculations were performed on M06-
2X/6-31+G(d) optimized geometries. c Excludes contribution from free energy of solvation of proton. d From ref 
56 e Abbreviation for G3(MP2)-RAD(+). 

 

the radical and reduced anion shows a similar deviation to their G(+) values, and therefore the 

resulting ΔΔG
S

*  calculated at both levels of theory are very similar. For example, the (RO)HF 

free energies of solvation for the para-N,N-dimethyl-aniline radical and anion are both 
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approximately 20 kJ mol-1 more negative compared to the G(+) values (Table 4).  

Comparison of SMD-M062X and SMD-HF pKas evaluated by the TC approach (Table 2) 

shows that this over-polarization effect of HF actually improves accuracy (except for cationic 

acids). This is because continuum solvation models generally under-estimate (less negative) 

the free energies of solvation of anions, and this deficiency is partially compensated by the HF 

method. As shown in Table 4, HF generally delivers ionic free energies of solvation and 

ΔΔG
S

*  that are in better agreement with experiment compared to M06-2X or G(+). In the 

original SMD paper,49 the mean absolute error for HF is approximately 4 to 10 kJ mol-1 

smaller than those obtained at M06-2X and B3LYP for a test set of 60 aqueous anionic free 

energies of solvation. For cations, the mean absolute error for HF and M06-2X are within 3.5 

kJ mol-1. The latter also explains why the pKas of cationic acids are very similar for SMD-

M062X and SMD-HF models. 

In this context, it is interesting that the TC-UAHF approach did not perform better than its 

UAKS counterpart. A possible reason is that the CPCM-UAHF model is parameterized to a 

dated set of solvation data (derived from a proton free energy of solvation -1093.7 kJ mol-1, 

and estimated values for gas phase basicity).58 Pliego has earlier highlighted this issue,17 and 

recommended reparameterizing the (C)PCM-UAHF model using more reliable and updated 

solvation data. This might also explain why the MAEs (Table 2) of this solvation model are 

significantly higher (ca. 2 pH units) than the other solvation models. As such, the use of this 

model for the calculation of pKas is discouraged. To summarize, our analysis indicates that the 

good agreement between direct and TC approaches for the SMD and CPCM-UAKS models 

reflects the similarity of the solvation contribution ΔΔG
S

*
	calculated at the DFT and 

G3(MP2)-RAD(+) levels of theory. In the SMD-HF model, the pKas from the direct approach 

deviates significantly from the TC method as HF tends to result in a solute wavefunction that 
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is over-polarized.  

Aqueous pKas of Amino acids. On the basis of the above results, we have further calculated 

the first and second pKas for a dataset of 8 amino acids (see the cycles in Figure 2) using the 

SMD-M062X, SMD-HF and CPCM-UAKS models. These systems differ from the above test 

set in that they undergo structural rearrangements (tautomerization) upon solvation, and it is 

of interest to compare the performance of the TC and direct approach for these molecules. In 

our earlier study,34 we found the direct method provided a significant improvement compared 

to the TC approach for the SMD-M062X model. As shown in Figure 4, a similar trend is 

observed for the other solvation models where the MAD associated with the direct approach is 

generally lower than that of the TC approach. This signifies that the solvation contribution to 

the reaction energy (eqn (9)) becomes more sensitive to the choice of level of theory when 

there are significant changes in geometry of the reactants (and/or products). 

To better understand these results, we considered the SMD-M062X model and the first 

ionization of protonated alanine (P) as an example: the conjugate base can exist as a 

zwitterion (Z) or in its neutral (N) form, where the former is known to dominate in aqueous 

solution. The calculated free energies of solvation are shown in Table 4 (bottom five rows). 

For the P → Z reaction, the M06-2X and G(+) ΔΔG
S

*

	
are 240 and 253 kJ mol-1 respectively. 

For the P → N reaction, corresponding values are 267 and 269 kJ mol-1, in much better 

agreement. As shown in Table 4, the SMD-M062X free energies of solvation show a very 

systematic deviation (ca. 6 kJ mol-1) from the G(+) values for both protonated and neutral 

alanine. For the zwitterion, the deviation is significantly higher (ca. 18 kJ mol-1) presumably 

because it also includes the tautomerization free energy that may be more sensitive to electron 

correlation and/or basis set effects. Thus, when the geometries of reactant and products are 

unaffected by solvation, there is better cancellation of errors in the solvation contribution 
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computed at the low-level of theory (L) that brings it into closer agreement with values 

computed at the high-level (H). When this is not the case, a larger change in the solvation 

contribution (see eqn (10)) is expected as the electronic description of the solute is improved. 

We attribute the improvement afforded by the direct approach to the fact that the high-level 

calculations (i.e., electron correlation effects) are directly recovered on the chemically 

relevant solution phase species (zwitterions). 

 
Figure 4. Mean absolute errors of the first and second pKas of a test set of amino acids 
calculated using direct and TC approaches. 
 

Cluster-continuum schemes. For a subset of 22 molecules, we further calculated their pKas 

using the cluster-continuum scheme (cycle C in Figure 1) with up to three explicit water 

molecules for the SMD-M062X, SMD-HF and CPCM-UAKS models. Table 5 summarizes 

the MAD with respect to experimental values. In all three models, increasing the degree of 

solvation (n = number of explicit water molecules) generally improves the mean accuracy of 

the directly calculated pKas. The opposite trend is observed for the TC approach. As a 

consequence, the deviation between direct and TC approaches increases with n. A possible 

explanation is that in the solution phase, the water molecules in the first solvent shell can 
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interact with the solvent (albeit implicitly in a polarizable continuum model), and the 

clustered ion is known to adopt a more open or “loose” structure.10 As noted above, solvation 

induced changes in reactant and/or product geometry can lead to larger deviations in direct 

and TC approaches.   

Table 5. Mean absolute deviation between cluster-continuum pKas and experiment. 
    SMD SMD-HF UAKS 

Na nH2O Direct TC Direct TC Direct TC 
22 0 5.9 5.7 5.7 4.6 6.3 6.9 
22 1 5.1 5.9 5.3 5.2 5.8 8.6 
19 2 4.9 7.3 4.7 5.7 5.8 11.7 

a Number of molecules in dataset 

Eqn(11) shows the solvation contribution to the cluster-continuum scheme which is the major 

source of error in the TC calculations. 

ΔΔG
S

*
= ΔG

S

*
(A(H

2
O)

n
)−ΔG

S

*
(HA) − nΔG

S

*
(H

2
O)    (11) 

To better understand the trends in Table 5, we compared the calculated and experimental free 

energies of solvation of selected clustered ions. As explained before, continuum solvation 

models tend to under-estimate the free energies of solvation of anions (Table 4) presumably 

because specific solute-solvent interactions are not modelled explicitly. With increasing 

degree of solvation (MeO-.(H2O)n, n = 1 to 3), the accuracy associated with SMD-M062X and 

SMD-HF free energies of solvation improved, whilst the error rises monotonically for the 

CPCM-UAKS model (red line in Figure 5). On the other hand, the computed free energy of 

solvation of water (experiment -26.4 kJ mol-1)59 is over-estimated by all three solvation 

models SMD-M062X (-41.2 kJ mol-1), SMD-HF (-41.0 kJ mol-1) and CPCM-UAKS (-34.8 kJ 

mol-1). As the number of reactant water molecules increases, the error in the calculated free 

energy of solvation of water contributes in a cumulative fashion to the solvation contribution. 

Since the free energies of solvation are under- and over-estimated for the product (clustered 
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ion) and reactant (water) respectively, these errors are compounded in the solvation 

contribution as shown in eqn (11). This information is presented graphically for the 

methoxide anion in Figure 5.  

 

 
Figure 5. Signed errors (kJ mol-1) in the calculated free energy of solvation of water and 
methoxide-water clusters. From eqn (11), one can estimate the error in the solvation 
contribution from the gap between the blue and red curves. 
In the SMD-M062X model, the cumulative errors associated with the solvation free energy of 

water are mostly cancelled by the improvement in the clustered ion. By comparison, the 

CPCM-UAKS model increasingly under-estimates the free energy of solvation of the 

clustered ion with increasing degree of solvation. This explains the steep rise in MAD for the 

TC-UAKS approach (6.9 to 11.7 pH units with the addition of two water molecules). In the 

direct approach, the free energy change does not rely on the accuracy of the free energies of 
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solvation, and its accuracy is retained (if not improved slightly) with the addition of explicit 

solvent molecules. Collectively, these results suggest that the direct approach when combined 

with a DFT based solvation model provide a reliable and general alternative to the TC 

approach for the calculation of pKas and reduction potentials of organic systems. 

Neutral reactions. In addition to pKas and reduction potentials, we have also compared the 

performance of both approaches for neutral reactions such as the free energies of enolization 

and hydrogen or chlorine atom transfer. Figure 6 compares the mean and maximum absolute 

errors of 32 calculated keto-enol tautomerization free energies in water. This set of reactions 

was chosen from a dataset compiled by Guthrie and Povar.41 The compounds span a wide 

range in enol content, from cyclohexadienone where the enol is overwhelmingly favoured to 

carboxylic acids, to esters where the enol is strongly disfavoured. 

For this set of reactions, we find again that the accuracies for direct and TC approaches are 

very comparable. Notably, the MAE is also significantly smaller for this class of reactions, ca.  

5 kJ mol-1 across all solvation models. This is because the tautomerisation reaction involves 

only neutral species, which continuum solvation models can predict their hydration free 

energies with reasonably high accuracy (within 4 kJ mol-1 of experiment for typical 

solutes).49-51 These results are also very comparable to an earlier study that employed a 

parameterized IPCM solvation model.41 Thus, the present results also demonstrate the utility 

of continuum solvation models to yield reasonably accurate reaction free energies for neutral 

organic compounds in aqueous solution. 
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Figure 6. Comparison of mean and maximum absolute errors (in kJ mol-1) of calculated 
tautomerization energies in water. 
 

We have further computed the free energies of hydrogen and chlorine atom transfer from 

chloroform to a series of six alkyl carbon centred radicals. In these reactions, the two 

processes proceeded in a competitive fashion and were found to occur under kinetic 

control.42,60 As such, there is no thermodynamic data to compare with the theoretical 

calculations. Nonetheless, we observed for the set of twelve transfer energies, the values 

calculated from both approaches differed by less than 4 kJ mol-1 in all cases (Table S8 in 

Supporting Information). Collectively, the direct approach (when applied with a validated 

DFT-based solvation model) offers a reliable and general alternative to calculating reaction 

energies in the solution phase for a broad range of systems. 

Kinetics 

Reaction barriers. In addition to solution phase thermodynamics, it is also of interest to 

compare the performance of TC and direct approaches for the calculation of free energy 

barriers in the solution phase. We have compiled a test set of 83 transition states for various 

neutral, ionic and radical reactions from previous studies (see references in Table 1). As 
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shown in Scheme 1, the set of ionic reactions include bimolecular nucleophilic substitution 

(SN2) and elimination (E2) as well as Michael addition reactions, whilst the radical reactions 

cover carbon-centred radical addition, radical cyclization, and hydrogen and chlorine atom 

transfer. Since most of these reactions were carried out in organic solvents, we will focus on 

the SMD-M062X solvation model in this section because the CPCM-UAKS/UAHF models 

have been optimized for aqueous solvent only.  

 
Figure 7. Correlation between Gibbs free energy barriers calculated using the direct and TC 
approach in conjunction with the SMD-M062X solvation model. 
 

Figure 7 compares the Gibbs free energies of activation between TC and direct approaches for 

the full set of reactions. The results are very similar to those shown in Figure 3 where there is 

generally very good agreement between the two approaches. In the case of neutral Diels-Alder 

and radical addition and abstraction reactions, the MAD is about 1 kJ mol-1. For comparison, 

ionic bimolecular SN2 and E2 reactions display larger MAD of about 4 kJ mol-1 with 

deviations as large as 10 kJ mol-1. To better understand these results, we compared the effect 

of solvation on the geometries of these ionic transition states. We computed the RMSD 

between transition state geometries optimized in the gas and solution phase, and observed a 
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direct correlation with the magnitude of the deviation between TC and direct approach values 

(Table 6). 

Table 6. Comparison of calculated Gibbs free energy of activation (kJ mol-1) and experiment 
for selected SN2 reactions. 

 
ΔGact(Direct) ΔGact(TC) AD RMSD(Å)d Expt  

CN(-)+EtCla 117.7 116.1 1.6 0.04 92.3e 
CN(-)+EtBra 117.7 116.1 1.6 0.06 81.3e 
CN(-)+EtIa 101.9 104.5 2.6 0.06 77.0e 
CN(-)+EtTosyla 119.8 119.7 0.1 0.06 86.2e 
Cl(-)+MeClb 100.1 (0.0)c 99.3 (0.0)c 0.7 0.01 0.0f 
Cl(-)+EtClb 111.5 (11.4)c 109.4 (10.1)c 2.1 0.03 9.3f 
Cl(-)+iPrClb 117.7 (17.6)c 112.4 (13.1)c 5.2 0.07 17.6f 
Cl(-)+PrClb 109.8 (9.7)c 107.4 (8.1)c 2.3 0.04 10.5f 
Cl(-)+iBuClb 117.3 (17.2)c 114.2 (14.9)c 3.0 0.03 14.9f 
Cl(-)+tBuClb 120.6 (20.5)c 113.5 (14.2)c 7.1 0.22 24.3f 
Cl(-)+neopentylClb 143.4 (43.3)c 139.2 (39.9)c 4.2 0.04 36.7f 
Cl(-)+allylClb 97.0 (-3.1)c 93.6 (-5.7)c 3.5 0.05 -0.7f 
Cl(-)+benzylClb 91.6 (-8.5)c 87.1 (-12.2)c 4.5 0.04 -3.4f 

a In DMSO solution. b In acetonitrile solution. c Relative values in parentheses. d RMSD 
calculations exclude hydrogen atoms. e  From Ref 43. f Relative to MeCl. From Ref 61,62 
 
 

Notably, the large RMSD values are a consequence of the formation of a “loose” transition 

state geometry upon solvation where there is significant lengthening of the carbon centre-

nucleophile distance (ca. 0.25 Å). This increase in bond length is consistent with continuum 

solvation methods’ ability to stabilize separated charges, as the partial charges on the reacting 

carbon center and chlorine atoms increase with increasing bond distance.63,64 As mentioned 

before, larger deviations between direct and TC approaches are expected when there are 

significant changes in geometry upon inclusion of bulk solvation effects. Table 6 shows the 

data for selected systems with available experimental data. The comparison indicates that 

where the deviation between TC and direct approaches is large (> 5 kJ mol-1), the latter 

generally yields free energy changes that are in better accord with experiment (iPr-Cl and tBu-

Cl). These results are consistent with the pKa calculations for amino acids. 
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Summary and Conclusions 

We have carried out an extensive study comparing the performance of thermodynamic cycle 

(TC) and direct approaches for calculating free energy changes in the solution phase. This 

includes solution phase pKas and standard reduction potentials, keto-enol tautomerization and 

H/Cl atom transfer reactions. Additionally, free energy barriers of a range of neutral, ionic and 

radical reactions were also computed. Several commonly used continuum solvation models 

(SMD-M062X, SMD-HF, CPCM-UAKS, CPCM-UAHF) were examined, and the results 

indicate that the direct approach when applied in conjunction with a DFT-based solvation 

model tends to give the best agreement with corresponding thermodynamic cycle calculations 

for a broad range of reactions. This is because the solvation contribution to the reaction 

energies computed at the DFT level, is generally very similar to values calculated at a high-

level of theory such as G3(MP2)-RAD(+) composite procedure.  

An interesting question arises when the TC and direct approaches deviate significantly, that is 

which approach is in better agreement with experiment. For HF-based solvation models, the 

TC approach performed better for pKa calculations of alcohols and carboxylic acids mainly 

because the resulting free energies of solvation were in better agreement with experiment. For 

DFT-based solvation models, the direct approach tends to be better agreement with 

experiment for the pKas of amino acids and reaction barriers for certain SN2 and E2 reactions 

where solvation induced changes in geometry are significant. Presumably, this is because 

electron correlation and basis set effects are recovered on the solution phase species in their 

optimized geometries. It would be desirable to test this hypothesis more broadly; however, 

such systems are also relatively scarce, suggesting that direct calculation of free energy 

changes in a continuum solvation model offers a reliable alternative to the thermodynamic 

cycle approach for a broad range of  “everyday” organic systems.  
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Supporting Information 

Tables of calculated and experimental pKas, reduction potentials, enolization free energies and 

reaction barriers. A worked example showing how pKas are computed through the TC and 

direct approaches. This material is available free of charge via the Internet at 

http://pubs.acs.org  
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