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## FOREWORD

This research was supported under contract NAS1-10277 with the National Aeronautics and Space Administration's Langley Research Center. The technical monitor on the contract was H . Harris Hamilton II. The results are published in two parts:

Part I Description of Basic Method (NASA CR 111921)
Part II Description of Computer Program (NASA CR 111922)
Part I contains a detailed description of the theoretical approach and basic equations that were used to obcain a solution to the problem. Part II contains a detailed description of the computer program and is intended to serve primarily as a users' manual.
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CAICULATION OF INVISCID SURFACE STREAMLINES AND HEAT TRANSFER ON SHUTTILE TYPE CONFIGURATIONS

Part I - Description of Basic Method

By Fred R. DeJarmette
North Carolina State University

## SUMMARY

A computer program is developed which calculates laminax, transitional, and turbulent heating rates on arbitrary blunt-nosed three-dimensional bodies at an angle of attack in hypersonic flows. The geometry of the body is generated from a two-dimensional cubic spline fit to coordinates at several axial stations along the body. Inviscid surface streamlines are calculated optionally from input pressure distributions or modified Newtonian pressures. Laminar and turbulent heating rates are determined along a streamilne from the application of the axisymmetric analogue, or small cross flow assumprion. The transition region is specified optionally by geometric location, momentum thickness Reynolds number, or integrated unit Reynolda number along e streamline. Transition heating rates are then calculated as a weighted average of the local laminar and turbuient values. Either perfect gas or equilibrium air properties may be specified. Results are presented for a blunted $15^{\circ}$ half-angle cone, a blunted $70^{\circ}$ delta wing, and the HL-10 lifting body. By comparison with experimental data for the blunted cone the method was found to yield reasonably accurate laminar heating rates for this case.

## INTRODUCTION

Space shuttie vehicies are subjected to severe aerodynamic heating during In order to design appropriate thermal protection systems, the heat-transfer rates to the exposed surfacea are reprotection systems, the heat-transfer rates to the fing conditions are being
quired. Since many different configurations and fligh
considered for the space shuttie, existing experimental heating rates are insufficient, and an exhaustive new experimental program would be very costly. This part of the report presents an analytical method for calculating laminar, transitional, and turbuient heating rates on general three-dimenaional bodies for a wide range of reentry flight conditions. A description of the computer program appears in Part II (NASA CR 111922).

For those filght conditions where aerodynamic heating is important, the flow fleld generally can be represented by a boundary layer adjacent to the surface and an inviscid layer between the boundary layer and bow shock wave. Reentry velocities are high enough to cause the gas in the shock layer to deviate from a perfect gas, but sufficiently low (less than $30,000 \mathrm{ft} / \mathrm{sec}$ ) that radiative heat transier is small compared to convective heating.

Numerical methods are currently available for calculating inviscid and boundary-layer flow-fields over two-dimensional and axisymmetric bodies at zero angle-of-attack (e.g. refs. 1 and 2). Also, methods for calculating inviscid flow fields over pointed and sphericaliy blunted three-dimensional bodies have been developed (e.g. refs. 3 and 4). However, these techniques require considerable storage and computational time on existing digital computers, and a satisfactory three-dimensional boundary-layer program is not available. The problem is further complicated by the fact that shuttle type configurations are general three-dimensional bodies whose geometry is difficult to describe analytically. During reentry they operate at large angles of attack, and laminar, transitional, and turbulent heating may occur.

If tractable solutions of three-dimensional flow fields are to be obtained, simplifying approximations must be used for the inviscid and viscous flowfields. A substantial simplification to the viscous flow field may be achieved by the axisymmetric analogue, or small crose flow approximation, for threedimensional boundary layers (refs. 5 and 6). This approximation allows the heat transfer rate along a surface inviscid streamilne to be calculated by any method applicable to an equivalent body of revolution at zero angle-of-attack provided the surface inviscid solution is known. Along each streamine the "equivalent radius" or scale factor replaces the radius of the body of revolution iti the axisymmetric analogue, and the distance along a streamline replaces distance along tha body of revolution. Thus each surface inviscid
streamine on the three-dimensional body corresponds to a different equivalent body of revolution at zero angle-of-zttack.

In order to apply the axisymmetric analogue, the invipid solution at the edge of the boundary layer must be known. For blunt nosed bodies with thin boundary layers, the flow fleld properties at the edge of the boundary layer axe nearly the same as the corresponding inviscid solution on the surface. If the surface streamlines are assumed to pass through the normal part of the bow shock wave, then the surface entropy (for a perfect or equilibrium gas) is equal to the entropy aft of the normal shock wave. ${ }^{+}$The remaining inviscid solution needed for the boundary layer solution can be calculated from the pressure distribution; and when the pressure distribution is unknown, modified Newtorian pressures can be used.

One of the mafor difficulties in applying the axisymmetric analogue is the calculation of the surface inviscid streamlines and the corresponding "equivalent radius" or scale factor. References 7, 8, and 9 present several approaches for calculating the surface inviscid streamlines. Approximate methods for determining the "equivalent radius" are given by Timmer (ref. 9), Pinkus and Cousin (ref, 10) and Vaglio-Laurin (ref. 11), wherias references 12 and 13 determined equivalent radii on blunted cones at an angle of attack by calculating the spacing between streamilnes. These approximate techniques are not satisfactory for general three-dimensional bodies.

DeJarnette and Davis (ref. 14) determined an enalytical expression for the "equivalent radius" on blunted cones at an angle of attack based on a simplified method for calculating the streamlines.* Laten DeJarnette and Tai (ref. 15) developed an "exact" method for calculating the streamines and "equivalent radius" from surface pressure distributions on axisymmetric bodias at an angile of attack. Both techniques are extended to general three-dimensional bodies in this report.

[^0]Another difficulty associated with the surface streamlines is their behavior in a three-dimensionai stagnation region. The stagnation point is a singular point (nodal point), and thus numerical problems are normally encountered there, These problems are solved in the present method by developing analytical axpressions for the streamline geometry and "equivalent radius" in the neighborhood of the stagnation point.

In tho application of the axibymmetric analogue along each ourface inviscid streamizne, methods are required for the calculation of laminar, transitional, and turbulent heating rates on an equivalent body of revolution at zero angle-of-attack. Techniques which involve the numerical solution of the appropriare boundary layer equations, e.g. ref. 2, could be used; however, this ayproach would destroy the simplicity and short computational time desired in the present method. Therefore, approximate solutions of the boundary layer equations th a body of revolution wi-l- be applied.
dees' method (ref. 16) was used with the axisymmetric analogue to calculate laminur heating rates on blunted cones at an angle of attack in referencea 14 and 15 , and the results compared well with experimental data. However, Lees' method neglects pressure gradient e:ifacts and is valid only for cold walls A A a better approximation, the present method uses the local similarity method of beckwith and Cohan (ref, 17), which includes the effects of presoure gradiants ind non-cold walls on laninar heating rates. However, special consideration must be given to the application of this method to three-dimensional stagnition points.

The amalytical calculetion of transftional heating rates and location of the thansition region has been unsuccessfull to date, and the reader is referred to ref; 2 for a discussion of chls phencmenon. For the present work; transitional retting rates are computed as a weighted sum of the laminar and turbulent hecting rates, using the weighting distribution of Dhawan and Narasimha (ref. 1E) Along a surface inviscid streamline, the beginning and end of transition may be specified optionally by one of the following three parametars:

1. jeometric jocation, or
2. value of local momentun thickness Reynclds number, or
3. Value of integrated unit Reynolde number along a streamline.

Many methods have been developed for calculating turbulent boundayy layer properties (see discussion in ref. 2). As a compromise between accurecy and simplicity, the techaique developed by Spalding and Cil (ref. 19) for calculating turbulent skin friction coefficients based on momentum thickness Reynolds number is used here. The momentum thickness is calculated from the integral method of Reshotko and Tucker (ref. 20) for use in Spalding and Chi's equations. Then the skin friction coafficients are converted to turbulent heating rates through von Karman's form of Raynolds analogy (see raf. 21).

For the applications herein, both a perfect gas and equilibrium air ara considered. Therefore, modifications to the methods of Spalding and Chi (raf. 19), and Reshotko and Tucker (ref. 20) are needed to make them aplicable to equilibrium air. To keep the computations down to a minimum, the corralation formulas of reference 22 are used for equilibrium air properties.

Results from the computer program are presented for a bluntea $15^{\circ}$ halfangle cone, blunted $70^{\circ}$ delte wing, and the HL-10 lifting body as example applications of the basic method.

SYMBOLS

| $a, b$ | parameters defined by eqs. (150) and (151) |
| :---: | :---: |
| ${ }^{\text {a }}$ | spead of sound at edge of boundary layer, ft/ser. |
| $a_{j}, b_{j}, c_{j}, a_{j}$ | conscants used in eq. (11) |
| $A_{1, k}$ | coefficients for spline function defined by eq. (25) |
| B | Ratio of principal valocity gradients, see eq. (107) |
| $B_{1, k}$ | coafficients for spline function desined by eq. (25) |
| $C$ ( $\beta$ ) | parameter used in eq. (95) |
| $C_{f}$ | local skin friction coefficient, $2 \tau_{w} /\left(\rho_{e} U_{e}^{2}\right)$ |
| $C_{E, 1}$ | Incompressible skin Eriction coefficient |
| D/DS | derivative along a stroamline |
| $\hat{e}_{N S}, \hat{e}_{T}, \hat{e}_{11}$ | unit vectors on body surface given by eqs. (33), (35), and (36) |

$\hat{e}_{s}, \hat{e}_{n}, \hat{e}_{\beta}$
$\hat{e}_{x}, \hat{e}_{r}, \hat{e}_{\phi}$
$e(\phi)$
f
$f_{\Delta}$
$\mathrm{F}_{\mathrm{c}}$
$F_{R \delta}$
$g$
h
$h_{\text {aw }}$
$h_{b 1}, h_{e}$
$h_{w}$
$h_{E}$
$h_{8}$
H
$\mathrm{H}_{1}$
$\mathrm{H}_{\mathrm{tr}}$
$h_{2}$
$\mathrm{H}_{\mathrm{s}}$
m
M
n
$N_{S T}, N_{S T, 1}$
p
$p_{j}, q_{j}, u_{j}$
unit vectors in struamline coordinate system, eqs. (37), (34), and (38)
unit vectors in cyilndrical coordinate sybtem, see fig. 3
eccentricity of contc section
body radius, measured from longitudinal axjs
cuble epline function for body radiun
function defined by eq. (177)
function defined by eq. (171)
function defined by eq. (29)
scale factor in $\beta-d i$ rection, $d q=h d \beta$
adiabaric wall enthalpy, $\mathrm{ft}^{2} / \mathrm{sec}^{2}$
enthalpy inside and at edge of boundary layer, respectively, $\mathrm{ft}^{2} / \mathrm{sec}^{2}$
whil enthalpy, $\mathrm{ft}^{2} / \mathrm{sec}^{2}$
reterence enthalpy, $2.119 \times 10^{8} \mathrm{ft}^{2} / \mathrm{sec}^{2}$
scale factor in s-direction, $d s=h_{s} d \xi$
_compressible form factor, $H=\delta * / \theta_{m}$
incompressible form factor
transformed form factor
static enthalpy aft of normal shock, $\mathrm{ft}^{2} / \mathrm{sec}^{2}$
free-stream stagnation enthalpy, $\mathrm{ft}^{2} / \mathrm{sec}^{2}$
coefficient used in cubic apline function
Mach number
straight-line distance normal to body surface
compressible and incompressible Stanton numbers, respectively
pressure, $\mathrm{lb} / \mathrm{ft}^{2}$
parameters defined by eq. (12)

| Pr | Prandtl number |
| :---: | :---: |
| 9 | distance normal to streamline on boany errface, dq m d |
| $q_{w}$ | heat-transfer rate at well, BTU/ft ${ }^{2}$-sec |
| $\underline{r}$ | Dody radius ( $\quad$ = f) |
| $R_{0}(\phi)$ | body radius of curvature at mose |
| $\mathrm{R}_{T}, R_{11}$ | principal body radil of curvature at stagnation point |
| $R_{\delta}, R n_{m}$ | momentum thicknesa Reynolds number |
| $\mathrm{Rn} \mathrm{I}_{2}$ $\overline{\mathrm{R}}$ | Integrated unit Reynolds number, $\int_{0}^{s} \frac{\rho_{e}^{U} U_{e} d S}{\mu_{e}}$ gas constant for undissociated air, $1716 \mathrm{ft}^{2} / \mathrm{sec}^{2}-{ }^{\circ} \mathrm{R}$ |
| 信 | position vector for points on body |
| S | distance along a stramline, mearured from stagnation point $\left(d S=h_{g} d \xi\right)$ |
| $S_{11}, S_{T}$ | bedy coordinates at stagnation point |
| $\stackrel{\square}{s}$ | entrepy |
| $t$ | time, sec |
| $\mathrm{t}_{e}$ | enthalpy ratio, $\mathrm{he}_{\mathrm{e}} / \mathrm{H}_{s}$ |
| T | temperature, ${ }^{\circ} \mathrm{R}$ |
| $U_{1} U_{e}$ | velocity inside and at edge of koundary layer, respectively, fe/sec |
| $U_{G}^{+}$ | function defined by eq. (174) |
| $\mathrm{v}_{2}$ | velocity aft of normal shock wave, ft/sec |
| V | inviscid speed on surface, ft/sec |
| $\overrightarrow{\mathrm{V}}$ | Inviscid velocity on surface, ft/sec |
| $\mathrm{V}_{11}, \mathrm{~V}_{T}$ | velocity components along $S_{11}$ and $S_{T}$, ft/sec |
| $\hat{V}_{\infty}$ | unit vector in direction of freestream velocity vector |
| ${ }^{\mathbf{w}}$ | weighting function given by eq. (161) |
| $x, y, z$ | Cartesian coordinates |

edge of boundary layer
laminar value
staguation point

```
tuxb turbulent value
w evaluated at wall
E evaluated on e-circle, (see fig. 6)
\infty freestream conditions
tre end of transition region
tri beginning of transition region
2 conditions aft of normal shock wave
```

ANALYSIS

Geometry for General Three-Dimensional Bodies
Before heating rates can be calculated, a description of the body geometry is needed which yields slopes and radii of curvature in both the axial and circumferential directions. If the body could be described by amalytic equations, these results would be easily obtainable. However, the geometry of shuttletype configurations cannot, in general, be represented by an analytic equation. Often only the courdinates of the body at several axial.stations are known, and the body geometry must be generated from this data. Therefore, a numerical method is required to generate the body shape and calculate slopes and radil of curvature at any position on the body. This mechod must be capable of performing numerical interpolation and differentiation reasonably accurately.

It is wall known that numerical differentiation is generally inaccurate. However, the method of splines (see ref. 23) has been proven to be an affective method for numerical differentiation, integration, and interpolation. The effectiveness of the cubic spline to perform these operations accurately is a consequence of the strong convergence properties it possesses. Before discussing the two-dimensional cubic spline, which is needed to describe a three-dimensional body, the one-dimensional splins will be developed first.

To 11lustrate the cubic spine for one dimension (one independent variabla), consider the coordinates of a body cross-section (viewed from the rear) with otie plane of symmetry as shown in figure 1.


For the interval $0 \leq \phi \leq \pi$, a mesh $\Delta$ of body positions is given by ( $y_{j}, z_{j}$ ) with $j=1,2, \ldots, j_{m}$. It is convenient to transform these cocrainates into polar coordinates ty the transformation

$$
\begin{align*}
& x_{j} \equiv f_{j}=\left[y_{j}{ }^{2}+z_{j}{ }^{2}\right]^{1 / 2}  \tag{1}\\
& \phi_{j}=\tan ^{-1}\left(z_{j} / y_{j}\right) \tag{2}
\end{align*}
$$

where

$$
0=\phi_{i}<\phi_{2}<\ldots<\phi_{j_{m}}=\pi
$$

and $\phi$ is the independent variable. Then the cubic spline for this mesh yields a function $f_{\Delta}(\phi)$ which is (1) continuous with its first and second derivatives on $[0, \pi]$, (2) crincides with a cubic in each subinterval $\phi_{f-1} \leq \phi \leq \phi_{j}(j=$ $\left.2,3, \ldots . j_{m}\right)$, and (3) satisfies $f_{\Delta}\left(\phi_{j}\right)=f_{j}\left(j=1,2, \ldots, j_{m}\right)$. Note that the points $\phi_{1}, \phi_{2}, \cdots, \phi_{J_{m}}$ need not be equally spaced.

Denoting $f_{\Delta}^{\prime \prime}\left(\phi_{j}\right)=\frac{d^{2} f_{\Delta}\left(\phi_{j}\right)}{d \phi^{2}}$ by $m_{j}$, the cubic spine on the oubinterval $\left[\phi_{j-1}, \phi_{j}\right]$ is assumed to have a linear variation of the second derivative, i.e.

$$
\begin{equation*}
f_{\Delta}^{\prime \prime}(\phi)=m_{j-1} \frac{\left(\phi_{j}-\phi\right)}{\Delta \phi_{j}}+m_{j} \frac{\left(\phi-\phi_{j-1}\right)}{\Delta \phi_{j}} \tag{3}
\end{equation*}
$$

where $\Delta \phi_{j}=\phi_{j}-\phi_{j-1}$. Then by integrating the above expression and evaluating the constants of integration, the first derivative and spinne functions on $\left[\phi_{j-I}, \phi_{j}\right]$ are
$f_{A}^{\prime}(\phi)=-m_{j-1} \frac{\left(\phi_{j}-\phi\right)^{2}}{2}+m_{j} \frac{\left(\phi-\phi_{j}\right)^{2}}{2} \frac{\left(f_{j}-f_{j-1}\right)}{\Delta \phi_{j}}+\left(m_{j}-m_{j-1}\right) \frac{\Delta \phi_{j}}{6}$
$f_{\Delta}(\phi)=m_{j-1} \frac{\left(\phi_{j}-\phi\right)^{3}}{6 \Delta \phi_{j}}+m_{j} \frac{\left(\phi-\phi_{j-1}\right)^{3}}{6 \Delta \phi_{j}}+\left[f_{j-1}-\frac{m_{j-1} \Delta \phi_{j}^{2}}{6}\right] \frac{\left(\phi_{j}-\phi\right)}{\Delta \phi_{j}}$

$$
\begin{equation*}
+\left[f_{j}-\frac{m_{j} \Delta \phi_{j}}{\epsilon}\right] \frac{\left(\phi-\phi_{j-1}\right)}{\Delta \phi_{j}} \tag{5}
\end{equation*}
$$

In order to apply the equations above, it remains to calculate the second derivatives $m_{j}$ at the mesh points. By virtue of equations (3) and (5), the functions $f_{\Delta}^{\prime \prime}(\phi)$ and $f_{\Delta}(\phi)$ are continuous on $[0, \pi]$. By equating the onensided Iinits of the derivatives at each interior mesh point, $f_{\Delta}^{\prime}\left(\phi_{j}{ }^{-}\right)=f_{\Delta}^{\prime}\left(\phi_{j}{ }^{+}\right)$, the function $f_{\Delta}^{\prime}(\phi)$ becomes continuous on $[0, \pi]$. These relations yield

$$
\begin{equation*}
\frac{\Delta \phi_{j}}{6} m_{j-1}+\left(\Delta \phi_{j}+\Delta \phi_{j+1}\right) \frac{m_{1}}{3}+\frac{\Delta \phi_{j+1}}{m_{1}+1}=\frac{f_{j+1}-f_{j}}{\Delta \phi_{j+1}}-\frac{\left(f_{j}-f_{j-1}\right)}{\Delta \phi_{j}} \tag{6}
\end{equation*}
$$

for $j=2,3, \ldots, j_{m}-1$.
Equation (6) gives ( $j_{m}-2$ ) simultaneous equations in the $j_{m}$ unknowns $m_{1}$, $m_{2}, \ldots, m_{j_{m}}$. Therefoxe two additional conditions must be specified, the "end conditions", to determine all. the $m_{j}$ 's. If the slopes at the end points, $f_{\Delta}^{\prime}\left(0^{+}\right)$and $f_{\Delta}^{\prime}\left(\pi^{-}\right)$, are known, the one-sided derivatives from equation (4) provide the relations

$$
\begin{equation*}
2 m_{1}+m_{2}=\frac{\sigma}{\Delta \phi_{2}}\left[\frac{\dot{x}_{2}-f_{1}}{\Delta \phi_{1}}-f_{\Delta}^{\prime}\left(0^{+}\right)\right] \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
m_{j_{m}-1}+2 m_{j_{m}}=\frac{6}{\Delta \phi_{j_{m}}}\left[f_{\Delta}^{\prime}(\pi)+\frac{f_{j_{m}}-1-f_{j_{m}}}{\Delta \phi_{j_{m}}}\right] \tag{8}
\end{equation*}
$$ dictates that $f^{\prime}\left(0^{+}\right)=f^{\prime}\left(\pi^{-}\right)=0$. Some are assumed constant over the end $1 n-$ and the second derivatives at the ends are assumed constant over the end in e texvals, ie.

$$
\begin{equation*}
m_{1}=m_{2} \tag{9}
\end{equation*}
$$

Another type of end condition is that symmetry requirements may dictate that

No matter which of the three types of end conditions is used, the system of equations given by equation ( 6 ) and the end conditions may be written as

$$
\begin{gather*}
b_{1} m_{1}+c_{1} m_{2}=d_{1} \\
a_{2} m_{1}+b_{2} m_{2}+c_{2} m_{3}=d_{2} \\
a_{3} m_{2}+b_{3} m_{3}+c_{3} m_{4}=d_{3}  \tag{11}\\
a_{j_{m}-1} m_{j_{m}-2}+b_{j_{m}-1} m_{j_{m}-1}+c_{j_{m}-1} m_{j_{m}}=d_{j_{m}-1} \\
a_{j_{m}} m_{j_{m}-1}+b_{j_{m} m_{j}}=d_{j_{m}}
\end{gather*}
$$

where $a_{j}, b_{j}, c_{j}$, and $c_{j}$ are constants. is is is a syst
for the $m_{j}^{\prime} s$, and it is of the for solving this system is given on page 14 of A very efficient algorithm for following parameters are formed (for

$$
\begin{align*}
& \left.j=1,2, \ldots, j_{m}\right): \quad p_{j}=a_{j} a_{j-1}+b_{j} \quad\left(q_{0}=0\right)  \tag{12}\\
& q_{j}=-c_{j} / p_{j} \\
& u_{j}=\left(a_{j}-a_{j} u_{j-1}\right) / p_{j} \quad\left(u_{0}=0\right)
\end{align*}
$$

Then by successive elimination of $m_{1}, m_{2}, \ldots, m_{j_{m}}-1$ from the $2 n d, 3 r d, \ldots$, $j_{m}$-th equations of (12), the following equivalent equation system results:

$$
\begin{align*}
& \mathfrak{m}_{\mathfrak{j}}=u_{j_{m}} \\
& m_{j}=q_{j} m_{j+1}+u_{j}  \tag{13}\\
& \left(j=j_{m}-1, j_{m}-2, \ldots, 1\right)
\end{align*}
$$

These relations yi.eld $m_{j_{m}}, m_{j_{m}}-1, \ldots, m_{1}$ successively. Once the $m_{j}{ }^{\prime}$ s are evaluated, the functions $f_{\Delta}(\phi), f_{\Delta}^{\prime}(\phi)$, and $f_{\Delta}^{\prime \prime}(\phi)$ can be aasily calculated from equations (5), (4), and (3), respectively, for any value of $\phi$ in the interval $0 \leq \phi \leq \pi$.

The three-dimensional bodies considered herein will be described by $x=$ $f(x, \phi)$ where $x$ is distance along the axis from the nose, $\phi$ is the circumferential position, $\phi=\tan ^{-1}(z / y)$, and $r$ is the radius from the axis, $x=\sqrt{y^{2}+z^{2}}$. Cylindrical coordinates were chosen over Cartesian coordinates in order to avoid infinite body slopes in the cross-sectional planes. The body shape is generated from the coordinates ( $y_{i j}, z_{i j}$ ) of cross sections at several axial stations $x_{1}$, $x_{2}, \ldots, x_{i_{m}}$ (see fig, 2).


Side view


View from rear

Figure 2. - Body coordinates

Here a two-dimensional spilne function is neednd to describe the body, and the body shape may be a general three-dimensional tody except for the following restrictions:

1. The body must have at least one plane of symmetry.
2. The body radius $r=f(x, \phi)$ must be single valued.
3. The nose of the body must be located at $x=0$ and at this position $f(0, \phi)=0$ and $\frac{\partial f}{\partial x}(0, \phi) \rightarrow \infty$.
Since the body has at least one plane of symmetry. Let this plane be the $x-y$ plane and only the half body $0 \leq \phi \leq \pi$ need be described. A simple doubly cubic spline (see Chapter VII of ref. 23) is used to generate the body shape from the input coordinates. The rectangular region $0 \leq x \leq x_{i_{m}}, 0 \leq \phi \leq \pi$ is subdivided into a family of subrectangles $x_{1-1} \leq x \leq x_{i}, \phi_{k-1} \leq \phi \leq \phi_{k}$ where $0 \approx x_{1}<x_{2}<\ldots x_{1_{m}}$ and $0=\phi_{1}<\phi_{2}<\ldots \phi_{g_{m}}=\pi$. Thus the simple doubly cubic spline for this two-dimensional mesh yields a function $f_{\Delta}(x, \phi)$ which is: (1) an element of $C_{2}{ }^{4}(R)$, where $C_{r}{ }^{n}(R)$ is the family of functions $f_{\Delta}(x, \phi)$ on the rectangular region $R$ whose $n-t h$ order partial derivatives, involving no more than r-th order differentiation with respect to a single variable, exist and are continuous; (2) is a double cubic in each subrectangle, and (3) satisfies $f_{\Delta}\left(x_{i}, \phi_{k}\right)=f_{i k}$ for each point of the double mesh.

To see how the one-dimensional cubic spline can be extended to the twodimensional cubic spline, apply the one dimensional spline function $f_{\Delta}(\phi)$ of equation (5) to each cross section of the body at $x_{2}, x_{3}, \ldots, x_{1_{m}}$. If the coordinates $\phi_{f}$ are chosen to be the same in each cross section, then the apline function becomes

$$
\begin{align*}
f_{\Delta}\left(x_{i}, \phi\right) & =m_{j-1}\left(x_{i}\right) \frac{\left(\phi_{j}-\phi\right)^{3}}{6 \Delta \phi_{j}}+m_{j}\left(x_{1}\right) \frac{\left(\phi-\phi_{j-1}\right)^{3}}{6 \Delta \phi_{j}}+\left[f_{j-1}\left(x_{1}\right)-\frac{m_{j-1}\left(x_{i}\right) \Delta \phi_{j}^{2}}{6}\right] \frac{\left(\phi_{j}-\phi\right)}{\Delta \phi_{1}} \\
& +\left[f_{f}\left(x_{i}\right)-m_{j}\left(x_{1}\right) \frac{\Delta \phi_{j}^{2}}{6}\right] \frac{\left(\phi-\phi_{j-1}\right)}{\Delta \phi_{j}} \tag{14}
\end{align*}
$$

The quantities which change from one x-station to another are $m_{j-1}\left(x_{i}\right), m_{j}\left(x_{i}\right)$, $f_{j-1}\left(x_{i}\right)$, and $f_{j}\left(x_{i}\right)$. Hence, $f_{\Delta}\left(x_{f}, \phi\right)$ could be applied to any general axial position to yield $f_{\Delta}(x, \phi)$ if the $x$-variation of $m_{j-1}(x), m_{j}(x), f_{j-1}(x)$, and $f_{j}(x)$ were known. These variations may be determined by forming one-dimensional cubic splines of $m_{j}(x)$ and $f_{f}(x)$ from the values of $m_{j}\left(x_{i}\right)$ and $f_{f}\left(x_{i}\right)$ at $x=x_{1}, x_{2}, \ldots, x_{1_{m}}$ for each value of $j=1,2, \ldots, j_{m}$.

The one-dimensional cubic spline function $f_{j}(x)$ presents an immediate problem because the end condition $\frac{d f_{f}(0)}{d x}+\infty$ at the nose cannot be handled. However, for the region $0=x_{1} \leq x \leq x_{2}$, the axial variation of the radius $r=f(x, \phi)$ for $\phi=$ constant can be described by a general conic sectizin for most bodies of interest. This general conic section may be written as

$$
\begin{equation*}
[f(x, \phi)]^{2}=2 R_{c}(\phi) x+\left[e^{2}(\phi)-1\right] x^{2} \tag{15}
\end{equation*}
$$

where $R_{0}(\phi)$ is the nose radius of curvature and $e(\phi)$ is the eccentricity of the general conic section (e $=0$ for a circle, $0<e<1$ for an elipse, e $=1$ for a parabola, and $e>1$ for a hyperbola). Therefore, if the function $f^{2}(x, \phi)$ is used for the doubly cubic spilne, in lieu of $f(x, \phi)$, this function is well behaved at $x=0$, because

$$
\begin{equation*}
\frac{\partial \tilde{E}^{2}(0, \phi)}{\partial x}=2 R_{0}(\phi) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial^{2} f^{2}(0, \phi)}{\partial x^{2}}=2\left[e^{2}(\phi)-1\right] \tag{17}
\end{equation*}
$$

Thus for the region $0=x_{1} \leq x \leq x_{2}$ it is seen that

$$
\begin{equation*}
\frac{\partial^{2} f^{2}(x, \phi)}{\partial x^{2}}=2\left[e^{2}(\phi)-1\right] \tag{18}
\end{equation*}
$$

which means that

$$
\begin{equation*}
\frac{\partial^{2} f^{2}\left(x_{1}, \phi\right)}{\partial x^{2}}=\frac{\partial^{2} f^{2}\left(x_{2}, \phi\right)}{\partial x^{2}} \tag{19}
\end{equation*}
$$

and also

$$
\begin{equation*}
\frac{\partial^{4} f^{2}\left(x_{1}, \phi\right)}{\partial x^{2} \partial \phi^{2}}=\frac{\partial^{4} f^{2}}{\partial x^{2} \partial \phi^{2}}\left(x_{2}, \phi\right) \tag{20}
\end{equation*}
$$

These two equations are needed for the end conditions below.
In view of the foregoing considerations, the doubly cubic spline representation for $f^{2}(x, \phi)$ is

$$
\begin{align*}
f_{\Delta}^{2}(x, \phi) & =m_{k-1}(x) \frac{\left(\phi_{k}-\phi\right)^{3}}{\Delta \phi_{k}}+m_{k}(x) \frac{\left(\phi-\phi_{k-1}\right)^{3}}{6} \frac{\Delta \phi_{k}}{k} \\
& +\left[f_{k-1}^{2}(x)-m_{k-1}(x)-\frac{\Delta \phi_{1}^{2}}{6}\right] \frac{\left(\phi_{k}-\phi\right)}{k} \\
& +\left[f_{k}^{2}(x)-m_{k}(x) \frac{\Delta \phi_{k}^{2}}{6}\right] \frac{\left(\phi-\phi_{k-1}\right)}{\Delta \phi_{k}} \tag{21}
\end{align*}
$$

where the points $0=\phi_{1} \leqslant \phi_{2} \leqslant \ldots \phi_{k_{m}}$ are chosen to be equally spaced* around the circumference at each axial station ( $\Delta \phi_{k}=\phi_{k}-\phi_{k-1}=$ constant). In equation (21)

$$
\begin{equation*}
m_{k}(x)=\frac{\partial^{2} f^{2}\left(x, \phi_{k}\right)}{\partial \phi^{2}} \tag{22}
\end{equation*}
$$

and $m_{k}(x)$ and $f_{k}^{2}(x)$ are determined from one-dimensional cubic spline fits to the data $m_{k}\left(x_{i}\right)$ and $f_{k}^{2}\left(x_{i}\right)$, respectively, for $i=1,2$, ..., $i_{m}$. For $x_{i-1} \leq x \leq x_{i}$ these functions take the form

$$
\begin{align*}
m_{k}(x) & =B_{i-1, k} \frac{\left(x_{i}-x\right)^{3}}{6 x_{i}}+B_{i, k} \frac{\left(x-x_{i-1}\right)^{3}}{6 x_{i}} \\
& +\left[m_{i-1, k}-B_{i-1, k} \frac{\Delta x_{i}^{2}}{6}\right] \frac{\left(x_{i}-x\right)}{\Delta x_{i}} \\
& +\left[m_{i, k}-B_{i, k} \frac{\Delta x_{i}^{2}}{6}\right] \frac{\left(x-x_{i-1}\right)}{\Delta x_{i}} \tag{23}
\end{align*}
$$

[^1]and
\[

$$
\begin{align*}
f_{k}^{2}(x) & =A_{1-1, k} \frac{\left(x_{i}-x\right)^{3}}{6 \Delta x_{1}}+A_{1, k}-\frac{\left(x-x_{i-1}\right)^{3}}{6 \Delta x_{1}} \\
& +\left[f_{1-1, k}^{2}-A_{1-1, k}-\frac{\Delta x_{1}^{2}}{6}\right] \frac{\left(x_{1}-x\right)}{\Delta x_{1}} \\
& +\left[f_{1, k}^{2}-A_{1, k} \frac{\Delta x_{1}^{2}}{6}\right] \frac{\left(x-x_{1-1}\right)}{\Delta x_{1}} \tag{24}
\end{align*}
$$
\]

where

$$
\begin{align*}
& A_{i, k} \equiv \frac{\partial^{2} f^{2}}{\partial x^{2}}\left(x_{1}, \phi_{k}\right) \\
& B_{i, k} \equiv \frac{\partial^{4} f^{2}\left(x_{1}, \phi_{k}\right)}{\partial \phi^{2} \partial x^{2}}  \tag{25}\\
& \Delta x_{i} \equiv x_{i}-x_{1-1}
\end{align*}
$$

The end conditions at $x=0$ follow from equations (19) and (20) as

$$
\begin{equation*}
B_{1, k}=B_{2, k} \quad \text { and } \quad A_{1, k}=A_{2, k} \tag{26}
\end{equation*}
$$

In addition, it is assumed that at the end of the body

$$
\begin{equation*}
B_{i_{m}-1, k}=B_{i_{m}, k} \quad \text { and } \quad A_{i_{m}}-1, k=A_{1_{m}}, k \tag{27}
\end{equation*}
$$

These last two conditions imply that $\frac{\partial^{2} f^{2}\left(x, \phi_{k}\right)}{\partial \phi^{2}}$ and $f^{2}\left(x, \phi_{k}\right)$ have at most a quadratic variation in $x$ over the last subinterva] [ $x_{1_{m}}-1 ; x_{1_{m}}$ ].

In the application of the cubic spline, it should be noted that the spine function passes through every input coordinate point. Therefore, if an input. point is incorrect, the spline function still passes through that point. On the other hand, the resulting derivatives from the spline function represent a smoothing of the actual derivatives (see pp, 42-44 of ref. 23). When accurate second derivatives are desired, a spline-fit of the first derivatives (called a syline-on-spline) has been found to be an effective tool.

## Inviscld Surface Streamlines

In order to apply the axisymmetric analogue to three-dimensional boundary layers, it is necessary to trace out inviscid surface streamlines and calculate the corresponding "equivaient radius" or scale factor along each streamine. This scale factor ( $h$ ) is the netric coefticienr for the coordinate 6 normal to the streamilne and on the suxface of the body. It is a measure of the divergence of the streambines as they wrap around the body,

An orthogonal coordinate system will be used for the streamjine geomerry, Let the differential of arc length along a streamline be $d S=h_{s} d \xi$, the differential of arch length norinal to a stramline (but on the body surface) be dq a $h \mathrm{~dB}$, and the differential of distance normal to the surface be dn. Both $h_{s}$ and $h$ are metric coefficients or scale factors for the coordinates $\xi$ and $\beta$, respectively; however, only the scale factor $h$ is needed for the application of the axisymmetric amalogue. Since the coordinate $n$ is the straight-inne distance normal to the surface, its scale factur is unity. Along a streamline the coordinate $\beta$ is constant, but it varies from one streamline to another,

Define the body geometry by Monge's form $r=f(x, \phi)$ in a cylindrical coordinate system with the unit vectors $\hat{e}_{x}, \hat{e}_{r}$, and $\hat{e}_{\phi}$ in the $x, r$, and $\phi$ directions, respectively (see fig. 3). Note that the cross section at the right of figure 3 is viewed from the reax and that the coordinate system is zight handed.


Side View


Rear View

Figure 3. Body Geomerry

## Define

$$
F(x, r, \phi) \equiv r-f(x, \phi)=0
$$

then the unit vector normal (outer) to the surface is

$$
\begin{equation*}
\hat{e}_{n}=\frac{\nabla F}{|\nabla F|}=\frac{-\frac{\partial f}{\partial x} \hat{e}_{x}+\hat{e}^{y}-\frac{1}{f} \frac{\partial f}{\partial \phi} \hat{e}_{\phi}}{g} \tag{28}
\end{equation*}
$$

where

$$
\begin{equation*}
g \equiv\left(\frac{\partial f}{\partial x}\right)^{2}+1+\left[\frac{1}{f} \frac{\partial f}{\partial \phi}\right]^{2} \tag{29}
\end{equation*}
$$

Define the body angle $\Gamma(x, \phi)$ by

$$
\begin{equation*}
\sin \Gamma=\frac{\frac{\partial f}{\partial x}}{g^{1 / 2}} \tag{30}
\end{equation*}
$$

where $-\pi / 2 \leq \Gamma \leq \pi / 2$ and also the body angle $\delta_{\phi}(x, \phi)$ by

$$
\begin{equation*}
\sin \delta_{\psi}=\frac{\frac{1}{f} \frac{\partial f}{\partial \phi}}{\left[1+\left(\frac{1}{f} \frac{\partial f}{\partial \phi}\right)^{2}\right]^{1 / 2}} \tag{31}
\end{equation*}
$$

where $-\pi / 2 \leq \delta_{\phi} \leq \pi / 2^{*}$ (see fig. 4). From eqs. (30) and (31) it also follows that

$$
\cos \Gamma=\frac{1}{\cos \delta_{\phi} \mathrm{g}^{1 / 2}}
$$

and

$$
\cos \delta_{\phi}=-\frac{1}{\left[1+\left(\frac{1}{f} \frac{\partial f}{\partial \phi}\right)^{2}\right]^{1 / 2}}
$$

Now the unit normal vector (eq. (28)) becomes

$$
\begin{equation*}
\hat{e}_{n}=-\sin \Gamma \hat{e}_{x}+\cos \Gamma\left(\cos \delta_{\phi} \hat{e}_{r}-\sin \delta_{\phi} \hat{e}_{\phi}\right) \tag{32}
\end{equation*}
$$

As shown in fig. 4 the unit vector

$$
\begin{equation*}
\hat{e}_{N N}=\cos \delta_{\phi} \hat{e}_{Y}-\sin \delta_{\phi} \hat{e}_{\phi} \tag{33}
\end{equation*}
$$

is perpendicular to the curve of the body in a cross-sectional plane (but generally not normal to the body surface). Using eq. (33) in eq. (32), the unit

* For an axisymmetric body, $\frac{\partial f}{\partial \phi} \equiv 0$ and henca $\delta_{\phi} \equiv 0$.
normal vector can be written compactly as

$$
\begin{equation*}
\hat{e}_{n}=-\sin \Gamma \hat{e}_{x}+\cos \Gamma \hat{e}_{N N} \tag{34}
\end{equation*}
$$

The unft vector tangent to the body curve in a cross-sectional plane (and also tangent to the body, see fig. 4) is

$$
\begin{equation*}
\hat{\epsilon}_{T} \equiv \hat{\epsilon}_{x} \times \hat{e}_{N N}=\cos \delta_{\phi} \hat{e}_{\phi}+\sin \delta_{\phi} \hat{e}_{r} \tag{35}
\end{equation*}
$$

and the unit vector tangent to the body surface anc normal to $\mathrm{E}_{\mathrm{T}}$ is

$$
\begin{equation*}
\hat{e}_{11} \equiv \hat{e}_{\mathrm{n}} \times \hat{e}_{\mathrm{T}}=\cos \Gamma \hat{e}_{\mathrm{x}}+\sin \Gamma \hat{e}_{N N} \tag{36}
\end{equation*}
$$

Thus $\hat{e}_{11}$, $\hat{\hat{k}}_{n}$, and $\hat{e}_{2}$ are a set of mutually perpendicular unit vectors with $\hat{e}_{11}$ and $\hat{e}_{\mathrm{T}}$ tangent to the body surface.


In order to determine the slope of an inviscid surface streamline, let $\hat{e}_{s}$ be a unit vector in the direction of the streamline with $\theta$ the angle betwean $\hat{e}_{s}$ and $\hat{e}_{1!}$. Then

$$
\begin{equation*}
\hat{e}_{s} \equiv \cos e \hat{e}_{11}+\sin \theta \hat{e}_{T} \tag{37}
\end{equation*}
$$

where $0 \leq \theta \leq \pi$ and it is easily verified that $\hat{e}_{s} \cdot \hat{e}_{n}=0$. Define $\hat{e}_{\beta}$ as the unit vector targent to the surface and normal to $\hat{e}_{s}, 1, e$.

$$
\begin{equation*}
\hat{e}_{\beta} \equiv \hat{e}_{n} \times \hat{e}_{\mathrm{n}}=-\sin \theta \hat{e}_{11}+\cos \theta \hat{e}_{\mathrm{T}} \tag{38}
\end{equation*}
$$

Here also $\hat{e}_{s}, \hat{e}_{n}$, and $\hat{e}_{\beta}$ are a set of mutually perpendicular unit vector with $\hat{e}_{s}$ and $\hat{\beta}_{\beta}$ tangent to the body surface. In terms of the unit vectors in cylindrical coordinates, eqs. (33), (35), and (36) may be used in eqs. (37) and (38) to write $\hat{e}_{s}$ and $\hat{e}_{\beta}$ as

$$
\begin{align*}
\hat{e}_{s-} & =\cos \theta \cos \Gamma \hat{\epsilon}_{x}+\left(\sin \theta \sin \delta_{\phi}+\cos \theta \cos \delta_{\phi} \sin \Gamma\right) \hat{e}_{x} \\
& +\left(\sin \theta \cos \delta_{\phi}-\cos \theta \sin \delta_{\phi} \sin \Gamma\right) \hat{e}_{\phi} \tag{39}
\end{align*}
$$

and

$$
\begin{align*}
\hat{e}_{\beta} & =-\sin \theta \cos \Gamma \hat{e}_{x}+\left(\cos \theta \sin \delta_{\phi}-\sin \Gamma \sin \theta \cos \delta_{\phi}\right) \hat{e}_{x} \\
& +\left(\cos \theta \cos \delta_{\phi}+\sin \theta \sin \delta_{\phi} \sin \Gamma\right) \hat{e}_{\phi} \tag{40}
\end{align*}
$$

In order to trace out an inviscid surface streamine, it is first necessary to determine the angle $\theta$ along the streamilne. This angle can be obtained from the inviscid momentum equations (Euier's equations) applied along the surface of the body.

Euler's equation may be written as

$$
\frac{D \vec{V}}{D t}=\frac{-\nabla p}{\rho}
$$

where the operator $\frac{D}{D t}$ is the time derivative along a streamline (for steady flows) and is related to the derivative D/DS as follows:

$$
\frac{D}{D t}=\frac{D S}{D t} \frac{D}{D S}=V \frac{D}{D S}
$$

where $\frac{D}{D S}=\frac{l}{h_{s}} \frac{\partial}{\partial \xi}$ is the derivative along a streamline and again $D S=d S=h_{s} d \xi$ is the differential of arc length along a streamine. With $\vec{V}=V \hat{e}_{s}$ the accelaration vector becomes

$$
\begin{equation*}
\frac{D \vec{V}}{D \tau}=V \frac{D \vec{V}}{D S}=V \frac{D V}{D S} e_{5}+V^{2}-\frac{D e^{s}}{D S} \tag{41}
\end{equation*}
$$

The pressure gradient in streamine coordinates is

$$
\begin{equation*}
\nabla p=\frac{D p}{D S} \dot{e}_{G}+\frac{1}{h} \frac{\partial p}{\partial \beta} \dot{e}_{\beta}+\frac{\partial p}{\partial n} e_{n} \tag{42}
\end{equation*}
$$

Thus Euler's equations become

$$
\begin{equation*}
V \frac{D V}{D S} \dot{e}_{s}+V^{2} \frac{D e_{S}}{D S}=-\frac{1}{\rho}\left[\frac{D p}{D S} \dot{e}_{s}+\frac{1}{h} \frac{\partial p}{\partial B} \dot{e}_{\beta}+\frac{\partial p}{\partial n} \ddot{e}_{n}\right] \tag{43}
\end{equation*}
$$

The scalar product of $\dot{e}_{s}$ with eq. (43) yields the familiar equation

$$
\begin{equation*}
V \frac{D V}{D S}=-\frac{1}{\rho} \frac{D \rho}{D S} \tag{44}
\end{equation*}
$$

where it is noted that

$$
\frac{D e_{s}}{D S} \cdot \hat{e}_{s}=0
$$

follows from $e_{G} e_{s}=1$. Next, the scalar product of $e_{\beta}$ with eq. (43) gives

$$
\begin{equation*}
V^{2} \frac{D \hat{e}_{B}}{D S} \cdot \hat{e}_{B}=-\frac{1}{\partial h} \frac{\partial p}{\partial B} \tag{45}
\end{equation*}
$$

To evaluate the left side of this equation, the scalar product of $\hat{e}_{\beta}$ with the derivative of eq. (39) rasults in

$$
\begin{equation*}
d e_{s} \cdot \hat{e}_{B}=d \theta+\sin i d \sigma \tag{46}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma=\phi-\delta_{\phi} \tag{47}
\end{equation*}
$$

and the angle $\sigma$ is shown on fig. $4 .^{*}$ Substitute eq. (46) into Eq. (45) to obtain

$$
\begin{equation*}
\frac{D \theta}{D S}+\sin \Gamma \frac{D}{D S}=-\frac{1}{\rho V^{2}} \frac{1}{\hbar} \frac{\partial p}{\partial \beta} \tag{48}
\end{equation*}
$$

This is the streamline equation in that it gives the angle $\theta$ along a streamine. However, before it can ba epplied, transformation operators are necessaiy to relate $\frac{\partial g}{D S}$ and $\frac{1}{h} \frac{\partial D}{\partial \beta}$ to derivatives in cylindrical coordinates. These * In obtaining eq. (46) from (39), note that $d \dot{e}_{r}=\dot{e}_{\phi} d \phi$ and dè $\hat{e}_{\phi}=-\hat{e}_{r} d \phi$.

## transformation operators are derived below.

Let $\vec{p}$. be the position vector of any point on the body surface relative to the origin of the cyindrical coordinate system ( $x=0, r=0$ ). Since the body normal coordinate $n$ is zero on the surface of the body where $r=f(x, \phi)$, the position vector can be written as $\overrightarrow{\mathbb{R}}=\vec{k}(x, \phi)$ and thus

$$
\begin{align*}
d \vec{R} & =\frac{\partial \vec{R}}{\partial x} d x+\frac{\partial R}{\partial \phi} d \phi \\
& =\hat{e}_{x} d x+\hat{e}_{\phi} f d \phi \tag{49}
\end{align*}
$$

(see ref. 24). In terms of streamline coordinates on the body surface, the position vector cen also be written as

$$
\overrightarrow{\mathrm{R}}=\frac{\mathrm{k}}{\mathrm{k}}(\varsigma, \beta)
$$

and thus

$$
\begin{align*}
d \vec{R} & =\frac{\partial \vec{R}}{\partial \xi} d \xi+\frac{\partial \vec{R}}{\partial \beta} d \beta \\
& =\hat{e}_{\varepsilon} h_{s} d \xi+\hat{e}_{\beta} h d \beta \tag{50}
\end{align*}
$$

where

$$
\begin{equation*}
\frac{\partial \vec{R}}{\partial \xi}=\hat{e}_{s} h_{s} \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \vec{R}}{\partial \beta}=\hat{e}_{\beta} h \tag{52}
\end{equation*}
$$

By equating the right side of eqs. (49) and (50), there results

$$
\begin{equation*}
\hat{e}_{x} d x+\hat{e}_{\phi} f d \phi=\hat{e}_{s} h_{B} d \xi+\hat{e}_{\beta} h d \beta \tag{53}
\end{equation*}
$$

The scalar product of this equation with $\hat{e}_{x}$ yields

$$
d x=\hat{e}_{B} \cdot \hat{e}_{x} h_{s} d \xi+\hat{e}_{\beta} \cdot \hat{e}_{x} h d \beta
$$

and since

$$
d x=\frac{\partial x}{\partial \xi} d \xi+\frac{\partial x}{\partial \beta} d \beta
$$

it follows that

$$
\begin{equation*}
\frac{\partial x}{\partial \xi}=\hat{e}_{s} \cdot \hat{e}_{x} h_{s} \tag{54}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial x}{\partial \beta}=\hat{e}_{\beta} \cdot \ddot{e}_{x} h \tag{55}
\end{equation*}
$$

Similarly, the scalar product of $\vec{e}_{\phi}$ with eq. (53) provides

$$
f d \phi=\hat{e}_{s} \cdot \hat{e}_{\phi} h_{B} d \xi+\hat{e}_{\beta} \cdot \hat{e}_{\phi} h d \beta
$$

and therefore

$$
\begin{equation*}
f \frac{\partial \phi}{\partial \xi}=\hat{e}_{s} \cdot \hat{e}_{\phi} h_{s} \tag{56}
\end{equation*}
$$

and

$$
\begin{equation*}
f \frac{\partial \phi}{\partial \beta}=\ddot{e}_{\phi} \cdot \hat{e}_{\beta} h \tag{57}
\end{equation*}
$$

Eqs. (54) to (57) may be used along with eqs. (39) and (40) to develop the transformation operators as

$$
\begin{align*}
\frac{1}{h} \frac{\partial}{\partial \beta} & =\frac{1}{h} \frac{\partial x}{\partial \beta} \frac{\partial}{\partial x}+\frac{1}{h} \frac{\partial \phi}{\partial \beta} \frac{\partial}{\partial \phi} \\
& =\hat{e}_{x} \cdot \hat{e}_{\beta} \frac{\partial}{\partial x}+\frac{\hat{e}_{\phi} \cdot \hat{e}_{\beta}}{f} \frac{\partial}{\partial \phi} \\
& =-\sin \theta \cos \Gamma \frac{\partial}{\partial x}+\frac{\left(\cos \theta \cos \delta_{\phi}+\sin \theta \sin \delta_{\phi} \sin \Gamma\right)}{f} \frac{\partial}{\partial \phi} \tag{58}
\end{align*}
$$

and

$$
\begin{align*}
\frac{D}{D S} & =\frac{1}{h_{s}} \frac{\partial}{\partial \xi}=\frac{1}{h_{s}} \frac{\partial x}{\partial \xi} \frac{\partial}{\partial x}+\frac{1}{h_{s}} \frac{\partial \phi}{\partial \xi} \frac{\partial}{\partial \phi} \\
& =\hat{e}_{x} \cdot \hat{e}_{s} \frac{\partial}{\partial x}+\frac{\hat{e}_{\phi} \cdot \hat{e}_{s}}{f} \frac{\partial}{\partial \phi} \\
& =\cos \theta \cos \Gamma \frac{\partial}{\partial x}+\frac{\left(\sin \theta \cos \delta_{\phi}-\cos \theta \sin \delta_{\phi} \sin \Gamma\right)}{f} \frac{\partial}{\partial \phi} \tag{59}
\end{align*}
$$

In the equations above it is implied that all derivatives are evaluated on the body where $\mathrm{r}=\mathrm{f}(\mathrm{x}, \phi)$ and $\mathrm{n}=0$; thus

$$
\frac{\partial}{\partial x}=\left(\frac{\partial}{\partial x}\right)_{\phi, n} \quad \text { and } \quad \frac{\partial}{\partial \phi}=\left(\frac{\partial}{\partial \phi}\right)_{x, n}
$$

The transformation operators given by eqs. (58) and (59) can now be used to write the streamline equation (eq. (48)) in its final form as

$$
\begin{align*}
\frac{D \theta}{D S}= & -\left(\frac{p_{s}}{\rho_{s} v_{\infty}^{2}}\right)\left(\frac{\rho_{s}}{\rho} \frac{v_{\infty}^{2}}{v^{2}}\right)\left[-\sin \theta \cos \Gamma \frac{\partial}{\partial x}\left(\frac{p_{p}}{p_{s}}\right)\right. \\
& \left.+\frac{\left(\cos \theta \cos \delta_{\phi}+\sin \theta \sin \delta_{\phi} \sin \Gamma\right)}{f} \frac{\partial}{\partial \phi}\left(\frac{p_{1}}{p_{s}}\right)\right] \\
& -\sin \Gamma\left[\cos \theta \cos \Gamma \frac{\partial \sigma}{\partial x}+\frac{\left(\sin \theta \cos \delta_{\phi}-\cos \theta \sin \delta_{\phi} \sin \Gamma\right)}{f} \frac{\partial \sigma}{\partial \phi}\right] \tag{60}
\end{align*}
$$

For a given surface pressure distribution, whether experimental or theoretical, this equation can be integrated numerically to determine $\theta$ along a streamine emanating from the stagnation point. However, eq. (60) is indeterminate at the stagnation point, and this topic is covered below under the sub-heading Stagnation Region Streamlines. The density $\rho$ and speea $V$ may be obtained from the pressure and entropy by use of isentropic relations for a perfect gas or equilibrium air. The gecmetric location of each integration atep along the streamline is calculated by numerically integrating eqs. (54) and (56), which by the use of eq. (39) become

$$
\begin{equation*}
\frac{D x}{D S}=\cos \theta \cos \Gamma \tag{61}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{D \phi}{D S}=\frac{\sin \theta \cos \delta_{\phi}-\cos \theta \sin \delta_{\phi} \sin \Gamma}{E} \tag{62}
\end{equation*}
$$

Since the surface streamlines and their corresponding orthogonal lines are curvilinear, the scale factors (metric coefficients) $h_{s}$ and $h$ play an important role because in the relation $d S=h_{s} d \xi$ the quantity $d \xi$ is an exact differential whereas $d S$ in general is not. Iikewise $d \beta$ is an exact differential whereas the quantity $d q=h d \beta$ is not. The importance of this statement lies in the fact that sinco $d \xi$ and dB are exact differentials, mixed partial derivatives are interchangeable, i.e.

$$
\frac{\partial^{2} \stackrel{R}{R}}{\partial \xi \partial \beta}=\frac{\partial^{2} \vec{R}}{\partial \beta \partial \xi}
$$

whereas it is noted that

$$
\frac{\partial^{2} \xrightarrow[R]{R}}{\partial S q Q} \neq \frac{\partial^{2} R}{\partial Q \partial S}
$$

From eqs. (51) and (52) there results

$$
\frac{\partial^{2} \vec{R}}{\partial \xi \partial \beta}=\frac{\partial}{\partial \xi} \frac{\partial \vec{R}}{\partial \beta}=\frac{\partial}{\partial \xi}\left(h \hat{e}_{\beta}\right)
$$

and

$$
\frac{\partial^{2} \vec{R}}{\partial \beta \partial \xi}=\frac{\partial}{\partial \beta} \frac{\partial \vec{R}}{\partial \xi}=\frac{\partial}{\partial \beta}\left(h_{s} \hat{e}_{5}\right)
$$

By equating the right side of the two equations above, it follows that

$$
\frac{\partial}{\partial \xi}\left(h \hat{e}_{\beta}\right)=\frac{\partial}{\partial \hat{\beta}}\left(h_{S} \hat{e}_{S}\right)
$$

which upon expanding becomes

$$
\begin{equation*}
\frac{\partial h}{\partial \xi} \hat{e}_{\beta}+h \frac{\partial \hat{e}_{\beta}}{\partial \xi}=\frac{\partial h_{s}}{\partial \beta} \dot{e}_{s}+h_{B} \frac{\partial \hat{e}_{s}}{\partial \beta} \tag{63}
\end{equation*}
$$

The scalar product of $\hat{e}_{\beta}$ with the equation above yields*

$$
\frac{\partial h}{\partial \xi}=h_{s} \frac{\partial \hat{e}_{s}}{\partial \beta} \cdot \hat{e}_{\beta}
$$

The equation above may be combined with eq. (46) and the relation $d S=h_{s} d \xi$ to give

$$
\begin{equation*}
\frac{D h}{D S}=\frac{\partial \theta}{\partial \beta}+\sin \Gamma \frac{\partial \sigma}{\partial \beta} \tag{64}
\end{equation*}
$$

This equation cannot be used to calculate the scale factor $h$ along a streamline because $\frac{\partial \theta}{\partial 8}$ is unknown when only surface pressures are given.

In order to obtain an equation for the scale faccor $h$, rewrite eq. (48) as

$$
\begin{equation*}
-\frac{h_{s}}{\partial v^{2} h} \frac{\partial p}{\partial \beta}=\frac{\partial \theta}{\partial \xi}+\sin \Gamma \frac{\partial \sigma}{\partial \xi} \tag{48}
\end{equation*}
$$



Differentiate this equation with respect to $\beta$ and substract the result from the derivative of eq. (64) with respect to $\xi$ to get

$$
\begin{align*}
\frac{1}{h} \frac{D^{2} h}{D S^{2}} & =-\frac{1}{h_{Q} h} \frac{\partial}{\partial \beta}\left[\frac{h_{s}}{\rho V^{2} h} \frac{\partial p}{\partial \beta}\right]+\frac{D(\sin \Gamma)}{D S} \frac{\partial \sigma}{h \partial \beta} \\
& -\frac{D \sigma}{D S} \frac{\partial(\sin \Gamma)}{h \partial \beta} \tag{65}
\end{align*}
$$

where the equalities

$$
\frac{\partial^{2} \theta}{\partial \xi \lambda \beta}=\frac{\partial^{2} \theta}{\partial \beta \partial \xi} \quad \text { and } \quad \frac{\partial^{2} \sigma}{\partial \xi \partial \beta}=\frac{\partial^{2} \sigma}{\partial \beta \partial \xi}
$$

were used to obtein eq. (65). This is the differential equation to be intem grated along a streamine to determine the scale factor $h$; however the terms on the right side of eq. (65) must first be cast into a useble form.

By use of the transformation operators from eqs. (58) and (59), it is found that the last two terms in eq. (65) may be expreased as

$$
\begin{equation*}
\frac{D(\sin \Gamma)}{D S} \frac{\partial \sigma}{h \partial \beta}-\frac{D \sigma}{D S} \frac{\partial(\sin r)}{h \partial \beta}=\frac{\cos ^{2} \Gamma \cos \delta_{\phi}}{f}\left[\frac{\partial \Gamma}{\partial x} \frac{\partial \sigma}{\partial \phi}-\frac{\partial \sigma}{\partial x} \frac{\partial \Gamma}{\partial \phi}\right] \tag{66}
\end{equation*}
$$

and the first texm on the right side of eq. (65) may be expanded to give

$$
\begin{align*}
\frac{1}{h_{s} h} \frac{\partial}{\partial \beta}\left(\frac{h_{s}}{\rho v^{2} h} \frac{\partial p}{\partial \beta}\right) & =\left(\frac{1}{h_{s} h} \frac{\partial h_{s}}{\partial \beta}\right)\left(\frac{1}{\rho v^{2} h} \frac{\partial p}{\partial \beta}\right) \\
& -\frac{1}{h} \frac{\partial p}{\partial \beta} \frac{1}{\rho^{2} v^{2} h} \frac{\partial \rho}{\partial \beta}-\frac{1}{h} \frac{\partial p}{\partial \beta} \frac{1}{\rho v^{4}} \frac{1}{h} \frac{\partial v^{2}}{\partial \beta} \\
& +\frac{1}{\rho v^{2}} \frac{1}{h} \frac{\partial}{\partial \beta}\left(\frac{1}{h} \frac{\partial p}{\partial \beta}\right) \tag{67}
\end{align*}
$$

The four terms on the right side of eq. (67) are evaluated below.
Take the scalar product of $\hat{e}_{\mathrm{s}}$ with eq. (63) to get

$$
\begin{equation*}
h \frac{\partial \hat{e}_{\beta}}{\partial \xi} \cdot \hat{e}_{s}=\frac{\partial h_{s}}{\partial \beta} \tag{68}
\end{equation*}
$$

Since $\hat{e}_{\beta} \cdot \hat{e}_{\hat{\theta}}=0$, then

$$
\begin{equation*}
\frac{\partial \hat{\theta_{\beta}}}{\partial \xi} \cdot \hat{e}_{s}-\frac{\partial \hat{e}_{s}}{\partial \xi} \cdot \hat{e}_{\beta} \tag{69}
\end{equation*}
$$

and eqs. (46) and (69) may be combined with eq. (68) to yield

$$
\begin{equation*}
-h\left[\frac{\partial \theta}{\partial \xi}+\sin \Gamma \frac{\partial \sigma}{\partial \xi}\right]=\frac{\partial h s}{\partial \beta} \tag{70}
\end{equation*}
$$

Comparing this equation with eq. (48), it is seen that the term $\frac{1}{h_{s} h} \frac{\partial h}{\partial \beta}$ in (6q. .

$$
\begin{equation*}
\frac{1}{h_{s} h} \frac{\partial h^{\beta}}{\partial \beta}=\frac{1}{\partial v^{2}}-\frac{\partial p}{\partial \beta} \tag{71}
\end{equation*}
$$

Since the inviscid flow along the surface is isentropic, $F=p(\rho, \bar{S})$ and the $\operatorname{term} \frac{V^{2}}{h} \frac{\partial \rho}{\partial \beta}$ in eq. (67) can be expressed as

$$
\begin{equation*}
\frac{v^{2}}{h} \frac{\partial \rho}{\partial \beta}=\frac{v^{2}}{\left(\left.\frac{\partial p}{\partial \rho}\right|_{s}\right.} \frac{1}{h} \frac{\partial p}{\partial \beta}=M^{2} \frac{1}{h} \frac{\partial p}{\partial \beta} \tag{72}
\end{equation*}
$$

The Bernoulli equation $o V \mathrm{dV}=-\mathrm{dp}$ along the surface allows the term $\frac{1}{h} \frac{\partial V^{2}}{\partial \beta}$
in eq. (67) te be writicen as

$$
\begin{equation*}
\frac{1}{h} \frac{\partial V^{2}}{\partial \beta}=2 \frac{V}{h} \frac{\partial V}{\partial \beta}=-\frac{2}{\partial h} \frac{\partial p}{\partial \beta} \tag{73}
\end{equation*}
$$

The fourth and last term to be evaluated for eq. (67) (73)
By repeated application of the transformation for eq. (67) is $\frac{1}{h} \frac{\partial}{\partial \beta}\left[\frac{1}{h} \frac{\partial p}{\partial \beta}\right]$. Ing relation is obtained: $\frac{1}{h} \frac{\partial}{\partial \beta}\left[\frac{1}{h} \frac{\partial p}{\partial \beta}\right]=\left[\frac{1}{h} \frac{D h}{D S}-\frac{\sin \Gamma}{h} \frac{\partial \sigma}{\partial \beta}\right]\left[-\frac{D p}{D S}\right]+\sin \theta \sin \Gamma \frac{\partial p}{\partial x} \frac{1}{h} \frac{\partial \Gamma}{\partial \beta}$ $+\frac{1}{£} \frac{\partial p}{\partial \phi}\left[\sin \theta \sin \delta_{\phi} \cos \Gamma \frac{1}{h} \frac{\partial \Gamma}{\partial \beta}+\left(-\cos \theta \sin \delta_{\phi}\right.\right.$
$\left.\left.+\sin \theta \cos \delta_{\phi} \cos \Gamma\right)\left(\frac{1}{h} \frac{\partial \delta_{\phi}}{\partial \beta}+\frac{\hat{e}_{\beta} \cdot \hat{e}_{\phi}}{\hat{f}}\right)\right]+\sin ^{2} e \cos ^{2} r \frac{\partial^{2} p}{\partial x^{2}}$
$-2 \sin \theta \cos \Gamma\left(\hat{e}_{\beta} \cdot \hat{e}_{\phi}\right) \frac{1}{f} \frac{\partial^{2} p}{\partial x \partial \phi}+\left(\hat{e}_{\beta} \cdot \hat{e}_{\phi}\right)^{2} \frac{1}{f^{2}} \frac{\partial^{2} p}{\partial \phi^{2}}$

In order to obtain eq. (74), q. (64) was used to substitute for $\frac{1}{h} \frac{\partial \theta}{\partial \beta}$, the term $\hat{e}_{\beta} \cdot \hat{e}_{\phi}$ follows from eq. (40) as

$$
\begin{equation*}
\hat{e}_{\beta} \cdot \hat{e}_{\phi}=\cos \theta \cos \hat{o}_{\phi}+\sin \theta \sin \delta_{\phi} \sin \Gamma \tag{75}
\end{equation*}
$$

and eq. (58) was used to write

$$
\begin{equation*}
\frac{1}{h} \frac{\partial f}{\partial \beta}=\cos \theta \sin \delta_{\phi}-\sin \theta \sin r \cos \delta_{\phi} \tag{76}
\end{equation*}
$$

Using the results from eqs. (66) through (73), the equation for the acale factor h (eq. (65)) becomes

$$
\begin{align*}
\frac{1}{h} \frac{D^{2} h}{D S^{2}} & =-\left[\frac{p_{s}}{\rho_{s} v_{\infty}^{2}} \frac{\rho_{s}}{\rho} \frac{v_{\infty}^{2}}{v^{2}} \frac{1}{h} \frac{\partial}{\partial \beta}\left(p / p_{s}\right)\right]^{2}\left(3-M^{2}\right) \\
& +\frac{\rho_{s}}{\rho_{s} v_{\infty}^{2}} \frac{\rho_{s}}{\rho} \frac{v_{\infty}^{2}}{v^{2}} \frac{1}{h} \frac{\partial}{\partial \beta}\left[\frac{1}{h} \frac{\partial}{\partial \beta}\left(p / p_{s}\right)\right] \\
& +\frac{\cos ^{2} \Gamma \cos \varepsilon_{\phi}}{f}\left[\frac{\partial \Gamma}{\partial x} \frac{\partial \sigma}{\partial \phi}-\frac{\partial \sigma}{\partial x} \frac{\partial \Gamma}{\partial \phi}\right] \tag{75}
\end{align*}
$$

Eq. (74) is used in the center term on the rlght side of eq. (75), and the transformation operators of eqs. (58) and (59) are usad to transform partial derlvatives from streamline coordinates to cylindrical coordinates.

The geodesic curvature of a curve $\xi$ = constant on the body surface is

$$
\frac{1}{\mathrm{~h}} \frac{\mathrm{Dh}}{\mathrm{DS}}
$$

and it is a measure of the amount that the streamlines converge or diverge. If $\frac{\mathrm{Dh}}{\mathrm{DJ}}$ is positive $h$ dncreases aiong the streamline, and two neighboring streamilnes move furthir apart, l.e. the streamlines diverge, Conversely, if the streamines converge $\frac{D h}{D S}$ is negative. As indicated in ref. 6 , the form of eq. (75) shows that $h$ is not completely determinate. It may be multipilied by a constant or any function of $\beta$. However, changes in $h$ will also result in changes in $\beta$. For the antilysis here it is convenient to choose $h$ and $\beta$ in such a way that they ruduce to the radius $r$ and the circumferantial angle $\phi$, respectively, for the byecial casa of an axisymmetric body at zero angla-of-
atcack. Thus $\beta$ will be dimensionless, and $h$ will have the dimensions of a length.

In sumary, the inviscid suciace streanlines and thear corresponding scale factor $h$ arg calculared by mamericuity-integrating eqs. (60), (61), (62), and (75) for $\theta, x, \phi$, and $h$, respectively, along each streamline. The numexical incegration gcheme used here is the tht onder vasiable step-size Runge-Kutsa method, Indsial sonditions required to start the incegration of each streamling are developed below in the section on Stagnation Region Streamines. See she Appendix for additional iatormation on $h$

It can be shown that eqs. (64) and (70) are the same as the MainardiCudazzi xelations in ref. 24, and eq. (65) is equivalent to the Gauss characteristic equarion in ref. 2's

Simplified Srreamilnes
A simplified method of approxamating the streamline direction on the body surface was used with good success by DeJarnette and Davis (ref. 14) in calculating laminar heating rates over blunt-nosed cones at an angle of atrack. In This methed it is assumed that the direction of an inviscid surface streamline Is given by the resultant of the free-istream velocity vector minus its component normal to the surface*. lhis assumption was motivated by the fact that in the Newton-Busemann theory the initial direction of a particle entering the shock layer is in the direction of these simplified streamines. Howaver, the Newton-Busemann theory has the particles following surface geodesics efter entering the shock layer, which differ from the simplified streamlines (see ref. 7). The simplified streamlines described here are called the method of steapest descent in ref, 7 and Newtondan straminnes in ref. 9 . [ajarnette and Tul (ref. 15) found that the simplified streamlines could be used to calculate reasonably accurate Jaminar heating rates for some cases even when the streamilnes themselves were inancurate. Simplified streamlines are developed here as an alternate method for calculating the inviscid surface streamines and corresponding scale fastor.

[^2]Define $\hat{V}_{\infty}$ as a unit vector in the direction of the free-stream velocity vector, then the simplified method gives the direction of a streamilne by the equation

$$
\begin{equation*}
\hat{e}_{s} \equiv \frac{\hat{V}_{\infty}-\left(\hat{V}_{\infty} \cdot \hat{e}_{n}\right) \hat{e}_{n}}{\left|\hat{V}_{\infty}-\left(\hat{V}_{\infty} \cdot \hat{e}_{n}\right) \hat{e}_{n}\right|}=\frac{\hat{e}_{n} \times\left(\hat{V}_{\infty} \times \hat{e}_{n}\right)}{\left|\hat{e}_{n} \times\left(\hat{V}_{\infty} \times \hat{e}_{n}\right)\right|} \tag{76}
\end{equation*}
$$

W1th $\hat{V}_{\infty}$ in the body plane of symmetry ( $x-y$ plane), it can be expressed as (see fig. 3)

$$
\begin{equation*}
\hat{V}_{\infty}=\cos \alpha \hat{e}_{x}-\sin \alpha\left(\hat{e}_{Y} \cos \phi-\hat{e}_{\phi} \sin \phi\right) \tag{77}
\end{equation*}
$$

where the term in parentheses is the unit vecter in the y-cirection. Uaing eqs. (32) and (77), the angle $\psi$ is given by

$$
\begin{equation*}
\cos \psi \equiv-\hat{V}_{\Delta} \cdot \hat{e}_{n} \cdot \cos \alpha \sin \Gamma+\sin \alpha \cos \Gamma \cos \sigma \tag{78}
\end{equation*}
$$

where $0 \leq \psi \leq \pi$. It then follows that

$$
\begin{equation*}
\left|\hat{e}_{n} \times\left(\hat{V}_{\infty} \times \hat{e}_{n}\right)\right|=\left|\hat{v}_{\infty} \times \hat{e}_{n}\right|=\sin \psi \tag{79}
\end{equation*}
$$

and eq. (76) becomes

$$
\begin{equation*}
\hat{e}_{s}=\frac{\hat{v}_{\infty}+\cos \psi \hat{e}_{n}}{\sin \psi} \tag{80}
\end{equation*}
$$

To determine the streamine direction in terms of $\theta$, equate the expressions for $\hat{e}_{s}$ given by eqs. (39) and (80) to get

$$
\begin{equation*}
\sin \theta=\frac{\sin \alpha \sin \sigma}{\sin \psi} \tag{81}
\end{equation*}
$$

and also

$$
\begin{align*}
& \cos \theta=\frac{\cos \alpha-\cos \psi \sin \Gamma}{\cos \Gamma \sin \psi}=\frac{\cos \alpha \cos \Gamma-\sin \alpha \sin \Gamma \cos \sigma}{\sin \psi}  \tag{82}\\
& (0 \leq \theta \leq \pi)
\end{align*}
$$

These equations along with eqs. (61) and (62) are used to compute the streamilne geometry by the simpilfied method. In contrast to the previous section, which calculated $\theta$ froin a differential equation lnvoiving the surface pressure
distribution, eq. (82) allowe $\theta$ to be determined at any position on the body without integrating a differential equation from the stagnation point to the point in question.

It remains to develop an equation for the scale factor $h$ corresponding to the simplified streamlines. Recall that eq. (64) was

$$
\begin{equation*}
\frac{D h}{D S}=\frac{\partial \theta}{\partial \beta}+\sin \Gamma \frac{\partial \sigma}{\partial \beta} \tag{64}
\end{equation*}
$$

This equation can be used here to calculate $h$ because the ter:p $\frac{\partial \theta}{\partial \beta}$ can be determined as follows. Differentiate eq. (78) to obtajn

$$
\begin{align*}
-\sin \psi \frac{\partial \psi}{\partial \beta} & =(\cos \alpha \cos \Gamma-\sin \alpha \sin \Gamma \cos \sigma) \frac{\partial \Gamma}{\partial \beta} \\
& -\sin \alpha \cos \Gamma \sin \sigma \frac{\partial \sigma}{\partial \beta} \tag{83}
\end{align*}
$$

and by using eqs. (81) and (82) this equation becomes

$$
\begin{equation*}
\frac{\partial \psi}{\partial \beta}=-\cos \theta \frac{\partial \Gamma}{\partial \beta}+\cos \Gamma \sin \theta \frac{\partial \sigma}{\partial \beta} \tag{84}
\end{equation*}
$$

Next, differentiate eq. (82) with respect to $\beta$ and substitute eq. (84) for $\frac{\partial \psi}{\partial \beta}$ to get

$$
\begin{equation*}
\frac{\partial \theta}{\partial \beta}=\frac{\cos \psi}{\sin \psi}\left(\sin \theta \frac{\partial \Gamma}{\partial \beta}+\cos \theta \cos \Gamma \frac{\partial \dot{\psi}}{\partial \beta}\right)-\sin \Gamma \frac{\partial \sigma}{\partial \beta} \tag{85}
\end{equation*}
$$

Substitute eq. (85) into (64) to obtain

$$
\begin{equation*}
\frac{1}{h} \frac{D h}{D S}=\frac{\cos \psi}{\sin \psi}\left[\sin \theta \frac{1}{h} \frac{\partial \Gamma}{\partial \beta}+\cos \theta \cos \Gamma \frac{1}{h} \frac{\partial \sigma}{\partial \beta}\right] . \tag{86}
\end{equation*}
$$

Then using the transformation operator of eq. (58) for $\frac{1}{h} \frac{\partial}{\partial j}$ on the right side, this first-order diffarential equation can be integrated aiong a simplified streamline to determine the corresponding scale factor, Note, however, that both eqs. (81) and (86) are indeterminate at the stagnation point, and the analyais in the section below mist be used to supply the initial conditions for each streamine. Although this method of computing simplified streamines should only be used on the windward side of the body, it was also used on the leeward afde in reference 14 with reasonably good results for the corresponding heating rates.

## Stagnation Region Streamilnes

The equations developed previously for the inviscid surface streamlines and scale factor $h$ are singular at the stagnation point. In fact it will be shown below that this is a nodal point. Therefore, an analytic solution will be developed for a small region surrounding the stagnation point. This solution will then provide initial conditions to start the numerical integration of the differential equations for the streamine geometry and corresponding scale factor $h$ given in the previous two sections.

The actual location of the true stagnation point would require a numerical solution of the inviscid flow field over these three-dimensional bodies at an angle of attack. However, the true stagnation point is generally close to the Newtonian stagnation point for blunt-nosed bodies. Therefore, to be consistent with both the modified Newtonian pressure distribution and the simplified streamlines, the Newtonian stagnation point will be used in the analysis here. This point is determined by the position on the windward side of the body where

$$
\hat{V}_{\infty} \cdot \hat{e}_{n}=-1
$$

This condition requires that $\Gamma=\frac{\pi}{2}-\alpha$, and when $\alpha>0$ symmetry dictates that $\phi=0$ and $\delta_{\phi}=0$ at the stagnation point.

For the region surrounding the stagnation point, it is adventageous to use coordinates $S_{11}$ and $S_{T}$ which are along the body surface and in the directions of $\hat{e}_{11} \varepsilon .: \hat{e}_{T}$, respectively. These unit vectors were defined by eqs. (35) and (36), and figure 5 illustrates these quantities.


Figure 5.- Stagnation region coordinates

The coordinate $S_{11}$ is along the windward streamline (in the plane of symuetry), whereas $S_{T}$ is normal to $S_{11}$ but on the body surface.

Consider again the position vector, $\vec{R}$, relative to the nose of the body $(x=0, r=0)$ as used previously. Then $\mathbb{k}$ can be considered a function of the streamine coordinates ( $\xi, \beta$ ) or the surface coordinates ( $S_{11}, S_{T}$ ). It follows that

$$
\begin{align*}
d \vec{R} & =\frac{\partial \vec{R}}{\partial \xi} d \xi+\frac{\partial \vec{R}}{\partial \beta} d \beta=\frac{\partial \vec{R}}{\partial S_{11}} d S_{11}+\frac{\partial \vec{R}}{\partial S_{T}} d S_{T} \\
& =h_{S} d \xi \hat{e}_{S}+h d \beta \hat{e}_{\beta}=d S_{11} \hat{e}_{11}+d S_{T} \hat{e}_{T} \tag{87}
\end{align*}
$$

where it should be noted that $d S_{11}$ and $d S_{T}$ are not exact differentials.
Take the scalar product of $\hat{e}_{11}$ with the equation above to get (using $\left.d S=h_{g} d \xi\right)$

$$
\begin{equation*}
d S_{11}=d S \hat{e}_{s} \cdot \hat{e}_{11}+h d \beta \hat{e}_{\beta} \cdot \hat{c}_{11} \tag{88}
\end{equation*}
$$

Recall that $\frac{D}{D S}=\left[\frac{\partial}{\partial S}\right]$; hence by using eq. (37) it follows from eq. (88) that

$$
\begin{equation*}
\frac{D S_{11}}{D S}=\hat{e}_{s} \cdot \hat{e}_{11}=\cos \theta \tag{89}
\end{equation*}
$$

In a similar manner it is found that

$$
\begin{equation*}
\frac{D S_{T}}{D S}=\hat{e}_{s} \cdot \hat{e}_{T}=\sin \theta \tag{90}
\end{equation*}
$$

which when combined with the previous equation yields

$$
\begin{equation*}
\frac{D S_{T}}{D S_{11}}=\tan \theta \tag{91}
\end{equation*}
$$

The inviscid surface velocity vector san be written as

$$
\begin{equation*}
\vec{V}=v \hat{e}_{s}=V_{11} \hat{e}_{11}+V_{T} \hat{e}_{T} \tag{92}
\end{equation*}
$$

Concidering $V_{11}=V_{11}\left(S_{11}, S_{T}\right)$ and $V_{T}=V_{T}\left(S_{11}, S_{T}\right)$, the stagnation point $\left(S_{11}=0\right.$ and $\left.S_{T}=0\right)$ requires that $V_{11}(0,0)=V_{T}(0,0)=0$, and due to symmetry,

$$
\frac{\partial V_{11}\left(S_{11}, 0\right)}{\partial S_{T}}=0 \quad \text { and } \quad V_{T}\left(S_{11}, 0\right)=0
$$

Therefore, for the region near the stagnation point,

$$
\begin{aligned}
& \text { the region near the stagnation } \\
& V_{11}=\left[\frac{\partial V_{11}}{\partial S_{11}}\right]_{s} S_{11} \text { and } V_{T}=\left[\frac{\partial V_{T}}{\partial S_{T}}\right]_{S} S_{T}
\end{aligned}
$$

and the equation of a streamline in this region can be written as

$$
\begin{equation*}
\frac{D S_{T}}{D S_{11}}=\frac{\left[\frac{D S_{T}}{D t}\right]}{\left[\frac{D S_{11}}{D t}\right]}=\frac{V_{T}}{V_{11}}=\frac{\left[\frac{\partial V_{T}}{\partial S_{T}}\right]_{E}}{\left[\frac{\partial V_{11}}{\partial S_{11}}\right]_{S}} \tag{93}
\end{equation*}
$$

Define $B \equiv \frac{\left[\frac{\partial S_{11}}{\partial S_{S}}\right.}{\partial V_{T}}$ as the ratio of the principal velocity gradients at the $\left[\frac{\partial V_{T}}{\partial S_{T}}\right]_{S}$
stagnation point. Then eq. (93) becomes

$$
\begin{equation*}
\frac{D S_{T}}{D S_{11}}=\frac{1}{B} \frac{S_{T}}{S_{11}} \tag{94}
\end{equation*}
$$

which may be integrated to yield

$$
s_{11}=C(\beta) s_{T}^{B}
$$

Where the "constant" of integration $C(\beta)$ is really a function of $\beta$ since the derivative $\frac{D S_{T}}{D S_{11}}$ implies $\beta$ is held constant. The parameter $C(\beta)$ distinguishes one streamline from another because $\beta$ is constant along a streamline. For convex bodies $B>0$, and eq. (95) indicates that the stagnation point is a nodal point. When the stagnation region is spherical, $B=1$ and the streamlines emanate radially from the stagnation point. For $B \neq 1$, the streamlines do not emanate radially from the stagnation point, and the elope of the streamlines at the stagnation point is obtained from gs. (91) and (95) as

$$
\begin{align*}
& \text { the stagnation point is obtainer }  \tag{96}\\
& \tan \theta_{B}=\left[\frac{D S_{T}}{D S_{11}}\right]_{s}=\lim _{S_{T}}\left[\frac{S_{T}}{B C(B)}\right]
\end{align*}
$$

Hence, for $C(\beta)$ finite and nonzero, the slope of a streaming at the stagnation point is $\tan \theta_{s}=0$ for $B<1$ or $\tan \theta_{s} \rightarrow \infty$ for $B>1$; whereas
for $B=1$ (sphere) $\tan \theta_{s} \rightarrow \frac{1}{C(\beta)}$ which gives an infinite number of values as $\beta$ changes from one streamline to another. It wfll be shown later that by the use of modified Newtonian pressures $B$ becomes the ratio of the two principal radii of curvature at the stagnation point.

In order to evaluate $C(\beta)$, consider the developed region around the stagnation point, as shown in figure 6 .


Figure 6. Stagnation region
On the circle of radius $\varepsilon$, corresponding to the point where a streamine crosses this circle, the angle $\beta$ is assigned as shown in flgure 6. Also, on this circle the coordinates of the streamline are $S_{11}=\varepsilon \cos \beta$ and $S_{T}=\varepsilon \sin \beta$. Now the streamline equation $S_{11}=C(\beta) S_{T}^{B}$ is assumed to hold throughout this circular region. Applying this equation at the point where the streamline crosses the circle yields

$$
\varepsilon \cos \beta=C(\beta)(E \sin \beta)^{B}
$$

which gives

$$
\begin{equation*}
C(\beta)=\frac{\varepsilon \cos \beta}{(\varepsilon \sin \beta)^{B}} \tag{97}
\end{equation*}
$$

Thus the parameter $C(\beta)$ aiso depends on the value of $\varepsilon$ chosen.

The equation for the streamlines is now

$$
\begin{equation*}
\frac{S_{11}}{\varepsilon}=\frac{\cos \beta}{\sin _{\beta} B_{\beta}}\left[\frac{S_{T}}{\varepsilon}\right]^{B} \tag{98}
\end{equation*}
$$

Different values of $0 \leq \beta \leq \pi$ yield different streamlines. The slope of a streamline follown from eqs. (91) and (98) as

$$
\begin{equation*}
\tan \theta=\frac{D S_{T}}{D S_{11}}=\frac{\sin ^{B} \beta}{B \cos \beta}\left(S_{T} / \varepsilon\right)^{1-B} \tag{99}
\end{equation*}
$$

and for $\theta_{\varepsilon}$ the value of $\theta$ on the $\varepsilon$ circle, where $S_{T}=\varepsilon \sin \beta$, the equation above gives

$$
\begin{equation*}
\tan \theta_{E}=\frac{\tan \beta}{B} \tag{100}
\end{equation*}
$$

Hence for $B \neq 1, \theta_{\varepsilon} \neq \beta$; whereas for the sphere $(B=1) \theta_{\varepsilon}=\beta$ (radial streamine $\beta$. The windward streamine is $\beta=0$ and the leaward is $\beta=180^{\circ}$.

Next, consider the evaluation of the scale factor, $h$, in this region surrounding the stagnation point. Take the scalar product of $\hat{e}_{\beta}$ with equation (87) to get

$$
h d \beta=d S_{11} \hat{e}_{11} \cdot \hat{e}_{\beta}+d S_{T} \hat{e}_{T} \cdot \hat{e}_{B}
$$

Considering $\beta=\beta\left(S_{11}, S_{T}\right)$, the previous equation gives

$$
\begin{equation*}
h \frac{\partial \beta}{\partial S_{T}}=\hat{e}_{T} \cdot \hat{e}_{B}=\cos \theta \tag{101}
\end{equation*}
$$

Hence $h=\frac{\cos \theta}{\frac{\partial \beta}{\partial S_{T}}}$
The derivative $\frac{\partial \beta}{\partial S_{T}}$ is obtained by differentiating ac, (98), and the result is

$$
\begin{equation*}
\frac{\partial \beta}{\partial S_{T}}=\frac{B \cos \beta \sin \beta}{S_{T}\left(\sin ^{2} \beta+B \cos ^{2} \beta\right)} \tag{102}
\end{equation*}
$$

The term $\cos \theta$ may be obtained from equation (99) as

$$
\begin{equation*}
\left.\cos \theta=\frac{B \cos \beta}{\left[B^{2} \cos ^{2} \beta+\sin ^{2 B} \beta\left(\frac{S_{T}}{\varepsilon}\right)^{2 B}-2\right.}\right]^{1 / 2} \tag{103}
\end{equation*}
$$

Substituting eqs. (102) and (103) into eq. (101) yields the following equation for the scale factor

$$
\begin{equation*}
h=\frac{\left(\sin ^{2} \beta+B \cos ^{2} \beta\right) S_{T}}{\left[B^{2} \cos ^{2} \beta+\sin ^{2 B_{\beta}}\left(\frac{S_{T}}{\varepsilon}\right)^{2-2 B}\right]^{1 / 2} \sin \beta} \tag{104}
\end{equation*}
$$

On the circle of radius $\varepsilon$, where $S_{T}=\varepsilon$ sin $\beta$, the scale factor becomes

$$
\begin{equation*}
h_{\varepsilon}=\frac{\left(\sin ^{2} \beta+B \cos ^{2} \beta\right) \varepsilon}{\left(\sin ^{2} \beta+B^{2} \cos ^{2} \beta\right)^{1 / 2}} \tag{105}
\end{equation*}
$$

For later use, $\left[\frac{D h}{D S}\right]_{\varepsilon}$ is needed, and this quantity can be determined from the derivative of eq. (104). The result is

$$
\begin{equation*}
\left[\frac{D h}{D S}\right]_{E}=B\left[\frac{\sin ^{2} \beta+B \cos ^{2} \beta}{\sin ^{2} \beta+B^{2} \cos ^{2} \beta}\right]^{2} \tag{106}
\end{equation*}
$$

Again, it is worth noting that for a spherical region $B=1$ and eqs. (105) and (106) give

$$
h_{E}=\varepsilon \quad \text { and } \quad\left[\frac{D h}{D S}\right]_{\varepsilon}=1
$$

which to first order are correct.
As shown by Reshotko, ref. 25, the ratio of velocity gredients, $B$, may be evaluated from modified Newtonian theory as

$$
\begin{equation*}
B=\frac{R_{T}}{R_{11}} \tag{107}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{R}_{\mathrm{T}}=\left[\frac{f}{\cos \Gamma \frac{\partial \sigma}{\partial \phi}}\right]_{B} \tag{108}
\end{equation*}
$$

Is the surface radius of curvature in the $S_{T}$ direction, and

$$
\begin{equation*}
R_{11}=-\left[\frac{1}{\cos \Gamma \frac{\partial \Gamma}{\partial x}}\right]_{s} \tag{109}
\end{equation*}
$$

is the surface radius of curvature in the $s_{11}$ direction, both at the stagnation point.

The location of each streamilne on the $\varepsilon$ circla is determined by purely geometrical consideracions. Suppose the atagnation ragion insida the $\varepsilon$ Circla is represented by part of an ellipsoid with principal radif of curvature given by $R_{T}$ and $R_{11}$. Then for $\varepsilon / R_{T} \ll l$ the coordinates of a streamIne on the $E$ circle are:

$$
\begin{align*}
& x_{\varepsilon}=x_{E}+\varepsilon\left[\cos \beta \sin \alpha+\frac{\varepsilon}{R_{T}} \frac{\cos \alpha}{2}\left(\sin ^{2} \beta+B \cos ^{2} \beta\right)\right]  \tag{10}\\
& y_{\varepsilon}=f_{\varepsilon}+\varepsilon\left[\cos \beta \cos \alpha-\frac{\varepsilon}{R_{T}} \frac{\sin \alpha}{2}\left(\sin ^{2} \beta+B \cos ^{2} \beta\right)\right]  \tag{112}\\
& z_{\varepsilon}=\varepsilon \sin \beta  \tag{112}\\
& \phi_{\varepsilon}=\tan ^{-1}\left(z_{E} / y_{\varepsilon}\right) \tag{113}
\end{align*}
$$

Note that the form of the above equations causes no difficulty at $\alpha=0$.
In choosing a value for $E$, a compromise between accuracy and computational time must be made. The smaller the value of $\varepsilon$ the more accurate eqs. (110) through (113) become. On the other hand, it was found that the step aize used to etart the numerical integration of the streamine equations outside the $\varepsilon$ circle must be less than about $\varepsilon / 10$. After testing several values of $E$, $a$ value in the range $0.01<\varepsilon / R_{T}<0.1$ was found to be sufficiently small to make eqs. (110) through (113) reasonably accurate, yet leage enough to keep the integration step size for the streamine equations from becoming prohibicively small.

## Surface Pressure Distribution

As mentioned previousiy, the calculation of the inviscid surfece atreamIInes and heating rates are dependent on the surface pressure distribution. Two options are considered here for the pressure distribution, dapending on whether pressure data from another source is available or not. First, if: experimental or theoretical preseures (ratioed to atagnetion pressure) are known, tabulated values around the circumferance at several axial stations are used to generate a two-dimensicaal spline function for the preseure ratios and derivatives at any poaition on the body. This two-dimensional spife
function is similar to that used to describe the body geumetry except for the axial vailation. For blunt-nosed bodies, $\frac{\partial p}{\partial x}+\infty$ at $x=0$ but $\frac{\partial p}{\partial \sqrt{x}}$ is finite there. Therefore, the pressure spilne function is developed to vary with $\sqrt{x}$ in the axial dire:tion. For a given circumferential angle $\phi$ the derivative $\frac{\partial p}{\partial \sqrt{x}}$ for both $x=0$ and the end of the body is determined by the derivative from Lagrangian interpolation.

When surface pressures are not avallable from some other source, the second option is to use modified Newtonian pressures, 1.e.

$$
\begin{equation*}
\frac{p}{p_{s}}=\left(1-\frac{p_{\infty}}{p_{s}}\right) \cos ^{2} \psi+\frac{p_{\infty}}{p_{s}} \tag{114}
\end{equation*}
$$

where the angle $\psi$ is given by eq. (78). Since derivatives of the pressure are needed to calculate the streamline geometry and scale factor, mudified Newtonian pressure ratios are computed for aach tody coordinate used to generate the body geometry, and then the same pressure spline function described above is used to spline fit this data. In the "shadowed" region ( $\cos \psi<0$ ), $p=p_{\infty}$ is used.

Gas Properties at Edge of Boundary Layer
In the calculation of heating rates, the local pressure ( $p_{e}$ ), density ( $\rho_{e}$ ), enthalpy ( $h_{e}$ ), velocity ( $U_{e}$ ), spaed of sound ( $a_{e}$ ), and coefficient of viscosity ( $\mu_{e}$ ) are needed at the edge of the boundary layer. The first-ordar boundarylayer approximations allow the pressure at the edge of the boundary layer to be the same as the corresponding surface pressure ( $p_{e} \approx p$ ), which was discussed In the previous section. Also, the boundary layer is assumed to remain aufficiently thin so that the entropy at the edge of the boundary layer is constant and equal to that value aft of a normal shock wave. This section describes how to calculate the other flow-field properties from the pressure and stagnation properties.

Equilibrium air properties. - Many elaborate computer programs are available for calculating equilibrium air properties. However, these more sophisticated approaches require considerable computational time and storage locations. In order to keep the computations relatively simple, the correlation formulas of Cohen (ref. 22) re used here to celculate the equilibrium air properties.

These formulas were shown to be quite accurate in ref. 22 for pressures in the range $10^{-4} \mathrm{~atm}, \leq \mathrm{p} \leq 10 \mathrm{~atm}$ and an enthalpy range from $128.7 \mathrm{BTU} / \mathrm{lb}$ (corresponcing to a temperature of $540^{\circ} \mathrm{F}$ ) to $16,930 \mathrm{BTU} / \mathrm{lb}$ (corresponding to flight at approximatels $29,000 \mathrm{ft} / \mathrm{sec}$ ) .

Assuaing an isentropic expansion from the atagnation point, eq. (65) in ref. 17 gives the enthalpy ( $h_{e}$ ) as

$$
\begin{equation*}
n_{e}=a_{s}\left\{\frac{3.3454 \times 10^{8}}{b_{E}}\left[\frac{p_{s}}{2117}\right]\left[\frac{\left(p_{s}\right) \cdot 035-1}{\left(H_{s} / h_{E}\right) \cdot 3^{777}}\right]+1\right\} \frac{1}{.3877} \tag{115}
\end{equation*}
$$

where $H_{s}$ is the stagnation enthalpy and

$$
h_{\mathrm{f}}=2.119 \times 10^{8} \mathrm{ft}^{2} / \mathrm{sec}^{2}
$$

This approximate equation for $h_{e}$ is more restrictive than the limitations given previcusly. Beckwith and Cohen (ref. 17) found that eq. (115) gave results generally within 3 percent of highly accurate computerized properties except when $p_{s}>5 \mathrm{~atm}$ with $H_{s}<4,500 \mathrm{BTU} / \mathrm{lb}$.

With he given by eq. (115), the density can be computed from the equation (see ref. 22)

$$
\begin{equation*}
\rho_{e}=\frac{7.344 \times 10^{-5}\left(\frac{p}{2117}\right)}{1-1.0477\left[1-\left(\frac{h_{e}}{h_{E}}\right)^{.6123}\right]} \tag{116}
\end{equation*}
$$

and then the coefficient of viscosity is

$$
\begin{equation*}
\mu_{e}=\frac{2.0144 \times 10^{-10}\left(\frac{p}{2117}\right)^{.992}}{\rho_{e}\left\{1-1.0213\left[1-\left(\frac{h_{e}}{h_{E}}\right)^{.3329}\right]\right\}} \tag{117}
\end{equation*}
$$

The velocity is obtained from the adiabatic energy equation as

$$
\begin{equation*}
U_{e}=\left[2\left(H_{s}-h_{e}\right)\right]^{1 / 2} \tag{118}
\end{equation*}
$$

Although the lucal speed of sound $a_{e}$ is not given in ref. 22 , it can be readily calculated as follows. Since the entropy at the edge of the toundary lajer is assumed to be constant,

$$
\begin{equation*}
a_{e}^{2}=\frac{d p}{d \rho_{e}} \tag{10}
\end{equation*}
$$

The inverse derivative $d \rho_{\mathrm{e}} / \mathrm{dp}$ can be obtained from the derivative of eq. (116), using the isentropic relation $\mathrm{dh}_{\mathrm{e}}=\mathrm{dp} / \rho_{\mathrm{e}}$. The result is

$$
\begin{equation*}
\frac{1}{a_{e}^{2}}=\frac{d \rho_{e}}{d p}=.965 \frac{\dot{r}_{e}}{p}-\frac{(.6415)\left[\frac{h_{e}}{h_{E}}\right]^{.6123}}{h_{e}\left\{1-1.0477\left[1-\left(\frac{h_{e}}{h_{E}}\right)^{.6123}\right]\right\}} \tag{120}
\end{equation*}
$$

Finally, the Mach number follows from

$$
\begin{equation*}
M_{e}=\frac{U_{a}}{a_{a}} \tag{121}
\end{equation*}
$$

Perfact gas properties. - For a perfect gas with $\gamma=1.4$, the usual isentropic relations, as given in ref. 27 , may be used to obtain the following equations:

$$
\begin{align*}
& h_{e}=H_{s}\left[\frac{p}{p_{s}}\right]^{2 / 7}  \tag{122}\\
& \rho_{e}=\rho_{s}\left[\frac{p}{p_{s}}\right]^{5 / 7}  \tag{123}\\
& U_{e}=\left[2\left(H_{s}-h_{e}\right)\right]^{1 / 2}  \tag{124}\\
& T_{e}=\frac{h_{e}}{6006} \tag{125}
\end{align*}
$$

The coefficient of viscosity is computed frum Sutherland's law, which gives

$$
\begin{equation*}
\mu_{e}=\frac{2.27 \times 10^{-8} T_{e}^{3 / 2}}{T_{e}+198.6} \tag{126}
\end{equation*}
$$

and the spead of sound is simply

$$
\begin{equation*}
a_{e}^{2}=(1.4) p / \rho_{e} \tag{127}
\end{equation*}
$$

Stagnation propeities, - In the analysis here the stagnation sereamine 1s assumed to pass through the nommal part of the bow shock wave. It is then necessary to calculate both equilibrium air and perfect gas atagnation-properties from known values of $p_{\infty}, \rho_{\infty}, T_{\infty}$, and $V_{\infty}$,

First, consider equilibrium air. The conservation equations for mass, momentum, and energy across a normal shock wave are:

$$
\begin{gather*}
\rho_{\infty} V_{\infty}=\rho_{2} v_{2}  \tag{128}\\
p_{\infty}+\rho_{\infty} v_{\infty}^{2}=p_{2}+\rho_{\infty} v_{\infty} v_{2}  \tag{129}\\
H_{s}=h_{\infty}+\frac{v_{\infty}^{2}}{2}=h_{2}+\frac{v_{2}^{2}}{2} \tag{130}
\end{gather*}
$$

These equations must be solved iteratively for equilibrium air, and the procedure used here is as fullows:

1. Assume $v_{2}=0$.
2. Calculate $p_{2}$ from eq. (129).
3. Calculate $h_{2}$ from eq. (130).
4. Calculate $\rho_{2}$ from eq. (116).
5. Compute a new value of $v_{2}$ from eq. (128); then go back to step 2 and stant the process again.
6. Repeat steps 2 through 5 until the new value of $v_{2}$ is sufficiently close to its previous value to give convergence. For an eccuracy of $10^{-5}$, six iterations will generally suffice.
Using $p_{2}, h_{2}$, and $H_{s}$, eq. (115) can be rearranged to give
$p_{8}=p_{2}\left\{1+\frac{h_{E}}{3.345 \times 10^{8}}\left[\frac{2117}{p_{2}}\right]^{.033}\left[\frac{h_{2}}{h_{E}}\right]^{.3877}\left[\left(\frac{H_{8}}{h_{2}}\right)^{.3877}-1\right]\right\}^{\frac{1}{.035}}$
(131)
then eq. (116) can be used to calculate os.

For a perfect gas with $y=1.4, r \in f, 27$ gives the stagnation pressure density es

$$
\begin{align*}
& p_{s}=p_{\infty}\left(1.2 M_{\infty}^{2}\right)^{3.5}\left[\frac{7.2 M_{\infty}^{2}}{7 M_{\infty}^{2}-1}\right]^{2.5}  \tag{132}\\
& p_{s}=p_{\infty}\left(M_{\infty}^{2}+5\right) \tag{133}
\end{align*}
$$

For general threedimensional stagnation points, the correct limiting form Fox general th stagnetion-point heat-transfer race through the stagnation region. The correct limiting form of the since eq. (104) gives an transfer rate can be obtained in the $p x$ in the stagnation region. To prove accurate expression for scale factor that when axisymmetric analogue is applied this assertion, it will be shown that $q_{\text {a }}$, the 1 mining form at the stagnato Lees' method (ref. 16) for computing three-dimensional stagnation-point heattron point is the same as the general three-dimensional sta, ${ }^{*}$ cransfet tate obtained by Reshotko (ref. As) analogue, the heating rate along an In the application of the axisymmetric an expression for the heating inviscid surface streamline is obtained for at zero angle-of-attack when the body tate on an equivalent tody of revolution $h$ and the distance along the surface radius is replaced by the scale factor $h$ and distance along the inviscid sitof the body of revolution is replaced by lees' equation for a cold wall (ref. face streamings

where the factor 778 has been added to make $q_{w}$ have the dimensions of BTU/ft ${ }^{2}$-sec. This equation can be applied independently to any inviscid surface streamine. However, it becomes indeterminate at the stagnation point since both $U_{e}$ and $h$ go to zero there. This indetermancy can be resolved by the use of the results obtained in the section on Stagnation Region Streamlines.

From eq. (104), the scale factor $h$ in the stagnation region is

$$
\begin{equation*}
h=\frac{\left(\sin ^{2} \beta+B \cos ^{2} \beta\right) S_{T}}{G \sin \beta} \tag{135}
\end{equation*}
$$

where

$$
\begin{equation*}
G \equiv\left[B^{2} \cos ^{2} \beta+\sin ^{2 B} \hat{\beta}\left(S_{T} / \varepsilon\right)^{2-2 B}\right]^{1 / 2} \tag{136}
\end{equation*}
$$

Replacing $V$ by the velocity at the edge of the boundary layer $U_{e}$, eqs. (91) and (93) may be combined to give

$$
\begin{equation*}
U_{e}=V=\frac{V_{T}}{\sin \theta}=\frac{G S_{T}\left(\partial V_{T} / \partial S_{T}\right)_{s}}{\sin ^{B} \beta\left(S_{T} / \varepsilon\right)^{1-B}} \tag{137}
\end{equation*}
$$

and also

$$
\begin{equation*}
D S=\frac{D S_{T}}{\sin \theta}=\frac{G D S_{T}}{\sin _{\beta} B_{T}\left(S_{T} / \varepsilon\right)^{1-B}} \tag{138}
\end{equation*}
$$

Thee, equations are accurate to the first order in the stagnation region, and tc be consistent the pressure ratio to first ordar of accuracy is

$$
\begin{equation*}
\frac{p}{p_{8}}=1 \tag{1.39}
\end{equation*}
$$

Eqs. (135) through (139) can now be used to evaluate the integtal in eq. (134) as

$$
\begin{equation*}
\int_{0}^{s} \frac{p}{p_{B}} \frac{U_{e}}{V_{\infty}} n^{2} D S=\frac{1}{V_{\infty}}\left[\frac{\partial V_{T}}{\partial S_{T}}\right]_{s} \frac{\left(\sin ^{2} \beta+B \cos ^{2} \beta\right)^{2} \varepsilon^{2-2 B} S_{T}^{2+2 B}}{s \sin ^{2+2 B_{\beta}(2+2 B)}} \tag{140}
\end{equation*}
$$

which can be used to evaluate the indeterminate part of eq. (134) as follows:

Using this result, the limiting form of eq. (134) becomes

$$
\begin{equation*}
q_{W, s}=\frac{0.5}{778} \sqrt{1+B} P_{r}^{-.67} H_{s} \sqrt{\left(\rho_{e} \mu_{e}\right)_{s}\left[\frac{\partial V_{T}}{\partial S_{T}}\right]_{s}} \tag{142}
\end{equation*}
$$

Consistent with Lees' approximations for a cold wall, $H_{s} \approx H_{s}-h_{w}$ ( $\left.\rho_{e} \mu_{e}\right)_{s} \approx\left(\rho_{w} \mu_{w}\right)_{s}$, and thus eq. (142) is essentially the came as Reshotko's equation (ref. 25).

For the present anelysis eq. (142) is modified so that it will reduce to two-dimensional and axisymmetric stagnation-point heat-transfet rates that are compatible with experimental results. In ref. 17 the following equations were found to compare reasonably well with experimental data:

$$
\begin{equation*}
\left(q_{W, s}\right)_{2-D}=\frac{0.577}{778} \mathrm{Pr}^{-.6}\left(\rho_{e} \mu_{e^{\prime}}\right)_{s}^{.44}\left(\rho_{w} \mu_{w}\right)_{s}^{.06} \sqrt{\left[\frac{D U_{e}}{D S}\right]_{s}}\left(H_{s}-h_{w}\right) \tag{143}
\end{equation*}
$$

$\left(q_{W, s}\right)_{\text {axisym. }}=\frac{0.768}{778} \mathrm{Pr}^{-.6}\left(\rho_{\left.e^{\mu} e_{s}\right)_{s}^{.4}\left(\rho_{w} \mu_{w}\right)_{s} \cdot 1}^{\left[\frac{D U_{e}}{D S}\right]_{s}}\left(H_{s}-h_{w}\right)\right.$

Consistent with the analysis of ref. 26 , the factors 0.577 and 0.768 in eqs. (143) and (144), respectively, are replaced by

$$
\begin{equation*}
0.768 \sqrt{\frac{1+B}{2}} \frac{\zeta_{w}^{\prime}\left(\bar{\beta}_{s}\right)}{\zeta_{w}^{\top}\left(\bar{\beta}_{s}=.5\right)} \tag{145}
\end{equation*}
$$

for the general three-dimensional stagnation point. Using the axisymmetric analogue, the pressure-gradient parameter $\bar{\beta}$ for a relatively $c 001$ and 1sothermal wall is determined from eq. (33) in ref. 17 as

$$
\begin{equation*}
\frac{\bar{\beta} t_{e}}{\frac{D}{D S}\left[\frac{U_{e}}{V_{\infty}}\right]}=\frac{2 \int_{0}^{s} \frac{p_{p}}{p_{s}} \frac{U_{e}}{V_{\infty}} h^{2} D S}{\frac{p}{p}^{p_{s}}\left[\frac{U_{e}}{V_{\infty}} h\right]^{2}} \tag{146}
\end{equation*}
$$

where $t_{e}=h_{e} / H_{s}$, For a sphere $\bar{\beta}_{s}=0.5$, whereas $\bar{\beta}_{s}=1$ for a cylinder, Using eqs. (146) and (135) through (139), it is found that $\bar{\beta}_{s}$ for a general chree-dimensional stagnation point is

$$
\bar{\beta}_{s}=\frac{1}{B+1} \quad \text { for } \quad B>1
$$

and

$$
\begin{equation*}
\bar{\beta}_{s}=\frac{B}{B+1} \quad \text { for } \quad 0 \leq B \leq 1 \tag{147}
\end{equation*}
$$

Howavar, Beckwith (ref. 5) found that $\bar{\beta}_{s} \simeq 1-\frac{B}{2}$ for $.5 \leq B \leq 1$, which gives the correct limiting values for a sphere $\left(B=1, \bar{\beta}_{s}-\frac{1}{2}\right.$ ) and a cylinder ( $B=0$, $\bar{\beta}_{s}=1$ ) but disagrees with eq. (147) above. Eq. (147) gives $\bar{\beta}_{s}=\frac{1}{2}$ for a sphere ( $B=1$ ), but for the cylinder $(B=0)$ it gives $\bar{\beta}_{s}=0$. This result is not surprising for the axisymmetric analogue because the streamlines are assumed to originate from a single stagnation point, and therefore all the straminnes on the cylinder are forced to emanate from this stagnation point rather than from the stagnation line along a generator of the cylinder. As will be shown below, the pressure-gradient parameter $\bar{\beta}_{s}$ has only a small infiuence on the magnitude of the cerm given by eq. (145).

From eqs. (52) and (59) in ref. 26 , the following equation is obtained

$$
\begin{equation*}
\frac{\zeta_{W}^{\prime}\left(\bar{\beta}_{B}\right)}{\zeta_{W}^{\prime}\left(\bar{\xi}_{s}=.5\right)}=1.033\left[\frac{1+.527 \bar{\beta}_{s} .686}{1.116+.411 \bar{\beta}_{s} .686}\right] \tag{148}
\end{equation*}
$$

Using this result in eq. (145), the modified form of eq. (142) consistent with eqs. (143) and (144) is

$$
\begin{equation*}
\left.G_{W, s}=\frac{.768}{778} \sqrt{\frac{B}{2}+\frac{1}{2}}(1.033)\left[\frac{1+.527 \bar{\beta}_{B} .686}{1.116+.411 \bar{\beta}_{s} .686}\right] \operatorname{Pr}^{-.6} \sqrt{\left[\frac{\partial V_{T}}{\partial S_{\eta}}\right.}\right]_{s} \tag{149}
\end{equation*}
$$

$x \quad\left(\rho_{w} \mu_{w}\right)_{s}^{a} \quad\left(\rho_{e} \mu_{e}\right)_{s}^{b} \quad\left(H_{s}-h_{w}\right)$
The exponents a and $b$ are assumed to vary innearily with $\bar{\beta}_{s}$ between the values for a sphere and a cylinder in eqs. (143) and (144). Hence,

$$
\begin{aligned}
& a=0.1-(.08)\left(\stackrel{\rightharpoonup}{\beta}_{B}-.5\right) \\
& b=0.5-a
\end{aligned}
$$

The effect of $\bar{\beta}_{s}$ on $q_{w, s}$ is small since it enters eq. (149) primarily through the factor given by eq. (145), and this factor is only weakly dependent on $\bar{\beta}_{s}$, varying from, 9256 for $\bar{\beta}_{s}=0$ to 1.033 for $\bar{\beta}_{s}=1$. The factor $\left[\frac{\partial V_{T}}{\partial S_{T}}\right]_{S}$ in eq. (i49) is obtained from the modified Newtonian pressure discribution as

$$
\begin{equation*}
\left[\frac{\partial V_{T}}{\partial S_{T}}\right]_{s}=\frac{2}{R_{T}}\left[\frac{\partial V_{T}}{\partial \psi}\right]_{s}=\frac{1}{R_{T}} \sqrt{\frac{2\left(p_{S}-\rho_{\infty}\right)}{\rho_{S}}} \tag{152}
\end{equation*}
$$

## Laminar Heat-Transfer Rates

Application of the axisymmetric analogue to solutions of the locally similar boundary-layer equations in ref. 26 gives the laminar heating -rate as

For a relatively cool wall the equation of state gives

$$
\begin{equation*}
\rho_{w}=\frac{-p^{R}}{T_{W}} \tag{154}
\end{equation*}
$$

Then for an isothermal wall and $\mu_{W}=\mu_{W}\left(T_{W}\right)$, it follows that

$$
\begin{equation*}
\frac{\rho_{w}{ }_{w}}{\left(\rho_{w^{\prime}} W_{w^{\prime}}{ }^{\prime}\right.}=\frac{p^{2}}{p_{s}} \tag{155}
\end{equation*}
$$

By substituting eq. (141) into (146), the following equation results.

$$
\begin{equation*}
\left[\frac{\bar{\beta} t_{e}}{\frac{D}{\bar{D}}\left(\frac{V_{e}}{\bar{V}_{\infty}}\right)}\right]_{s}=\left[\frac{1}{\bar{V}_{\infty}}\left[\frac{\partial V_{T}}{\partial \bar{S}_{T}}\right]_{s}(B+1)\right]^{-1} \tag{156}
\end{equation*}
$$

The factor $\zeta_{w}^{\prime} / \zeta_{w, s}^{\prime}$ in eq. (1う3) is obtained fromeq. (61) in ref. 26 as

$$
\begin{align*}
\frac{\zeta_{\mathrm{w}}^{\prime}}{\zeta_{\mathrm{w}, \mathrm{~B}}^{\prime}}= & {\left[\frac{1.116+.411 \bar{\beta}_{\mathrm{s}} .686}{1+.527 \bar{\beta}_{\mathrm{s}} .686}\right]\left[\frac{1+.527 \bar{\beta}^{.686}}{1.116+.411 \bar{\beta}^{.686}}\right]\left(1.1 \cdots .1625 t_{\mathrm{e}}+.0625 t_{\mathrm{e}}^{2}\right) } \\
& \times \frac{\left(.85+.15 t_{\mathrm{e}}-\zeta_{\mathrm{w}}\right)}{\left(1-\zeta_{\mathrm{w}, \mathrm{~s}}\right)} \tag{157}
\end{align*}
$$

As suggested by Cohen (page 33 of ref. 26), the first factor on the right side of eq. (157) was used to replace the factor $1.033^{j}$ in eq. (01) of ref. 26. Since the wall is assumed to be relatively cool and isothermal,

$$
\begin{equation*}
\zeta_{w}=\zeta_{w, s}=\frac{h_{w}}{H_{s}} \tag{158}
\end{equation*}
$$

The final form of the laminar heating-rate ratio is obtained by substituting eqs. (146), (155), and (156) into eq. (15:3), which gives

$$
\begin{equation*}
\frac{q_{w}}{q_{w, s}}=\frac{\frac{p}{p_{s}} \frac{U_{e}}{V_{\infty}} h \frac{\zeta_{w}^{\prime}}{\zeta_{W}^{1} s}}{\left[\frac{2(B+1)}{V_{\infty}}\left[\frac{\partial V_{T}}{\partial S_{T}}\right]_{s}^{s} \int_{0} \frac{p}{p_{s}} \frac{U e}{V_{\infty}} h^{2} D S\right]^{1 / 2}} \tag{159}
\end{equation*}
$$

where the factor $\zeta^{\prime} / \zeta^{\prime} \mathrm{W}, \mathrm{s}$ is obtained from eq. (157), B is determined from eqs. (107) to (109), and $\left[\frac{\partial V_{T}}{\partial S_{T}}\right]_{s}$ may be cbtained from the modified Newtonian value given by eq. (152).

Laminar heating rates are obtained by appiying eq. (159) along an inviscid surface streamline from the stagnation region to the end of the body or the beginning of the transition region, whichever comes first. Heating rates along each streamline are computed independently of the other streamlines. The integral in the denominator of eq. (159) can be evaluated by quadrature for each integration step along a streamline.

## Transition Region Heating Rates

The location of the transition region on a body is a subject open to much speculation and debate. It is not proposed that the present method will predict the location of the transition region. Instead, the beginning and end of the transition region may be specified by one of the three options listed below.

1. Geometric location, or
2. A specified value of the integrated unit Reynolds number along a
surface inviscid streamline, i.e. $R n_{1}=\int_{0}^{s} \frac{\rho_{e}^{U} e}{\mu_{e}} D S$, or
3. A specified value of the momentum thickness Reynolds number,

$$
R n_{m}=\frac{\rho_{e} U_{e} \theta_{m}}{\mu_{e}} \text {, along the inviscid surface streamine. }
$$

Once the beginning and and of transition is datermined by one of the three methods above, the heating rate in the transition region is calculated as a weighted average of the local laminar and turbulent heating rates. Thus the heating rate is written as

$$
\begin{equation*}
q_{w}=q_{w_{1 a m}}+w_{f}\left(q_{w_{c u r b}}-q_{w_{1 a m}}\right) \tag{160}
\end{equation*}
$$

where $w_{f}$ is the "weighting" function with $w_{f} 0$ at the beginning of transition and ${ }^{w_{E}}=1$ ar the end of transition. A method for calculating the turbulent heating rates is given in the next section.

The "weighting" function $W_{f}$ is determined by method similar to that of Dhawan and Naxasimha (ref, 18). This method uses a Gaussian distribution for $w_{f}$, given by

$$
\begin{gather*}
W_{f}=1-\exp \left(-412 \xi_{t r}^{2}\right)  \tag{161}\\
\varepsilon_{c I}=\frac{s-s_{t r i}}{\lambda} \tag{162}
\end{gather*}
$$

where
$S$ is distance along the inviscid surface streamline, $S_{\text {fri }}$ is the distance along the streamline where transition begins, and $S_{t r e}$ is th? distance where transition ends.

For a finite transition region, the parameter $\lambda$ in eq. (162) would have to be zero if ${ }^{W}$ f were exactly one at the end of transition. Here, $\lambda$ will be chosen such that $W_{f}=1-10^{-4}$ at the end of the transition region, which Was the value used by Harris in ref. 2 . The expression for $\lambda$ which satisfies chis condition is

$$
\begin{equation*}
i=\frac{S_{t L e}-S_{t I I}}{4.74} \tag{163}
\end{equation*}
$$

Then eq. (161) gives the "weighting" function as

The equation above can be easily applied for those cases where the beginring and end of the transition region is specified by geometric location on the body. If the coordinates of several points on the boundary of the transition region are known, a one-dimensional cubic spline can be fit to this data to determine the axial location of the beginning and end of transition for any circumferential position.

However, when transition is specified by the integrated unit Reynolds number or momentum thickenss Reynolds number, the corresponding geometric position along a streamline for the end of transition may lie off the body surface. In this situtation the value of $S_{\text {tre }}$ cannot be determined. To circumvent this situation, the "weighting" function for these two options will be based on the value of the integrated unit Reynolds number ( $\mathrm{Rn}_{1}$ ) or momentum thickness Reynolds number ( $\mathrm{Rn}_{\mathrm{m}}$ ). Therefoce eq. (164) becomes

$$
\begin{equation*}
v_{f}=1-\exp \left\{-.412\left[\frac{4.74\left(R_{n_{1}}-R_{n_{1}, t r 1}\right)}{\left(R_{n_{1, t r e}}-R_{n_{1, t r i}}\right)}\right]^{2}\right\} \tag{165}
\end{equation*}
$$

when transition is based on the integraced unit Reynole's number, or

$$
\begin{equation*}
w_{f}=1-\exp \left\{-, 412\left[\frac{4,74\left(R_{n_{m}}-R_{n_{m, t r 1}}\right)}{\left(R_{n_{m, t r t}}-R_{n_{m, t r 1}}\right)}\right]^{2}\right\} \tag{166}
\end{equation*}
$$

for transition based momentum thickness Reynolds number, where the subscript "tri" refers to the beginning of cransition and "tre" refers to the end of transition.

## Turbuient Heat-Transfer Rates

Cooke and Hall (ref. 6) have shown that the axisymmetric analogue is applicable to curbulent as well as laminar boundary layers. There are many methods that could be used to calculate turbulent heating rates on axisymmetric bodies. The approach used here is to apply the axisymmetric analogue to a modified form of the integral method of Reshotko and Tucker (ref. 20) to obtain the turbulent momentum thickness. Then the momentum thickness is used to calculate the local skin friction coefficient from the correlation formula of Spalding and Chi (ref. 19), and finally the Karman form of Reynolds Analogy (see ref. 21) is used to calculate the turbulent heating rate corresponding to the skin friction coefficient.

Momentum thickness. - Reshotko and Tucker (ref. 20) developed an integral method to calculate the momentum thickness from the numerical solution of two first-order differencial equations for $\theta_{n}$ and $H_{i}$ along a screamline for a perfect gas. This method is modified here to apply to a perfect gas ar
equilibrium air, and the skin friction coefficient used in the method is that value computed simultaneously from the Spalding-Chi approach described below.

The basic method used by ref. 20 can be applied to both perfect and equiIIbrium gases if the ratio $a_{e} / a_{e, s}$ is replaced by $\sqrt{h_{e} / H_{s}}$. For the perfect gas these two expressions are one and the same; however, they are different for an equilibirum gas. As a result, the quantity $\frac{1}{M_{e}} \frac{\mathrm{DM}}{\mathrm{DS}}$ must be replaced by $\frac{H_{e}}{h_{e} U_{e}} \frac{\mathrm{DU}_{e}}{D S}$. Then the integral form of the momentum equation becomes

$$
\begin{equation*}
\frac{D \theta_{m}}{D S}+\left(2+H-M_{e}^{2}\right) \frac{\theta_{m}}{U_{e}} \frac{D U_{e}}{D S}+\frac{\theta_{m}}{h} \frac{D h}{D S}=\frac{C_{f}}{2} \tag{157}
\end{equation*}
$$

where $C_{f}$ is the local skin friction coefficient. Following ref. 20 , the compressible form factor is given by

$$
\begin{equation*}
H \equiv \frac{\delta^{*}}{\theta_{m}}=\frac{H_{s}}{h_{e}} H_{t r}+\frac{U^{2}}{2 h_{e}} \tag{1.68}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{t r}=H_{i}+\left(\frac{h_{W}}{H_{s}}-1\right)(1.3) \tag{169}
\end{equation*}
$$

The incompressible form factor $H_{i}$ is calculated from the equation

$$
\begin{align*}
& \frac{D H_{1}}{D S}=-\frac{H_{s}}{h_{e} U_{e}} \frac{D U_{e}}{D S} \frac{H_{1}}{2}\left(H_{i}+1\right)\left[\left(H_{i}^{2}-1\right)+\left(\frac{h_{s}}{H_{s}}-1\right)\right. \\
& \left.\left[2.6\left(H_{1}-1\right)-\frac{15}{4.3}\left(H_{i}+1\right)^{2}\right]\right]-.03 H_{1}\left(H_{1}-1\right) \frac{C_{f}}{2 \theta_{m}} \tag{1.70}
\end{align*}
$$

where due account has baen made for a perfect gas or equilibrium air.
Egs. (167) and (170) are integrated numerically along an inviscid surface streamline, starting at the beginning of the transition region. The initial values of $\theta_{m}$ and $H$ are the laminar values given by ref. i7, and $C_{f}$ is supplied by the Spalding-Chi approach described below.

Skin friction coefficient. - The turbulent skin-friction cocfficient is determined by the correlation formula of Spalding and Chi (ref. 19) based on momentum thickness Reynolds number but modified to account for perfect or equilibrium gases. Eq. (52) of ref. 19 is modified to read

$$
\begin{equation*}
F_{P . \delta}=\left(h_{w} / h_{e}\right)^{-.702}\left(h_{a w} / h_{w}\right)^{.772} \tag{171}
\end{equation*}
$$

whera

$$
\begin{equation*}
\frac{h_{a w}}{h_{e}^{2}}=1+0.89 \frac{U_{e}^{2}}{2 h_{e}} \tag{172}
\end{equation*}
$$

and the factor 0,89 is the turbulent recovery factor. With the defintitions

$$
\begin{align*}
& R_{\delta}=\frac{\rho_{e} U_{e} \theta_{m}}{\mu_{e}}  \tag{173}\\
& U_{G}^{+}=\left(2 / C_{f} F_{c}\right)^{1 / 2} \tag{174}
\end{align*}
$$

the compressible form of eq. (28) in ref. 19 becomes

$$
\begin{align*}
F_{R \delta} R_{\delta} & =\frac{1}{6}\left(U_{G}^{+}\right)^{2}+(K E)^{-1}\left[\left[1-\left(2 / K U_{G}^{+}\right)\right] \exp \left(K U_{G}^{+}\right)\right. \\
& +\left(2 / K U_{G}^{+}\right)+1-\frac{1}{6}\left(K U_{G}^{+}\right)^{2}-\frac{1}{12}\left(K U_{G}^{+}\right)^{3} \\
& \left.-\frac{1}{40}\left(K U_{G}^{+}\right)^{4}-\frac{1}{180}\left(K U_{G}^{+}\right)^{5}\right] \tag{175}
\end{align*}
$$

where $K=0.4$ and $E=12$, In the application of eq. (1/i5), $F_{R \delta}$ and $R_{\delta}$ are computed from eqs, (171) and (173), respectiveiy, with $\theta_{m}$ obtained from the Reshotko-Tucker method described above. The $U_{G}^{+}$is calculated from eq. (175) by an iterative schere such as the Newton-Rhapson method. Using $U_{G}^{+}$, eq: (174) gives the incompressible skin friction coefficient since

$$
\begin{equation*}
C_{f, 1}=F_{f} C_{f} \tag{176}
\end{equation*}
$$

Finalily, $C_{f}$ follows from eq. (176) once $F_{c}$ has been evaluated.
In ref. 19: $\mathrm{F}_{\mathrm{c}}$ is defined by

$$
\begin{equation*}
\left.F_{c} \cdot\left[\left.\int_{0}^{1}\left(\frac{\rho_{e}}{\rho_{e}}\right)^{1 / 2} d \right\rvert\, \frac{U_{U}}{U_{a}}\right)\right]^{-2} \tag{177}
\end{equation*}
$$

where $p$ and $U$ are the density and velocity across the turbulent boundary layer. The boundary layer approximations give $p \approx p_{e}$, and for the perfect ges the equation of state yields

$$
\begin{equation*}
\frac{\rho}{\rho_{e}}=\frac{T}{T}=\frac{h_{e}}{h_{b l}} \tag{178}
\end{equation*}
$$

where $h_{b l}$ is the enthalpy inside the boundary layer, which is assumed to follow Crocco's relation

$$
\begin{equation*}
\frac{h_{b 1}}{h_{e}}=\frac{h_{w}}{h_{e}}+\left[\frac{h_{a w}-h_{w}}{h_{e}}\right] \frac{U}{U_{e}}+\left[1-\frac{h_{a w}}{h_{e}}\right] \frac{U^{2}}{v_{e}^{2}} \tag{178}
\end{equation*}
$$

Upon substituting eqs. (173) and (179) into (177), the resulting expression can be integrated for the perfect gas to yield

$$
\begin{align*}
& F_{c}=\left[\frac{h_{a w}}{h_{e}}-1\right]\left\{\operatorname{san}^{-1}\left[\frac{2\left[\frac{h_{a w}}{h_{e}}-1\right]-\left[\frac{h_{a w}-h_{w}}{h_{e}}\right]}{2 \sqrt{\frac{h_{a w}}{h_{e}}-1}}\right]\right. \\
& \left.+\tan ^{-1}\left\{\frac{\left[\frac{h_{a w}-h_{w}}{h_{e}}\right]}{\left.2 \sqrt{h_{w}\left[\frac{h_{e w}}{h_{e}}-1\right.}\right]}\right]\right\}-2 \tag{180}
\end{align*}
$$

For equilibrium six ef. (180) is not valid because eq. (178) is based on a perfect gas. The densit.y-erthalpy relation finc equilibriun air is obtained from eq. (116) as

$$
\begin{equation*}
\frac{\rho}{f_{e}}=\frac{1-1.0477\left[1-\left(h_{e} / h_{E}\right)^{.6123}\right]}{1-1.0477\left[1-\left(h_{e} / h_{E}\right)^{.6123}\left(h_{b 1} / h_{e}\right)^{.6123}\right]} \tag{181}
\end{equation*}
$$

Then using eq. (179) in (181), the integral in eq. (177) is evaluated mumerically to obtain $F_{G}$ for equilibrium air.

Turhulent Heating-Rate Expression, - The Karman form of the Reynolde analogy factor is given by ref. 21 as


$$
\begin{equation*}
2 \frac{N_{S T}, 1}{C_{f, 1}}=\left\{1+5 \sqrt{\frac{C_{f, 1}}{2}}\left[p_{r}-1+\ln \left(\frac{5 P_{r}+1}{6}\right)\right]\right\}-1 \tag{182}
\end{equation*}
$$

where $P r=0.725$ was used. As in ref. 21 , ic is assumed that the compressible Rtynolds analogy factor is the same as the incompressible factor, i.e.

$$
\begin{equation*}
2 \frac{N_{S T}}{C_{f}}=2 \frac{N_{S T, i}}{C_{f, i}} \tag{183}
\end{equation*}
$$

Then, since

$$
\begin{equation*}
N_{S T}=\frac{q_{w}(778)}{\rho_{e} U_{e}\left(h_{a w}-h_{w}\right)} \tag{184}
\end{equation*}
$$

the turbulent heauing rate follows from eqs. (182)-(184) as

$$
\begin{equation*}
q_{W_{\text {turb }}}=\frac{\left(h_{a w}-h_{w}\right)}{778} \rho_{e} U_{e} \frac{C_{f}}{2}\left\{1+5 \sqrt{\frac{C_{f, 1}}{2}}\left[p_{r}-1+1 n\left(\frac{5 p_{r}+1}{6}\right)\right]\right\}^{-1} \tag{185}
\end{equation*}
$$

Both $C_{f}$ and $C_{f, i}$ are obtained from the Spalding-Chi approach described above.

## COMPUTATIONAL METHOD

The method developed herein was programmed on the IBM 360/75 digital computer at the North Carolina State University. This program is also compatible with the CDC 6600 computer at the Langley Research Center, NASA. A detalled description of the computer program appears in Part II of this report (NASA CR-111922).

To run a typical case, the following data are needed as input parameters:

1. $p_{\infty}, T_{\infty}, V_{\infty}, \alpha, \zeta_{w}$.
2. specify a perfect gas ( $\gamma=1.4$ ) or equilibrium air.
3. body geometry data as Cartesian coordinates of points around the circumference at several axial stations.
4. specify surface pressure distribution by one of the following three methods:
a) $p / p_{s}$ from some other source for points around the circumference at several axial stations along the body, or
b) modified Newtonian pressun:e distribution, or
c) modified Newtonian pressure distribution, but streamiines computed by the simplified method of ref. 14.
5. specify the beginning and end of the cransition region by one of the following three methods:
a) geometric location, which is specified by the Cartesian coordinates of points around the circumference of the body for both the beginning and end of transition, or
b) values of $R n_{m}$ at the beginaing and end of transition, or
c) values of $\mathrm{Rn}_{1}$ at the beginning and end of transition.

If transitional and turbulent heating rates are not required, laminar heating rates alone may be calculated.
6. The value of $\beta$ for each inviscid surface streamline to be computed, where $0 \leq \beta \leq 180^{\circ}, \beta=0$ is the streamline in the windward plane and $\beta=180^{\circ}$ is the streamline in the leeward plane。
All the input data used to calculate the results in this part of the report are given in Part II. The computer program calculates heating rates and other pertient data along each inviscid surface streamine independently of the other streamlines.

RESULTS

To illustrate the present method, results are presented for blunted cones at angles of attack, a blunted $70^{\circ}$ slab delta wing, and the HL-10 iffting body.

## Blunted Cones

Blunted $9^{\circ}$ half-angle cone. - Figure 7 shows three inviscid surface streamines ( $\beta=5^{\circ}, 20^{\circ}$, and $90^{\circ}$ ) calculated for a blunted $9^{\circ}$ half-angle cone at $a=10^{\circ}$ and $M_{\infty}=18$ using a perfact gas ( $\gamma=1.4$ ). Each of the three streamlines was calculated by three different methods: (1) method of characteristics (ref. 28), (2) present method using modified Newtonian pressures,
and (3) simplified streamlines by the method of reference 14. Although the geometry of this body could be represented by simple analytical expressions, the coordinates of 19 points around the circumference of the half body at 20 axial stations were used to generate the briy geometry by the doubly cubic spline function. Figure 7 shows that t'e $\beta$. $5^{\prime}$ and $20^{\circ}$ streamines calculated by the present method using modified Newtonian pressures are in good agreement with the "exact" streamlines calculated by the method of characteristics. The $\beta=90^{\circ}$ streamline calculated by the present method does not agree well with the "exact" result, but this is to be expected since this streamine goes into the "shadowed" region ( $\phi=154^{\circ}$ ) on the conical afterbody where the pressure is der equal to free-stream static pressure. The simplified streamines are significantly lower than those calculated by the other two methods.

Blunted $15^{\circ}$ half-engle cone. - In reference 29 Cleary gives tabulated experimental laminar heating-rates on a spherically blunted $15^{\circ}$ haif-angle cone at $M_{\infty}=10.6$. In order to compare results from the present method with some of this data, sireamlines and laminar heating ratss were calculated on this configuration for $\alpha=20^{\circ}, R_{0}=0.375^{\prime \prime}, P_{\infty}=2.6614 \mathrm{lb} / \mathrm{ft}^{2}, T_{\infty}=89.971^{\circ} \mathrm{R}$, and $V_{\infty}=4928.1 \mathrm{ft} / \mathrm{sec},\left(M_{\infty}=10.6\right)$. Although a perfect gas with $\gamma=1.4$ was used in the calculations, gas imperfections in the wind tunnel stagnation properties of $p_{s}=1.73 \times 10^{5} \mathrm{Lb} / E t^{2}$ ana $T_{s}=2000^{\circ} \mathrm{R}$ were taken into account to determine the free-stream conditions. In addition, it was determined that a value of $\zeta_{W} \equiv h_{W} / H_{s}=0.251$ corresponds to $T_{w} / I_{g}=0.270$.

The body geometry was specified by the coordinates of 20 points around the circumference of the half body at 19 axial stations, Streamline patterns, calculated by the present method using modified Newtenian pressures and by the simplified method of ref. 14 , are shown in figure 8 for $\beta=1^{\circ}, 10^{\circ}, 15^{\circ}$ and $45^{\circ}$. This figure shows that the streamlines move from the windward plane and rapidly approach the leeward plane, and the streamlines calculated by modified Newtonian pressures wrap around the surface at a steeper rate than the simplified streamlines. The "equivalent radius" or scale factor increases along a streamline on the windward side, where the streamlines are diverging, but decreases along the leeward side due to converging streamlines. As mentioned previously, the streamlines are continued into the "shadowed" region of the body ( $\phi \geq 137.4^{\circ}$ ), although the pressure is assumed to be free-stream static
pressure in that region. It is possible that the flow separates from the surface somewhere in this region, and cherefore the calculated streamlines and heating rates are questionable chere.

Laminar heating-rate ratios ( $q_{w} / q_{w, s}$ ), calculated by the present method using both the streamines computed from modified Newtonian pressures and the simplified streamines, are compared with Cleary's experimental data* in figures 9, 10 , and 11 . Figure 9 shows the heating-rate ratio ilong the windward plane, whereas figures 10 and 11 show the circumferential distribution of heating-rate ratios at axial stations of $x=3,56^{\prime \prime}$ and $9.36^{\prime \prime}$, respectively (corresponding to $x_{s} / L=0.207$ and 0.466 in ref. 29). Very good agreement with the experimental data is obtained for the heating-rate ratios using modified Newtonian pressures and reasonably good agreement using simplified atreanlines for this case. For this relarively simple body shape, the heatingrate ratios calculated using the simplified streamlines are close to those using modified Newtonian pressures although the streamines themselves differ by a large amount (see fig. 8). It is significant to note that the ratio of the angle-of-actack to the cone half-angle is 1.33 for this ciase, and this the present method is not ifmited to small angles of attack.

## Blunted $70^{\circ}$ Slab Delta Wing

This configuration is a $70^{\circ}$ swept delta wing with a cylindrical leading edge which is tangent to a flat slab on the upper and lower surfaces. The blunt nose is a spherical cap, and the radius of both the spherical cap and cylindrical leading edge is one foot. Although this configuration could also be specified analytically, coordinates of 13 points around the semi-periphery at 19 axial stations ( $0 \leq x \leq 2.95 \mathrm{ft}$ ) were used to generate the body shape.

Figure 12 illustrates the streamine patterns calculated by the present method (using modified Newtonian pressures and a perfect gas) on this delta wing at $\alpha=10^{\circ}$ and $M_{\infty}=8\left(p_{\infty}=10^{3} \mathrm{lb} / \mathrm{ft}^{2}, T_{\infty}=416^{\circ} \mathrm{R}, \mathrm{V}_{\infty}=8000 \mathrm{ft} / \mathrm{sec}\right.$, and $\zeta_{w}=0.4$ ). It san be seen that the $\beta=10^{\circ}$ streaminne is converging towards the center line on the flat slab which causes the scale factor to start

[^3]decreasing, On the otiner hand, the $\beta=60^{\circ}$ streamline runs nearly parallei to the leading edge beyord the nose, and at $x=2 \mathrm{ft}$ the scale factor is still increasing which indica:es the streamlines in this region are diverging. The streamine patterns in figure 12 are qualitatively similar to the experimental oil-flow patterns in reference 30 for this angle of attack.

Laminar, tcansitional, and.turbulent heating-rate ratios along the windward streamilne ( $\phi$ " 0 ) are shown in figure 13 . Transition was arbitrarily chosen to begin at $R n_{m}=10^{3}$ and end at $R n_{m}=2 \times 10^{3}$. These values were used to illustrate the capability of the present method to calculate transitional and turbulent heating zates, and chey should not be construed to represent-the actual transition region on this body. As shown in figure 13, the transition region corresponding to these values of $\mathrm{Rn}_{\mathrm{m}}$ lies in the narrow band $0.268 \mathrm{ft} \leq x \leq 0.318 \mathrm{ft}$. This figure also shows chat the heating-rate ratio increases sharply in the transition region, and then decreases in the fully turbulent region. For $x: L$ Et the windward streamline is on the flat slab where the heating-rate ratio decreases very slowly.

HL-10 Lifting Body

The geometry of the HL- 10 Lifting body without fins is illustrated by plan and side views in figure 14 and cross sections in figure 15 . This body is an example of a shape whose geometry is difficult to describe analytically. In the present method the body geometry was generated from the coordinates of 20 pointe around the semi-periphery at 20 exial stations.

Figure 16 depiats laminar, transitional, and turbulent heating-rate ratilos calculated along the center line of the lower surface for $\alpha=20^{\circ}, \mathrm{M}_{\infty}=10$, $p_{\infty}=10^{3} \mathrm{lb} / \mathrm{Et}^{2}, \mathrm{~T}_{\infty}=416^{\mathrm{c}} \mathrm{R}, V_{\infty}=10^{5} \mathrm{ft} / \mathrm{sec}$, and $\zeta_{W}=0.1$. Equilibrium air and simplified streamlines were used in these calculations, and transition was arbitrarily chosen to begin at $x=33.07^{\prime \prime}$ and end at $x=54.24^{\prime \prime}$. Again, the heating-rate ratio increases sharply in the transition region, and then begins to decrease near the end of that region.

Difficulties were encountered for this case when modified Newtonian pressures were used to calculate the inviscid surface streamlines. Along the windward streamine the scale factor went to zero, which indicates merging or crossing of streamlines and invalidates the heating-rate calculations. This
difficulty can be traced to the fact chat away from the nose the lower surface of the HL-10 body is flat in the $2-d i c e c t i o n$, and modified Newtonian pressures are constant acruss a flat surface. As shown in the Appendix, this feature of modified Newtonian pressures genexally produces questionable resulcs.

## DISCUSSION

In the calculation of inviscid surface streamlines and scale factors, first and second derivatives of both the body geometry and pressure are needed. The doubly cubic spiline function wis found to represent the geometry of the bodies considered herein batisfactocily. However, its accuracy is affected by the number and Location of body positions used, and the spline function does not smooth out data points (although it does smooth detivatives). When pressure data from some other source ace used in the present method, they should be smoothed before using them so that the pressure spline function will be accurate.

Inviscid surface streamlines calculated from modified Newtonian pressures compared well with those from the method of characteristics for a $9^{\circ}$ half-angle cone at $\alpha=10^{\circ}$ and $M_{\infty}=18$, except for the "shadowed" region. In the "shadowed" region on the leeward side, the pressure is assumed to be constant at $p_{\infty}$, and thus the streamlines calculated in this region are inaccurate and follow geodesics of the surface (see ref. 7). In addition, the flow may separate from the surface somewhere in the "shadowed" region, which makes the results from the present method questionable there.

The present method was found to predict laminar heating rates very well on a. blunted $15^{\circ}$ half-angle cone at $\alpha=20^{\circ}$ and $M_{\infty}=10.6$ using modified Newtonian pressures. Additional comparisons of the present theory with experimentai data on other body shapes and for transitional and turbulent heating should be made to assess the accuracy of the theory more thoroughly,

Bodies with flat segments, like the blunted $70^{*}$ slab delta wing and the HL-10 lifting body, pregent difficulties when inviscid surface streamlines are calculated using modified Newtonian pressures or simplitied streamlines. On a flat segment, both the modified Newtonian pressure and the angle $\sigma$ are constant, and consequently eq. (48) shows that the streamlines are straight ( $\theta$ = constant),
and the direction of each streamline is determined by its direction upor entering that flat regment. Since each otreamline may have a different direction at the beginning of the flat segment, it is possible for the streamines calculated from modified Newtonian pressures to cross over one another*. In addition, eq. (75) shows that $D^{2} h / D S^{2}=0$ aleng these calculated streamilnes which means that the scale factor $t$ is inearlly increasing or decreasing along the streamine, depending on the value of Dh/Ls at the beginning of the flat segment. In parficulay, if Dh/DS 0 it is easy to see how $h$ calculated by this approximate method may $g 0$ to zero (as encountered on the HL-10 body) and even become negative. The scale factor along the windward streamline is discussed more thoroughly in the Appendix. On a flat segment the simplified streamilnes are all parallel and the scale factor $h$ along each streamline is constant and equal to the value the streamline had upon entering the flat segmant. The difficulties encountered on flat segments with trese two approximate methods for calculating inviscid surface streamlines can ba circumvented by calculating the streamlines from an accurate pressure distribution.

In the present method the boundary layer is assumed to be sufficientiy thin that the flow may be constdered to be isentropic at the edge of the boundary layer. This assumption may be invalid away from the stagnation point on some body shapes due to the boundary layer "swallowing" the entropy layer. When tinds occurs, the entropy at the edge of the boundary layer could be significantly less than the entropy aft of a normal shock wave.

The computational time required to compute the examples given herein is highly dependent on the number of streamines specified in the input data. Typical cases with six streamilnes calculated from modified Newtonian pressures required less than 4 minutes on the IBM $360 / 75$ computer for a perfect gas. When simplified streamlines were used, the computational time was reduced about $50 \%$. On the other hand, the computational time was increased about $10 \%$ when equilibrium air was used in place of a perfect gas.

[^4]A method is developed for calculating inviscid surface streamlines and laminar, cransitional, and rurbulenc heating rates on general blunt-nosed thceedimensional bodies ar angles of atrack in hypersonic florfs. Relatively simple techniques are employed to keep the computational storage and run time down to small values (less chan 4 minutes for a typical case on the LBM 36C/75 somputer).

Streamlines calrulated from the moditied Newtonian pressure distribution wete found to compared favorably with those from the method of characteristics on the windward side of a blunced $9^{*}$ half-angle cone at $\alpha=10^{\circ}$ and $M_{\infty}=18$, Lamfrar hearing rates calculated on a blunted $15^{\circ}$ half-angle cone at a $=20^{\circ}$ and $M_{\infty}=10.6$ compared very well with experimental data.

Streamlines and laminar, transitional, and turbulent hearing rates were calculated on a blunted $70^{\circ}$ slab delta wing at $a=10^{\circ}$ and $M_{\infty}=8$, and on the HL-10 lifting body at $a=20^{\circ}$ and $M_{\infty}=10$. These bodies have some flat seg: ments, and since the modified Newtonian pressute is constant over a flat surface, streamline patterns and corresponding heating rates calculated from modified Newtonian pressures are questionable. This difficulty can be circumvented by using an accurare surface pressure distribution in lieu of modified Newtonian pressures.

The relatively small amount of numerical computations required coupled with reasonably good accuracy, makes the present merhod artracrive for engineering applications. Additional comparsions with experimental data on other body shapes and for transitional and turbulent heating are needed to assess the accuracy of this method more thoroughly.

Mechanical and Aerospace Engineering Department,
Norch Carolina Stace University,
Raleigh, North Carolina, Augusc 25, 1971. .

## Scale Factor Along Windward Streamine

Along the windward streamline $\phi=0, \beta=0$, and symmetry requirements dictate that $\theta=0, \delta_{\phi}=0, \partial V / \partial \phi=0$, and $\frac{1}{h} \frac{\partial}{\partial \beta}=\frac{1}{f} \frac{\partial}{\partial \phi}$. Therefore, for chis streamline

$$
\begin{equation*}
\left.\frac{1}{h} \frac{\partial \theta}{\partial} \frac{\theta}{\beta}\right|_{\phi=0}-\left.\frac{1}{\mathrm{f}} \frac{\partial \theta}{\partial \phi}\right|_{\phi=0}=\left.\frac{1}{V f} \frac{\partial}{\partial \phi}(V \sin \theta)\right|_{\phi=0} \tag{A1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\frac{\sin }{h} \int \frac{\partial g}{\partial \beta}\right|_{\phi=0}=\left.\frac{1}{R_{\phi}} \frac{D f}{D S}\right|_{\phi=0} \tag{A2}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\sin \Gamma\right|_{\phi=0}=\left.\frac{D f}{D S}\right|_{\phi=0} \tag{A3}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{\phi}=\left[\frac{1}{f} \frac{\partial \sigma}{\partial \phi}\right]_{\phi=0}^{-1} \tag{A4}
\end{equation*}
$$

is the body radius of curvature in a cross-sectional plane ( $x$ - constant) at $\phi=0$. When eqs. (AI) and (A2) are substituted into eq. (64), there results

$$
\begin{equation*}
\left.\frac{1}{h} \frac{D h}{D S}\right|_{\phi=0}=\left[\frac{1}{V f} \frac{\partial}{\partial \phi}(V \sin \theta)+\frac{1}{R_{\phi}}-\frac{D f}{D S}\right]_{\phi=0} \tag{A5}
\end{equation*}
$$

This equation can be integrated to give the scale factor along the windward streamine only when the velcaity-gradient term on the right side is known. For an axisymmetric body ( $\sigma \equiv \varphi$ ), $R_{\phi}=f$ and eq. (A5) reduces to eq. (B-il) in reference 11.

When only the surface pressure distribution is known, eq. (75) must be used in lieu of eq. (A5) to calculate $h$, and along the windward streamine it reduces to

$$
\begin{align*}
\left.\frac{1}{\hbar} \frac{D^{2} n}{D s^{2}}\right|_{\phi=0} & \left.=-\frac{c o s}{R_{x} R_{\phi}}+\frac{1}{\rho v^{2}}\left[\left.\left(\frac{1}{h} \frac{D h}{D S}-\frac{1}{R_{\phi}} \frac{D f}{D S}\right) \right\rvert\,-\frac{D p}{D S}\right)^{f^{2}} \frac{\partial \phi^{2}}{}\right]\left.\right|_{\phi=0}
\end{align*}
$$

where

$$
R_{x}=-\frac{1}{\cos \Gamma \frac{\partial \Gamma}{\partial x}} \text { is the body radius of curvature in the } \phi=0
$$

plane. If the lower surface of a throe-dimensional 2 bod $=0$ but generally z-dinection, then $R_{\phi} \rightarrow \infty$ and due to $\left(a^{2} p / \partial \phi^{2}\right)_{\phi=0} \neq 0$, although the modified $\left(\partial^{2} \rho / \partial \phi^{2}\right)_{\phi=0}=0$. When a segment of the $\left(\partial^{2}\right)$ reduce n to tions, then $R_{\phi} \rightarrow \infty$ and $R_{X} \rightarrow \infty$ and aq. (A6) reduces to

$$
\begin{equation*}
\left.\frac{1}{h} \frac{D^{2} h}{D S^{2}}\right|_{\phi=0}=-\frac{1}{\rho v^{2}} \frac{1}{h} \frac{D h}{D S} \frac{D p}{D S}+\left.\frac{1}{f^{2}} \frac{\partial^{2} p}{\partial \phi^{2}}\right|_{\phi=0} \tag{A.7}
\end{equation*}
$$

Thin equation will yield the correct scale factor along the windward streamline on a flat segment only if the correct pressure distribution is used. When the modified Newtonian pressure distribution is used, eq. (A7) reduces to $\left(D^{2} h / D S^{2}\right)_{\phi=0}=0$, which generally gives incorrect results on a flat segment.
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$\alpha=20^{\circ}$ and $M_{\infty}=10.6$.

Figure 8. Streamlines on blunted $15^{\circ}$ half-angle cone at $\alpha=20^{\circ}$ and $M_{\infty}$

experiment (ref. 29, $x_{s} / L=0.207$ )
experiment (ref. $29, x_{s} / L=0.207$
present method using modified
Newtonian pressures
present method using simplified
streamlines
$0 \left\lvert\, \begin{aligned} & 1 \\ & 1 \\ & 1 \\ & 1\end{aligned}\right.$

$\uparrow$, deg
Flgate 10 - ciscumserential distributzon of hating-sate ratio un alunted 15 half-angle


$a=20^{\circ}, M_{\infty}=10.6, R_{0}=0.375^{11}, p_{s}=1.728 \times 10^{5} 1 b / f^{2}$, and $x=9.36^{11}$.


Figure 12. Streamlines on the lower side of a blunted $70^{\circ}$ slab delta wing at $\alpha=10^{*}$ and $M_{\infty}=8$.
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Figure 14. - Plan view and side view of HL-10 lifting body.
Figure 15. - Frontal cross sections of HL-10 lifting body.



[^0]:    FThis assumption is invalid in those regions where the boundary layar has "swallowed" the entropy layer.

    * DeJarnette also obtained analytical results for siliptic cones at an angle of atrack, using this simplified method, while perticipating in the NASAASEE Summer Faculty Research Program at Ames Research Center, NASA, Summer, 1969 (unpublished).

[^1]:    * Although the input body coordinates are not generally equally spaced in the circumferential direction and generally differ from one body cross section to another, a one-dimensional spline fit to the data at each cross section can be used to calculate new points $f_{\Delta}^{2}\left(x_{i}, \phi_{k}\right)$ which are equally spaced in the circumferential direction.

[^2]:    The magnitude of the velocity, however, is calculated from the surface pressure end entropy.

[^3]:    * The experimental heating rates in ref. 29 are ratioed to the calculated $q_{W, s}=35,94 \mathrm{BTU} / \mathrm{Et}^{2}-\mathrm{sec}$ in this report.

[^4]:    Of course, it is phybically impossible for one surface streamine to cross another.

