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Abstract— Provisioning of Quality of Service (QoS) is a key issue 

in any multi-media system. However, in wireless systems, 

supporting QoS requirements of different traffic types is a more 

challenging problem due to the need to simultaneously minimize 

two performance metrics - the probability of dropping a 

handover call and the probability of blocking a new call. Since 

QoS requirements are not as stringent for non-real-time traffic, 

as opposed to real-time traffic, more calls can be accommodated 

by releasing some bandwidth from the already admitted non-real-

time traffic calls. If the released bandwidth that is used to handle  

handover calls is larger than the released bandwidth that is used 

for new calls, then the resulting probability of dropping a 

handover call is smaller than the probability of blocking a new 

call. In this paper, we propose an efficient Call Admission Control 

(CAC) algorithm that relies on adaptive multi-level bandwidth-

allocation scheme for non-real-time calls. The scheme allows 

reduction of the call dropping probability, along with an increase 

in the bandwidth utilization. The numerical results show that the 

proposed scheme is capable of attaining negligible handover call 

dropping probability without sacrificing bandwidth utilization.  

Keywords  Call admission control, CAC, adaptive bandwidth 

allocation, Quality of Service, multi-class services, multi-class 

traffic, call dropping probability, call blocking probability,  

handover 

I. Introduction 

In recent years, a notable trend in the design of wireless 

cellular systems is the decrease in the cell size; from 

macrocells, to microcells, to femtocells, and to picocells. 

Furthermore, user mobility has been increasing as well. These 

two factors result in more frequent handovers in wireless 

communication system. When a handover occurs, there is a 

possibility that, due to limited resources in the target cell, the 

handed over connection will be dropped. From a user’s point 

of view, blocking a new connection (e.g., the “busy” tone in 

phone communication) is more preferable than dropping the 

connection after it has already begun. Therefore, of interest are 

mechanisms that would allow reduction in the handover call 

dropping probability (HCDP), even if this reduction comes at 

the expense of increasing the call blocking probability. 

Numerous prior research works have been published that allow 

larger priority for handover calls over new calls (e.g., [1], [2]). 

Most of these proposed schemes are based on the notion of 

guard band, where a number of channels are reserved for the 

exclusive use of handover calls. Although schemes based on 

guard bands are simple and capable of reducing the HCDP, 

these schemes also result in reduced bandwidth utilization.  

Handover-queuing schemes are another approach to reduce 

HCDP, where handover calls are queued and wait until 

resources become available. However, the handover-queuing 

schemes are not practical approaches for real-time multimedia 

services, because only very limited queuing time could be 

allowed for real-time traffic ([3]). 

Another trend in wireless communication systems is the 

increase in the variety of multimedia applications, which 

diversifies the traffic carried by these networks. The various 

traffic types are classified into different categories based on 

their Quality of Service (QoS) parameters ([4]-[7]). For 

example, the non-real-time traffic services are bandwidth 

adaptive ([8], [9]) and, normally, do not require stringent QoS 

guarantees.  

The QoS adaptability of some multimedia traffic types has 

been used by numerous schemes to reduce the call blocking 

probability (e.g., [2], [3], [10], [11]). The adaptive QoS 

schemes proved to be more flexible and efficient in 

guaranteeing QoS than the guard channel schemes. In [2],  

Vergados et al. proposed an adaptive resource allocation 

scheme to prioritize particular traffic classes. Their scheme is 

based on the QoS degradation of low priority traffic to accept 

call requests with higher priority. Zhuang et al. ([3]) proposed 

an adaptive QoS (AQoS) scheme that reduces the QoS levels 

of calls that carry adaptive traffic, as to accept handover call 

requests. Cruz-Pérez et al. ([10]) proposed flexible resource-

allocation (FRA) strategies that prioritizes the QoS of 

particular service types. Their scheme releases bandwidth from 

the low priority calls based on the prioritized call degradation 

policy, as to accept the higher priority call requests. Habib et al. 

([11]) presented an adaptive QoS channel borrowing algorithm, 

where a cell can borrow channels from a neighboring cell to 

reduce its call blocking probability.  

In this paper, we study a new scheme which allows 

reclaiming some of the allocated bandwidth from already 

admitted non-real-time traffic calls, as to accept handover and 

new calls, when the system’s resources are running low. 

Consequently, the scheme can accommodate overall more calls, 

while maintaining the relative QoS requirements of the traffic 

types. Next, we compare our approach with some other 

approaches to adaptive bandwidth allocation.  

A naïve bandwidth-adaptive scheme would be to merely 

reclaim bandwidth from the non-real-time traffic calls to 

accept a handover call or a new call, without differentiating 

between the two types of calls. We refer to such a scheme as 

the non-prioritized bandwidth-allocation scheme. In this non-
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prioritized bandwidth-adaptive scheme, when a handover or a 

new call request arrives, to accommodate this call, the system 

permits the release of (up to some maximum allowable) 

bandwidth from non-real-time calls in progress. However, 

since the bandwidth release operation does not differentiate 

between handover and new calls, it cannot increase the priority 

of the former type of calls compared to the latter one. Indeed, 

in heavy traffic condition, the number of handover call 

requests increases faster than the increase in the new 

originating call requests. Hence, the existing non-real-time 

traffic cannot release sufficient bandwidth to accept large 

number of handover calls. Consequently, the non-prioritized 

bandwidth-adaptive scheme cannot significantly reduce the 

HCDP, even though it reduces the new call blocking 

probability.  

The AQoS handover priority scheme ([3]) allows 

reclaiming some of the allocated bandwidth from already 

admitted non-real-time traffic calls only for the purpose of 

accepting handover call requests. Therefore, this scheme can 

reduce the HCDP, but it cannot maximize the bandwidth 

utilization. This scheme also cannot significantly reduce the 

forced call termination rate (new originating calls plus 

handover calls). 

As compared to our proposed scheme, the adaptive QoS 

schemes in [2], [10], and [11] do not differentiate between 

handover calls and new calls. Hence, these schemes only 

ensure the QoS levels of the calls of higher priority traffic 

classes, but cannot reduce the overall HCDP of the system. 

Indeed, for the medium and heavy traffic conditions, these 

schemes cause very high HCDP and very large delays in 

transmission of the low priority traffic calls. Finally, the 

channel borrowing scheme ([11]) results in increased signaling 

overhead due to communication with the neighboring cells.  

Therefore, we propose the prioritized bandwidth-allocation 

scheme, a multi-level bandwidth-allocation scheme for non-

real-time traffic, which supports very small HCDP without 

reducing the resource utilization. (We will also often refer to 

this scheme simply as adaptive bandwidth-allocation scheme.) 

The proposed scheme, which reserves some releasable 

bandwidth for handover calls, supports M traffic classes by 

defining two bandwidth-degradation thresholds for each traffic 

class. Both thresholds determine the maximum portion of the 

allocated bandwidth that can be reclaimed from a non-real-

time call of a particular traffic class. The first threshold is 

defined for the case when the arrival is a new call, while the 

second threshold is defined for a handover call.
1
 By setting the 

first threshold smaller than the second threshold, the proposed 

prioritized adaptive bandwidth-allocation scheme allows to 

reclaim more bandwidth in the case of handover calls, thus 

increasing the probability of accepting a handover call, as 

opposed to new calls. And even though the proposed scheme 

blocks more new calls, still the bandwidth utilization is not 

reduced, because the scheme accepts more new calls for which 

it expects to be able to provide sufficient resources until the 

call ends. 

 In this paper, we also compare the proposed prioritized 

adaptive bandwidth-allocation scheme with a number of other 
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 Also, the minimum required bandwidth to accept a non-real-time handover 

call is less than that of a non-real-time new call. 

schemes. The hard-QoS scheme pre-allocates some number of 

channels for each traffic class, but the scheme cannot reduce 

the HCDP effectively. The hard-QoS with guard channels 

additionally reserves some number of channels only for 

handover calls, but the scheme increases the new call blocking 

probability while reducing bandwidth utilization. The 

particular novelty of our scheme is that we consider efficient 

multi-level bandwidth allocation of the non-real-time traffic 

calls, while decreasing the HCDP and while increasing the 

bandwidth utilization. The effect of the bandwidth 

reallocation/adaptation is considered in calculation of the 

performance evaluation of the proposed scheme. 

The rest of this paper is organized as follows. Section II 

introduces the system model of the proposed scheme. 

Bandwidth adaptation and bandwidth allocation procedures, as 

well as call admission policy, are described in Section III. In 

Section IV, we derive the formulas for the new call blocking 

probability and the handover call dropping probability.  

Numerical performance evaluation results of the proposed 

scheme are presented and compared with other schemes in 

Section V. Finally, Section VI concludes our work. 

II. The System Model  

Contemporary wireless network are required to serve 

different multimedia traffic types, which are classified by 

standardization bodies. The QoS parameters of the various 

traffic types can be significantly different ([4]-[7]). Bit rate is 

one such a parameter ― some traffic types require guaranteed 

bit rate (GBR), while others are categorized as “best effort” 

delivery only. Delay is another QoS parameter. For example, 

according to 3GPP, the delay of real-time conversational 

services is characterized by the round trip time, which is 

required to be short, because of the interactive nature of such 

services. On the other hand, streaming services are limited to 

the delay variation of the end-to-end flow, and background 

services are delay insensitive [6]. Typically, real-time services 

necessitate GBR, while for non-real-time services non-

guaranteed bit rate (NGBR) suffices. Thus, under heavy traffic 

condition, the QoS of non-real-time services can be purposely 

degraded (e.g., by restricting bandwidth allocation), so that the 

QoS of real-time services is preserved (e.g., by maintaining low 

probability of blocking new calls or low probability of dropping 

handover calls).  

There are various considerations that affect the tradeoffs of 

such bandwidth-allocation schemes. For example, as mentioned 

before, it would be reasonable to commit larger amount of 

bandwidth to handover calls than to new originating call. 

Similarly, non-real-time calls could be subject to some 

bandwidth reduction, alas by increasing the duration (i.e., the 

lifetime) of such connections. Hence, to analyze the QoS of the 

various traffic types with the proposed scheme, an appropriate 

system model is proposed in this paper. The nomenclature used 

throughout this paper is listed in Table 1. 
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Table 1: Nomenclature 

Symbol Definition 

 
   

 Allocated bandwidth per call of already admitted calls of 
traffic class m  

 
    

 Minimum allocated bandwidth per call to accept a new call 

of traffic class m  

 
    

 Minimum allocated bandwidth per call to accept a handover 
call of traffic class m 

 
    

 Requested bandwidth by a call of the m-th class traffic 

   Probability of a call handover 

   Blocking probability of a new originating call 

   Dropping probability of a handover call 

    Average cell dwell time (exponentially distributed) 

    Average call duration (exponentially distributed) 

   
 
 Average channel holding time (exponentially distributed) 

   Average arrival rate of handover calls 

   Average arrival rate of new call 

   Number of existing calls of traffic of class m  

  The number of all traffic classes  

  The total number of real-time traffic classes 

  
 

 Bandwidth degradation factor: the fraction of the 

bandwidth that has been already degraded of an admitted 
(non-real-time) call of class m traffic 

  
   

 Bandwidth degradation factor: the maximum fraction of the 

bandwidth of an admitted (non-real-time) call of traffic 
class m that can still be degraded to accept a handover call 

  
   

 Bandwidth degradation factor: the maximum fraction of 

bandwidth of an admitted (non-real-time) call of traffic 

class m that can still be degraded to accept a new call 

  Total bandwidth of the system 

    
   

  Duration of a call of traffic class m, when the traffic class m 

is allocated bandwidth   
   

 

X Residual fractional non-real-time capacity 

 

A. The Bandwidth Allocation/Degradation Model 

Fig. 1 shows the multi-level bandwidth-allocation model 

for non-real-time services of the traffic of class m. The 

bandwidth-allocation scheme is characterized by bandwidth-

degradation factors          nd     , which are defined for 

each class m traffic, respectively, as: the fraction of the 

bandwidth that has been already degraded of an admitted non-

real-time call, the maximum fraction of the bandwidth of an 

admitted non-real-time call that can still be degraded to accept 

a new call, and the maximum fraction of the bandwidth of an 

admitted non-real-time call that can still be degraded to accept 

a handover call. The values of       for different classes of 

traffic types ensure the minimum QoS requirements. With 

increasing the values of       the delay and the HCDP are 

increased, while the new call blocking probability is decreased.  

The parameters      ,     , and      represent the per-call 

bandwidth allocations of the traffic of class m, respectively, as: 

the allocated bandwidth of already admitted calls, the minimum 

allocated bandwidth to accept a new call, and the minimum 

allocated bandwidth to accept a handover call. Since the 

bandwidth of real-time traffic classes cannot be degraded at all, 

the bandwidth degradation factor of all the real-time traffic 

classes equals zero. However, the system can release 

bandwidth from the existing non-real-time traffic calls (i.e., 

degrade the QoS of the non-real-time calls) to accept non-real-

time and real-time traffic calls. Though, the level of bandwidth 

degradation to accept a new call and a handover call are not, 

necessarily, equal. 

The bandwidth-degradation factors relate to the bandwidth 

allocations as follows: 

   
           

     

                                        

     
           

     

                                  2  

     
           

     

                                  3  

where      represents the bandwidth requested by a call of the 

m-th class traffic. A new call can be accepted only if the 

condition            still holds (for all the traffic classes of 

m=1… M)  after a new call has been accepted. A handover call 

(of any class of traffic) can be accepted only if the condition 

           still holds for all the traffic classes of m=1…M, 

after a handover call has been accepted. Due to the above 

conditions, the scheme is more likely to accept handover calls 

over new calls.   
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Fig. 1: The model of the proposed multi-level bandwidth allocation 

scheme for non-real-time traffic of class m 

The non-prioritized bandwidth-adaptive scheme represents 

a particular limiting case of the proposed scheme in which 

            for each class of traffic. It means that the non-

prioritized bandwidth-adaptive scheme does not differentiate 

between the handover calls and the new calls. The AQoS 

handover priority scheme ([3]) is also a special case of the 

proposed scheme in which        0 for all traffic classes. It 

implies that the AQoS handover priority scheme does not 

allow the bandwidth degradation to accept a new call. The key 

advantages of our proposed prioritized bandwidth-adaptive 

scheme are that the scheme provides a system operator with 

the ability to adjust the parameters        nd       in order to 

achieve the desired new call blocking probability and HCDP, 

as well as to satisfy the minimum expected QoS level of each 
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class of traffic calls. The only disadvantage of the proposed 

scheme is that it increases the average call duration of the non-

real-time traffic calls. However, the increased call duration is 

less than in the non-prioritized bandwidth-adaptive scheme. 

Compared to the non-prioritized bandwidth-adaptive and 

AQoS handover priority schemes, our proposed scheme does 

not significantly increase the implementation complexity. 

Furthermore, the proposed scheme is based on the QoS 

adaptation mechanism, a mechanism that is already well 

accepted in the field of wireless communications.  

B. The Traffic Model 

Fig. 2 shows the relation of the new-call-arrival rate (  ), the 

handover-call-arrival rate (  ), and the average channel release 

rate (μc). In the figure,    and    represent the blocking 

probability of new calls and the dropping probability of 

handover calls, respectively. All call arriving processes are 

assumed to be Poisson.  

 

λh

λhPD

λh(1-PD)

λn(1-PB)

λnPB

λn

μc

System

 

Fig. 2: The system model: new-call arrival rate (  ), handover-call 

arrival rate (  ), and service rate (μc) 

A new call that arrives in the system may either complete 

within the original cell or may handover to another cell or cells 

before completion. The probability of a call handover depends 

on two factors, (a) the average cell dwell time (   ), which is 

also referred to as “sojourn time” and (b) the average call 

duration (1/   . We note that the average duration of non-real-

time calls (e.g., file download) depends on the amount of 

allocated bandwidth. The average channel release rate (μc), also 

depends on the above two parameters (a) and (b).  

Since both the call duration and the cell dwell time are 

assumed to be exponential, the handover probability of a call at 

a particular time is given by: 

   
 

   
                                      4  

The average call duration, (1/  , is a weighted sum of the 

call durations of the q real-time traffic classes and the (M-q) 

non-real-time traffic classes. However, since the bandwidth 

allocated to a real-time traffic is fixed (i.e.,            ), while 

the bandwidth allocated to a non-real-time traffic of class m can 

be degraded (i.e.,            ), the average call duration of a 

real-time call is independent of bandwidth adaptation,
2
 while the 

average call duration of non-real-time traffic strongly depends 
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 For calls which complete without being dropped 

on the bandwidth-degradation factors.  Thus, if we label as 

       the duration of a call of class m, where     is the 

bandwidth allocated to calls of class m, then: 

 

 
 

∑             ∑            
 
     

 
   

∑   
 
   

         5  

The handover-call arrival rate into a cell is calculated as:  

   
        

            
                           6  

where the equation follows from balancing the rates of 

handover calls into and out of a cell (see Fig. 2.)  

III. Bandwidth Adaptation and the Optimal CAC 

Efficient allocation of bandwidth is a key element of our 

adaptive bandwidth-allocation scheme to guarantee the QoS of 

different classes of traffic and to ensure the best utilization of 

the bandwidth. This section presents the bandwidth allocation 

rules, the bandwidth release rules, and the Call Admission 

Control (CAC) policy. 

The bandwidth allocated to the traffic of class m (among 

the total M traffic classes) is represented by         Among the 

M traffic classes, q traffic classes are bandwidth non-adaptive 

(e.g., conversational non-compressed voice), whereas the 

remaining (M-q) traffic classes are bandwidth-adaptive (e.g., 

file transfer) ([12]).  We label the total number of real-time and 

of non-real-time calls in the system, respectively, as: 

    ∑         nd             ∑   

 

     

            7 

 

   

 

Suppose that    and    represent the total bandwidth (i.e., 

the capacity) of the system and the total number of current 

calls in the system of the traffic of class m, respectively. We 

define the “residual fractional non-real-time capacity” as X:  

  
  ∑       

 
   

∑       
 
     

                               

where the allocation of bandwidth for each of bandwidth-

adaptive traffic classes is based on the value of X.  

The allocated bandwidth of each of the bandwidth non-

adaptive (real-time) calls is: 

                          m                    9  

If      then: 

                                        0  

and if       then: 

     
  ∑       

 
   

∑   (      )    
 
     

 (      )      

                nd                          

Next, we show how to calculate the maximum bandwidth 

that can be released from non-real-time calls, the occupied 

bandwidth by all the existing calls, and the available 

bandwidth to accept a call. 
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If            for the traffic of class m, then bandwidth 

could be released from the calls of class m to accommodate an 

arrival of a handover call. The overall releasable bandwidth 

from the non-real-time calls to accept a handover call is: 

C               = ∑   

 

     

                             2  

If            for the traffic of class m, then bandwidth 

could be released from the calls of class m to accommodate an 

arrival of a new call. The overall releasable bandwidth from the 

non-real-time calls in the system to accept a new call is: 

                 ∑   

 

     

                               3  

The bandwidth occupied by all the calls in the system is: 

          ∑   

 

   

                                        4  

The maximum possible available bandwidth to accept a 

handover call is:  

                  ∑   

 

   

     – ∑   

 

     

      

  5  

and the maximum possible available bandwidth to accept a 

new call is: 

                  ∑   

 

   

     – ∑   

 

     

          6    

The required minimum bandwidth to accept the (Nm+1)
th 

call of class m, for which the requested bandwidth is      ,  

can be calculated as follows: 

for a handover call: 

               {
                                       

(      )                 
       7  

and for a new call: 

               {
                                     

(      )                  
         

A call (of any class of traffic) can be accepted only if the 

required bandwidth for that call is less than or equal to the 

unused bandwidth plus releasable bandwidth. The CAC policy 

for the proposed scheme, shown in Fig. 3, determines whether a 

call can be accepted or not based on the following rules. After 

the arrival of the (Nm+1)
th  

call of class m, the input to the CAC 

algorithm includes: the total capacity     of the system, the 

bandwidth occupied by all the system calls            , the call 

type (new or handover), and the amount of requested bandwidth 

      . A new call is rejected if                It means that 

when this condition holds, the existing non-real-time calls are 

not allowed to release any bandwidth to accept a new call; i.e., 

only handover calls can be accepted. 

Whenever the requested bandwidth is strictly less than the 

total available bandwidth             ), the system accepts 

the call. Otherwise, the system calculates the minimum 

required bandwidth to accept the call and the maximum 

available bandwidth if all the existing non-real-time calls 

release the maximum allowable bandwidth (i.e.,                 

to accept a new call and                  to accept a handover 

call). For the proposed CAC,                <                  

to reserve more releasable bandwidth for handover calls, so that 

  <   .  The CAC then determines whether it is possible to 

admit the call or not after reducing the requested bandwidth 

and releasing the bandwidth from the existing calls. If the 

condition is satisfied, the system releases the required 

bandwidth from the existing non-real-time calls to accept the 

call. In summary, the proposed CAC policy results in higher 

priority to handover calls than to new calls. 

Call arrival 

Reject call

New call?

γm ≥ γm,n

Accept call

no

no no

no (handover call)

yesyes

yes

yes

no

yes

Release bandwidth 

from  the existing 

nRT traffic calls

βm,r ≤ C-Coccupied

Cm,n(required)≤Cavailable,new
Cm,h(required)≤Cavailable,hand

Release bandwidth 

from the existing 

nRT traffic calls

 

Fig. 3: The flow diagram of the proposed bandwidth-adaptive CAC 

IV. The Queuing Analysis 

The proposed scheme can be modeled as an M/M/K/K queuing 

system (the value of K will be defined in the sequel). Suppose 

that the ratios of the calls arriving to the system for the M 

traffic classes are:            , where: 

∑                                                   9 

 

   

 

The Markov Chain for the queuing analysis of the 

traditional hard-QoS scheme with G guard channels is shown 

in Fig. 4, where the states of the system represent the number 

of calls in the system. The maximum number of calls that can 

be accommodated using the hard-QoS scheme is: 

  ⌊
 

∑         }
 

   

⌋                        20  

The Markov Chain for the proposed scheme is shown in 

Fig. 5, where the states of the system represent the number of 

calls in the system. We define    as the channel release rate 
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when the system is in state  . The maximum number of 

additional calls that can be supported by the proposed adaptive 

bandwidth-allocation scheme is:  

  ⌊
 ∑            

 

   

∑                 
 

   
}∑         }

 

   

⌋         2   

The maximum number of calls that can be accommodated 

using the proposed adaptive bandwidth-allocation scheme is 

K=(N+S). The maximal number of additional states of the 

Markov Chain in which the system accepts new call is: 

  ⌊
 ∑            

 

   

∑                
 

   
} ∑         }

 

   

⌋          22  

The average channel release rate (μc) is given by ([13], [14]): 

                                                  23  

However, as mentioned before, the average channel release 

rate of the proposed system is not the same as the channel 

release rate of the hard-QoS scheme. Due to the applied 

bandwidth degradation, the call duration of some of the non-

real-time calls is increased, which results in a longer average 

channel holding time. Furthermore, with more calls in the 

system, the bandwidth allocated to the non-real-time calls 

decreases, which further prolongs the average call duration. If 

we label   ⃗ 
 

 ( 
   

  
   

    
   

) as the bandwidth allocation 

vector to the M traffic classes, then the average call duration 

time,  ⁄    which we label as    ⃗ 
 
  to indicate its dependence 

on the actual bandwidth allocation, is:  

(
 

 
)   ( ⃗ 

 
)

 
∑      (         )  ∑      (         )

 
     

 
   

∑   
 
   

    

   24      

We note that when all the M traffic classes are allocated, 

their requested bandwidth,   ⃗⃗⃗  
 

 ( 
   

  
   

    
   

)   ⃗ 
 
  

equation (24) reduces to: 

    (
 

 
)   ( ⃗ 

 
)  

∑      (    )
 
   

∑   
 
   

             25  

For the system states  0 <    , when there is enough 

bandwidth in the system, all the M traffic classes are allocated 

the requested bandwidth      . Thus, in these states, the 

average call duration time,      equals  ( ⃗ 
 
)  Therefore, for 

the states 0 <    , the average channel release rates (μc) for 

the hard-QoS and for the proposed schemes are the same and are 

independent of the state i: 

     (
 

   ⃗ 
 
 
)                  0 <        

 However, when the proposed system is in a state  <   
     some non-real-time calls are allocated less than the 

requested bandwidth,  ⃗ 
 
. But since the average call duration 

depends on the bandwidth allocation, the average call duration 

now depends on the state that the system is in. In other words, 

the average call duration increases with the state. Consequently, 

the average channel release rate (μc) is now state-dependent 

through the value of   ⃗ 
 
:  

     (
 

   ⃗ 
 
 
)        ⃗            <          

In Figure 5, we refer to      ⃗    as simply     

Using the M/M/K/K queuing analysis, where K= N+S, the 

probability that the system is in state    is given by equation 

(26). In the proposed scheme a new call is blocked if the 

system is in the state (N+L) or larger. However, a handover 

call is dropped if the system is in the state (N+S). Thus, from 

equations (19) − (26), the call blocking probability of an 

originating new call      and the call dropping probability of a 

handover call      can be computed using equations (27) and 

(28), respectively.  

For the non-prioritized bandwidth-adaptive scheme, where 

handover calls have no priority over new calls, L=S and 

             For the AQoS handover priority scheme, there 

are no additional states of the Markov Chain to accept new 

calls, thus L=0 and       0. 

N-1 NN-G10 …     …    ...

λn + λh λn + λh λn + λh λh λh

μ1 2μ1 (N-G)μ1 (N-1)μ1 Nμ1

λh

(N-G+1)μ1

…     …    ...

 

Fig.4: The Markov Chain of the existing hard-QoS scheme with G guard channel 
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λn + λh λn + λh λn + λh
λh

μ1 2μ1

λh

N+L…    …    ... N+S-110

0≤L < S

λn + λh

N

λn + λh

…    …    ... …    …    ...

Nμ1 (N+1)μN+1 (N+L)μN+L (N+L+1)μN+L+1 (N+S-1)μN+S-1

λh

N+S

(N+S)μN+S

 Fig.5: The Markov Chain of the proposed bandwidth-adaptive CAC  
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V. Numerical Results 

In this section, we present the numerical results of the 

analysis of the proposed scheme. We compared the 

performance of our proposed prioritized bandwidth-adaptive 

allocation scheme with the performance of the “Hard-QoS 

scheme”, the “Non-prioritized bandwidth-adaptive scheme”, 

the “Hard-QoS with 5% guard band scheme”, and the “AQoS 

handover priority scheme”. We chose these schemes for 

comparison to include priority vs. non-priority schemes, and 

hard-QoS vs. bandwidth-adaptive schemes. The main 

performance metrics considered are: HCDP, bandwidth 

utilization, and forced call termination probability. The 

schemes based on hard-QoS algorithm are simple for 

implementation, as there is no need for bandwidth re-

assignment. One such a scheme is the Hard-QoS scheme 

which does not give priority to handover calls. Contrariwise, 

the Hard-QoS with guard band scheme can guarantee lower 

HCDP because of the higher priority of handover calls. The 

bandwidth-adaptive algorithms are applied to increase the 

number of call admissions in the system. The non-prioritized 

bandwidth-adaptive scheme can maximize the number of call 

admission and bandwidth utilization due to the bandwidth-

adaptive mechanism, while without the resorting to 

prioritizing calls. The AQoS handover priority scheme, which 

is also based on bandwidth-adaptive algorithm, can guarantee 
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lower HCDP because of assigning higher priority to 

handover calls. On the other hand, our proposed prioritized 

bandwidth-adaptive scheme is based on bandwidth-adaptive 

algorithm, as well as on higher priority for handover calls.  

Hence, it provides smaller HCDP, improved bandwidth 

utilization, and reduced forced call termination probability. 

Table 2 summarizes the parameters of the numerical 

evaluation. As stated before, the call arriving process and 

the cell dwell times are assumed to be Poisson. The average 

cell dwell time is assumed to be 240 sec ([13]). 

Table 2: The basic assumptions for the numerical analysis 

Assumptions for the traffic classes 

Service 

type 

Traffic class 

(m) 

Requested 

bandwidth by 

each call      
          

Real-time 

services 

 

Conversational 

voice (m=1) 
25 kbps 0 0 

Conversational 

video (m=2) 

(Live 

streaming) 

128 kbps 0 0 

Real-time 

game gaming 

(m=3) 

56 kbps 0 0 

Non-real- 

time 

services 

Buffered 

streaming 

video (m=4) 

128 kbps 0.4 0.6 

Voice 

messaging 

(m=5) 

13 kbps 0.2 0.3 

Web-browsing 

(m=6) 
56 kbps 0.2 0.5 

Background 

(m=7) 
56 kbps 0.5 0.8 

Assumptions for the traffic environment 

Average call duration at requested 

bandwidth ( ( ⃗⃗  )  
120 sec 

The average user’s speed 7.5 km/hr 

The cell radius 1 km 

The average file size of background 

traffic 
6 Mbit 

a1: a2: a3: a4: a5: a6: a7 
0.35:0.1:0.05:0.15:

0.1:0.15:0.1 

 

Fig. 6 shows that the proposed prioritized bandwidth-

adaptive scheme can reduce the handover call dropping 

probability (HCDP) to less than 0.0005, even for very large 

traffic load. This HCDP is also smaller than the corresponding 

value of the Hard-QoS with 5% guard band scheme and 

almost equal to the corresponding value of the AQoS handover 

priority scheme. Moreover, in the same scenario, the Hard-

QoS scheme, which operates without any guard bands, is 

characterized by significantly larger call dropping probability. 

Fig. 7 shows that the proposed scheme mildly increases the 

call blocking probability, but this call blocking probability is 

still smaller than that of the Hard-QoS with 5% guard band 

scheme and the AQoS handover priority scheme. Indeed, the 

proposed scheme significantly decreases the call dropping 

probability at the expense of mildly increasing call blocking 

probability. Nevertheless, Fig. 8 shows that the bandwidth 

utilization of the proposed scheme is maximized. The 

bandwidth utilization for the Hard-QoS with 5% guard band 

scheme is very poor. Also the AQoS handover priority scheme 

cannot maximize the bandwidth utilization especially for the low 

and medium traffic loading.  

The average number of handovers is an important 

performance evaluation metric. The number of handovers is 

mainly related to the call blocking probability and the average 

call duration. As we have pointed out previously, it is 

commonly accepted that it is preferable to admit less calls, but 

to reduce the number of calls that are prematurely terminated 

(i.e., the dropping probability should be less than the blocking 

probability.) Fig. 9 shows that the proposed scheme results in 

somewhat additional handovers than the Hard-QoS scheme, 

the Hard-QoS with 5% guard band scheme, and the AQoS 

handover priority scheme. But, at the same time, the proposed 

scheme also results in significantly less handovers compared to 

the Non-prioritized bandwidth-adaptive scheme. The Non-

prioritized bandwidth-adaptive scheme unnecessarily accepts 

too many new calls, causing longer call duration of some non-

real-time traffic (e.g., background download traffic).  

The forced call termination probability is another key 

performance parameter. Fig. 10 shows that the Non-prioritized 

bandwidth-adaptive scheme can provide the lowest forced call 

termination probability. However, the proposed scheme also 

provides nearly equal forced call termination probability. The 

other schemes provide significantly higher forced call 

termination probability.   
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Fig.6: Comparison of handover call dropping probability in heavy 

traffic conditions 

The numerical results from Fig. 6 − Fig. 10 demonstrate 

that, compared to the Non-prioritized bandwidth-adaptive 

scheme in which               the proposed scheme supports 

very small HCDP, about the same bandwidth utilization, and 

nearly equal forced call termination probability, even though 

the proposed scheme blocks a few more new calls. Although 

the Hard-QoS with 5% guard band scheme offers very small 

HCDP as well (alas, not less than our proposed scheme), 

however it also leads to very high call blocking probability. 

Our scheme offers about 4% more bandwidth utilization 

compared to the Hard-QoS with 5% guard band scheme. 
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Compared to the AQoS handover priority scheme in which 

      0   the proposed scheme provides nearly equal HCDP, 

less new call blocking probability, better bandwidth utilization, 

and less forced call termination probability. In summary, the 

proposed scheme outperforms all the other schemes discussed 

in this paper.  
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Fig.7: Comparison of new call blocking probability in heavy traffic 

conditions 
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Fig.8: Comparison of bandwidth utilization 
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Fig.9: Comparison of handover rates 
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Fig.10: Comparison of forced call termination probability 

VI. Conclusions  

In this paper, we proposed a new bandwidth-adaptive scheme 

for multi-class services in wireless networks. The idea behind 

the proposed scheme is that, when available bandwidth is low, 

the scheme releases some bandwidth from already admitted 

non-real-time calls, as to accommodate new and handover calls. 

More bandwidth is released to support handover calls over new 

calls. Thus, the scheme results in higher priority for the 

handover calls over the new calls.  

We have shown that the proposed scheme is quite 

effective in reducing the HCDP without sacrificing the 

bandwidth utilization. While the proposed scheme blocks more 

new calls instead of dropping handover calls, the scheme also 

reduces the number of handovers and the average call duration, 

as compared to the Non-prioritized bandwidth-adaptive 

scheme. Compared to the AQoS handover priority scheme, our 

scheme provides better bandwidth utilization and smaller 

forced call termination probability.  

With the proposed scheme, the network operators would 

have the opportunity to control the minimum QoS level for 

each of the traffic classes, the desired level of HCDP, and the 

new call blocking probability. Consequently, the proposed 

scheme is expected to be of considerable interest for future 

multi-service wireless networks, as the number of new traffic 

types with different QoS requirements is expected to further 

increase with the introduction of new applications. 
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