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Abstract

A coupled thermodynamic/kinetic CALPHAD type modeling of the glass transition for a glass forming unary substance is proposed. In this quantitative modeling, the vibrational contributions to the thermodynamic functions of the crystal and liquid/glass phases are classically modeled using weighed sums of Einstein functions while the configurational contributions to the liquid/glass phase functions are described using a single internal variable within the frame of the ideal two-state model. The freezing kinetics of this internal variable on cooling is calculated with an Adam-Gibbs logarithmic relaxation law. The model is applied to the boron oxide B$_2$O$_3$ and, after a numerical optimization of the parameters, is shown to well represent the hysteresis loop of the heat capacity detected by DSC in the glass transition range during cooling/reheating cycles at various rates. The model also allows to calculate the fictive temperature and residual or zero-point entropy of the glass.
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Introduction

In his classical article from 1948 [1], Kauzmann wrote (page 227): “… a glass is a liquid in which certain degrees of freedom characteristic of liquids are “frozen in” and can no longer contribute to the specific heat and thermal expansion. The problem presented to us by the glassy state is simply to determine what these degrees of freedom are and to explain how they are frozen in at the glass-transformation point”. Later in the text (page 229), the author gave the following rewording: “Thus we may define a glass as an amorphous or non-crystalline material in which certain internal degrees of freedom characteristic of the liquid state have not had time to come into thermodynamic equilibrium with their surroundings.”

Adopting this view as a roadmap for building a phenomenological CALPHAD modeling of the glass transition for a pure substance, first a thermodynamical model of the liquid/glass phase should be selected. Moreover, this model should be able to describe the stable or metastable equilibrium state of the liquid in term of the external control variables, namely pressure and temperature, and also, at least, one internal variable. Second, the description of the freezing of this (these) internal variable(s) on cooling the liquid requires to couple the thermodynamical model to a kinetic model based on a relaxation law. In this respect, the most natural and general theoretical framework for implementing such modeling is, following Davies and Jones [2] [3], Prigogine and Defay [4], Nemilov [5] and many others, the Thermodynamics of Irreversible Processes (TIP).

Concerning the choice of a thermodynamical model suitable for the coupling, the 1-state models reviewed by Palumbo and Battezzati [6] do not seem to be relevant as they do not feature any internal variable. A bibliography survey covering both the glass research literature and the CALPHAD literature reveals that, as already pointed out by Angell and Rao [7], one key-concept in modeling the transition of a glass to a liquid on heating is to define an excitation of some type. This excitation can be (i) the formation of a hole in the structure, (ii) the increase in the population of a higher energy structural state or (iii) the breaking of a bond.

The first class consists of the lattice-hole models. These models have been used mainly in the glass research community. An introduction to these models can be found in the monograph of Schmelzer and Gutzow [8] and a deeper analysis of the “classical lattice-hole model of liquids” was recently given by the present author [9] where a more extensive bibliography is provided. This type of model, where the internal variable, also called “structural order parameter”, represents a fraction of holes present in the quasi-lattice of the liquid, is very close to the CALPHAD approaches used to describe thermal vacancies in crystals such as the one proposed by Guan and Liu [10]. It depicts the glass transition as the freezing of a free volume.

The second class consists of the 2-state models, sometimes also referred to as Two-Level Systems (TLS) in the glass research community. Since the pioneering work of Agren [11] and the subsequent Ringberg Workshops [12] [13], the ideal 2-state model has been adopted and widely used in the CALPHAD community to describe the liquid phase in connection with the development of the so-called “3rd generation databases” e.g. [14]. 2-state models have also been used by glass researchers since a long time e.g. [15]. In these models, the liquid is described as a mixture of two types of structural entities, atoms or molecules, the internal variable being the molar fraction of one or the other type of entities. Interestingly, the coupling of a 2-state model with a relaxation law has already been used by various research groups such as Langer et al. [16] [17], Bisquert et al. [18] [19] [20], Takada et al. [21] and very recently by Jabrawi et al. [22] to study various issues such as the quantitative evaluation of the entropy production during the glass transition and the residual entropy of glasses.

The third class consists of the models based on the “configuron” concept introduced by Angell and Rao [7], where a “configuron” is defined as an elementary configurational excitation associated with the breaking of a chemical bond and its consequences. The Configuron Percolation Theory (CPT) due to Ojovan et al. [23] [24] treats the glass transition as a percolation of broken bonds. Formally, these types of models are also 2-state models, in which the high energy level is the broken bond and the low one the intact bond, operating on a bond lattice instead of the more conventional particle lattice.

In this context, the objective of the present work is to propose a CALPHAD description of the glass
transition for a pure substance, also referred to as a unary in the CALPHAD terminology, by coupling a thermodynamic model with a relaxation law. In agreement with the CALPHAD practice, an ideal 2-state model will be adopted to describe the equilibrium liquid.

Glass research concentrates on a short list of typical glass formers that are extensively investigated by a wide range of complementary experimental techniques. To our knowledge, such elements or substances have not been explored up to now within the frame of the 3rd generation database developments. In the present work, boron oxide \( \text{B}_2\text{O}_3 \) is chosen as a test case of the proposed modeling approach both because of the large amount of experimental information available on this compound and because it is a key component of Pyrex glass and radioactive waste encapsulation borosilicate glasses.

For the sake of simplicity, the scope of the study is reduced to the \((T, S)\) couple of conjugate thermodynamic variables. It is further assumed that, the state of the liquid will depend on only one internal variable, in addition to temperature.

The paper is divided in two main parts.

The first part focuses on the thermodynamic description. A bibliographic overview of several 2-state models is provided in the first subsection. A deeper analysis of the ideal 2-state model is performed in the second subsection. The complete thermodynamic models of the crystal and liquid/glass phases are presented in the third subsection. Experimental information on the thermodynamic properties of \( \text{B}_2\text{O}_3 \) are reviewed in the fourth subsection and the results are presented and discussed in the fifth subsection.

The second part focuses on the kinetic description. Generalities on relaxation phenomena and typical relaxation laws in vitrifying liquids are presented in the first subsection. Issues linked to the implementation and coupling of these laws with the thermodynamic model are dealt with in the second subsection. Experimental data on the relaxation times and relevant law parametrization in \( \text{B}_2\text{O}_3 \) liquid and glass are reviewed in the third subsection. Results of the complete modeling are presented and discussed in the fourth subsection.

Some conclusions and outlooks are given at the end of the paper.

1 Thermodynamic modeling

1.1 Review of various 2-state models

In the simplest version of the 2-state model, the unary liquid is described as an ideal solution of two types of structural entities A and B in chemical equilibrium:

\[ A \rightleftharpoons B \]  

(1)

whose corresponding molar fractions are denoted respectively \( \xi_A \) and \( \xi_B \), its Gibbs energy then reads:

\[ G^L = \xi_A G_A + \xi_B G_B + RT (\xi_A \ln \xi_A + \xi_B \ln \xi_B) \]  

(2)

Rewriting equation (2) by introducing the Gibbs energy difference \( \Delta G^d = G_B - G_A \) between the 2 states and only keeping \( \xi = \xi_B \) gives:

\[ G^L = G_A + \xi \Delta G^d + RT (1 - \xi) \ln (1 - \xi) + \xi \ln \xi \]  

(3)

In a true binary ideal solution, \( \xi \) is an external variable that can be controlled by the experimentalist while in equation (3), \( \xi \) value adjusts itself to the temperature changes. The equilibrium value of \( \xi \) is hence obtained at each temperature by the condition of minimum Gibbs energy:

\[ \frac{\partial G^L}{\partial \xi} = 0 \]  

(4)

An explicit, single-value function of temperature, of the B molar fraction at equilibrium, here denoted \( \xi_e \), is obtained:
Two alternative and useful forms of the internal equilibrium condition are:

\[ 1 - \xi_e = \frac{1}{1 + \exp \left( -\frac{\Delta G^d}{RT} \right)} \]  

(6)

\[ \Delta G^d = -RT \ln \frac{\xi_e}{1 - \xi_e} \]  

(7)

These equations have been derived many times and can also be found in some classic textbooks [4] pages 297-299. The model defined according to equations (2) to (5) will be named in the following the “ideal 2-state model”.

Following Agren’s pioneering work [11], most CALPHAD researchers have adopted this model for describing the liquid with an increasing number of articles focused on the description of pure elements, mainly metallic, in the context of the development of 3rd generation databases e.g. [25] [26] [14] [27] [28] [29] and also including few binaries e.g. [30] [31]. This list is not exhaustive as new works are regularly published.

It is now interesting to question the nature of the two types of structural entities A and B composing the liquid. According to Agren [11], they correspond to localized (A) vs. non-localized (B) atoms or molecules. Borrowing a terminology coming from the free-volume theory of the glass transition [32] [33], these two types were later qualified as solid-like (A), having only vibrational degrees of freedom, vs. liquid-like (B), having translational degrees of freedom, atoms or molecules [12]. Note that the term liquid-like is somewhat misleading if, following Frenkel [34] and Trachenko and Brazhkin [35], it is considered that particle dynamics in the liquid state “can be separated into solid-like oscillatory and gas-like diffusive components”. Hence the term “gas-like” for B entities could possibly be more appropriate.

The state A is assimilated to an “ideal amorphous solid” [11] in which defects are gradually incorporated as temperature is increased.

Very few practitioners of the CALPHAD method have applied the 2-state model to oxides, an example being the very recent description of the Ca-O system by Deffrennes et al. [36] but, to our knowledge, the first study in this category was due to Golczewski et al. [37]. This work is original by several aspects. First, the authors propose an interesting methodology for estimating the thermodynamic properties of the simple oxides \( \text{Al}_2\text{O}_3 \), CaO, MgO in their hypothetical ideal amorphous state on the basis of the existing data on vitreous silica and three vitreous silicates Wollastonite, Diopside and Anorthite. Second, they use a 2-state model having the analytical form:

\[ G^L = G_A + \xi \Delta G^d + RT \left( (1 - \xi) \ln (1 - \xi) + \xi \ln \xi \right) + G^{XS} \]  

(8)

In equation (8), \( \xi \) is said to represent a fraction of “structural fluctuation” between the two states and the excess term is written as a sub-regular Redlich-Kister expansion having two terms:

\[ G^{XS} = \xi (1 - \xi) \left( L_0 + L_1 (1 - 2\xi) \right) \]  

(9)

The introduction of the excess term in the 2-state model has several consequences. Depending on the complexity of the excess term, equation (4) may not have an analytical solution and the equilibrium value of \( \xi \) has in this case to be found numerically. Moreover, this equation may also have several solutions hence yielding several \( \xi_e \) values. This can be easily understood if, for example, \( L_1 = 0 \) in equation (9) and the excess term reduces to a constant positive interaction parameter \( L_0 \). The 2-state model becomes in this case formally equivalent to a binary solution with a demixing tendency. On cooling, at temperatures

---

1 Page 98: "... those continuous variations of different properties of liquids which take place with increase of volume and temperature, and which gradually shift the liquid state from the solid-like to the gas-like type."
lower than a critical value, demixing will be predicted between two co-existing liquids having the same composition, one being solid-like rich while the other is liquid-like rich. Such a variation of the model has been applied to the description of liquid silicon by Stolen and Grande [38] (pages 143-149). In this last case, demixing in a unary liquid is said to be energy driven.

Holten and Anisimov [39] have modeled liquid-liquid separation in supercooled water using another variant of the 2-state model. They consider that pure liquid water is a mixture of two states of structures A, corresponding to a High-Density Liquid (HDL), and B corresponding to a Low-Density Liquid (LDL). They assume that the solution is athermal, hence having a zero-mixing enthalpy, but exhibiting an excess entropy. The Gibbs energy of the liquid then reads:

\[ G^L = G_A + \xi \Delta G^d + RT \left( (1 - \xi) \ln (1 - \xi) + \xi \ln \xi + \omega \xi (1 - \xi) \right) \]  

(10)

In which \( \omega = \omega(p) \) depends on pressure \( p \) but not on temperature. Liquid-liquid separation is said to be entropy driven in this case.

Considering melts of semi-conductors as being essentially metallic liquids containing an equilibrium concentration of clusters with covalent bonds, Ponyatovski and Barkalov [40] have written the Gibbs energy of the liquid as a pseudo-binary regular solution:

\[ G^L = \xi_A(E_A - T\Sigma_A) + \xi_B(E_B - T\Sigma_B) + \xi_A\xi_B E_{\text{mix}} + RT \left( \xi_A \ln (\xi_A) + \xi_B \ln (\xi_B) \right) \]  

(11)

Where \( \xi_A, E_A, \Sigma_A, V_A \) and \( \xi_B, E_B, \Sigma_B, V_B \) are the concentrations, energies, entropies and volumes of the ground (A) and excited (B) states respectively, \( E_{\text{mix}} \) being the mixing energy.

Finally, to describe any liquid, a general 2-state model was proposed by Tanaka [41] under the form:

\[ G^L = \xi_A E_A + \xi_B E_B + (\xi_A V_A + \xi_B V_B) p + RT(\xi_A \ln (\xi_A / g_A) + \xi_B \ln (\xi_B / g_B)) + J\xi_A\xi_B \]  

(12)

In this model, the liquid is composed of a mixture of normal-structures (A) and locally favored structures (B) representing the medium-range order. \( E_i, V_i, g_i \) are respectively the internal energy, the volume and the degeneracy of the state \( i \) and the energetic interaction parameter \( J > 0 \) because of frustration effect. Taking \( S_i = R \ln g_i \) in equation (11) renders this equation formally equivalent to equation (12).

This short overview shows few variants of the 2-state model which are more complex than the ideal 2-state model generally used in most of CALPHAD works. These variants can be of interest depending on the specific liquid to be described. For example, it is likely that the ideal solution entropy is no longer appropriate for a liquid in which the entities that form the mixture have very different sizes.

In the next subsection, the ideal 2-state model is further analyzed.

### 1.2 Analysis of the ideal 2-state model

A detailed presentation of the model can already be found in various literature references such as [12] or [13] and [4] (pages 297-299), however, for the sake of completeness, we found relevant to start our analysis by recalling some important equations.

If the solid-like and liquid-like entities are denoted respectively using the superscripts “sol” and “liq”, \( \xi \) being the fraction of liquid-like entities, which could alternatively be named using the Schmelzer and Gutzow [8] terminology the “structural order parameter” of the liquid, then:

\[ G^L = G^{\text{sol}} + \xi \Delta G^d + RT(\xi \ln \xi + (1 - \xi) \ln (1 - \xi)) \]  

(13)

At equilibrium, injecting the \( \xi_e \) expression (5) and rearranging:

\[ G^L = G^{\text{sol}} - RT \ln (1 + \exp(-\Delta G^d/RT)) \]  

(14)

Using the classical thermodynamic relations \( G^l = H^l - TS^l \) and \( C_p^l = \partial H^l/\partial T \) and again using expression (5), it can also be shown that:
\[ S^L = -\frac{\partial G^L}{\partial T} = S^{sol} + \xi_e \Delta S^d - R(\xi_e \ln \xi_e + (1 - \xi_e) \ln (1 - \xi_e)) \] (15)

\[ H^L = H^{sol} + \xi_e \Delta H^d \] (16)

\[ C_p^L = C_p^{sol} + \xi_e C_p^d + \frac{d\xi_e}{dT} \Delta H^d \] (17)

The configurational heat capacity of the liquid at equilibrium then reads:

\[ C_{p}^{conf} = C_p^L - C_p^{sol} = \xi_e C_p^d + \frac{d\xi_e}{dT} \Delta H^d \] (18)

To calculate the heat capacity of the liquid at equilibrium using equations (17) or (18), the derivative of the internal variable with respect to temperature must first be evaluated. By deriving expression (5), we find:

\[ \frac{d\xi_e}{dT} = \frac{\Delta H^d}{RT^2 (1 + \exp(-\Delta G^d/RT))^2} \] (19)

As \( \Delta H^d > 0, d\xi_e/ dT > 0 \) and \( \xi_e(T) \) is a monotonically increasing function from 0 to 1 with \( T \).

All the above equations are independent of the analytical form chosen for \( \Delta G^d \). It is also worth noting that if equation (13) is of general validity, all other equations only hold true at equilibrium because equation (5) was used in their derivation. To indicate this, we have kept the subscript “e” for \( \xi \) in these equations.

It is our belief that the physical interpretation of the ideal 2-state model needs some clarification and we now want to emphasize that, when used alone, it is by construction unable to model the glass transition phenomenon observed in typical glass forming liquids. We will invoke two arguments.

First, the model implemented using equation (5) and (14) to (19) necessarily depicts a stable or, for \( T < T_m \) (\( T_m \) being the melting temperature) metastable, liquid in internal equilibrium. Whatever the temperature, the internal variable \( \xi \) is not frozen-in. Being an equilibrium phase, the “sol” phase should hence obey the 3rd law and have a zero entropy at 0 K as already recognized in [12] and widely adopted in the CALPHAD literature. It can be noted by the way that the “sol” phase is not a glass in the sense of the Kauzmann’s definition quoted at the beginning of the present article. To assess the validity of the assimilation of the “sol” phase to the so-called “ideal amorphous solid” or “ideal glass” requires to come back to the definition of this concept which is still under debate. Condensing Turnbull’s definition [42] “an ideal glass is a solid in internal equilibrium… which exhibits an infinite unit cell”. According to Angell [43], the ideal glass represents “the ground state for amorphous packing”. This state would only be reached if the liquid could be slowly cooled in equilibrium down to Kauzmann’s iso-entropy temperature \( T_K \). One way of avoiding the entropy crisis is then for the liquid to form an “ideal glass” of unique configuration through an underlying “ideal glass transition” at \( T_K \) [44]. However, the prediction of the Kauzmann’s temperature relies on an extrapolation of the metastable liquid heat capacity at temperatures lower than the glass transition temperature \( T_g \). Nemilov’s, in his striking Figure 9 page 60 of [5], shows two possible extrapolations one giving rise to an entropy crisis and the other not. Such entropy crisis is not calculated with the 2-state model which, by construction, assumes no anomaly in the evolution of the thermodynamical functions. The entropy difference between the liquid and the crystal phases, also called the excess entropy of the liquid, is calculated to reduce gradually on cooling vanishing only at 0 K (e.g. dashed blue curve Figure 13) and not at a strictly positive Kauzmann’s temperature. Hence, our view is that the “sol” phase is more likely to represent a metastable liquid at 0 K than an “ideal glass” or “ideal amorphous solid”, disregarding the open question of the real existence of such a solid. For a much more advanced discussion of these issues, including the reformulated definition of the entropy crisis on the basis of a non-negative entropy criterion instead of the more classical iso-entropic one and the distinction between a metastable liquid and the “ideal glass” the reader is referred to the works of Gujarati et al. [45] [46].
Second, the large heat capacity hump, also called Schottky heat capacity anomaly, described by the simultaneous use of equations (5), (18) and (19) is very different from the sharp heat capacity drop which occurs in a narrow temperature range for glass forming liquids. To further elaborate on this point, it is necessary to choose an analytical expression for the Gibbs energy difference between the two states.

Adopting a classical CALPHAD expansion of $\Delta G^d$:

$$\Delta G^d = A + BT + CT \ln T + DT^2 + \cdots \quad (20)$$

in which for physical reasons $A > 0$ and $B < 0$, it is found that:

$$\Delta S^d = -B - C - C \ln T - 2DT + \cdots \quad (21)$$

$$\Delta H^d = A - CT - DT^2 + \cdots \quad (22)$$

$$C_p^d = -C - 2DT + \cdots \quad (23)$$

Keeping only the three first terms in equation (20), the configurational heat capacity is plotted vs. temperature in Figure 1a) and b) for various values of the $A$, $B$ and $C$ parameters. Increasing the $A$ value, e.g. from 5000 to 20000 J mol$^{-1}$, shifts the summit of the peak towards higher temperatures but also considerably enlarges the peak width. Adding an entropic contribution, here a value corresponding to the communal entropy (for definition of this concept cf. pages 290-291 of ref. [47]) $B = -R$ was chosen, increases the peak height. The $C$ coefficient represents a heat capacity difference between the solid-like and liquid-like states. It is seen that adding a non-zero $C$ value, e.g. $C = -1 J mol^{-1} K^{-1}$, offsets the high temperature limit of the configurational heat capacity limit from 0 to $-C$ simultaneously increasing the peak height.

![Figure 1. Configurational heat capacity of the liquid at equilibrium vs. temperature for $\Delta G^d = A + BT + CT \ln T$ and two different $A$ values. Solid lines $B = C = 0$, dashed lines $B = -R, C = 0$, dash-dotted lines $B = -R, C = -1 J mol^{-1} K^{-1}$.](image)

Figure 1 shows that the heat capacity anomaly, even when $A$ has a small value e.g. 5 kJ mol$^{-1}$, spreads over several hundreds of K, drastically differing from the heat capacity evolution which is effectively recorded vs. temperature in a typical DSC experiment performed through the transition range of a glass forming substance.

It is proposed in [36] to roughly estimate for CaO “the glass transition temperature at the half of the heat capacity increase”. If the validity of this assertion is difficult to assess in the case of CaO which is hardly obtained as a glass and can only possibly undergo an “ideal glass transition”, for a typical glass forming substance such as B$_2$O$_3$, the glass transition temperature has no direct connection with the heat capacity increase predicted by the equilibrium 2-state model as will be shown by the graphical representation of Figure 12c. Moreover, it is obvious that such an equilibrium model cannot simulate the hysteresis loops of the heat capacity and other quantities in the glass transition range.
It is now interesting to derive analytical expressions of the thermodynamic functions of general validity holding true both under equilibrium and non-equilibrium conditions.

By direct derivation of equation (13) with respect to temperature, without using equation (5), the entropy reads:

\[ S^L = S^{sol} + \xi \Delta S^d - R \left( \xi \ln \xi + (1 - \xi) \ln (1 - \xi) \right) - \frac{d\xi}{dT} \left\{ \Delta G^d + RT \ln \frac{\xi}{1 - \xi} \right\} \tag{24} \]

At equilibrium, due to equation (7), the expression between braces in the third term cancels out and equation (15) is recovered.

At the glass state, \( \xi \) is frozen-in and hence no longer dependent on temperature. The third term cancels out and equation (15) is again recovered but this time because \( d\xi / dT = 0 \).

It is thus established that equation (15) holds true both in the equilibrium liquid and in the glass state.

Combining equations (13) and (24), the enthalpy in the glass transition range reads:

\[ H^L = G^L + TS^L = H^{sol} + \xi \Delta H^d - T \frac{d\xi}{dT} \left\{ \Delta G^d + RT \ln \frac{\xi}{1 - \xi} \right\} \tag{25} \]

Similarly, the third term cancels out for both the equilibrium liquid and the glass state giving again equation (16).

By derivation of the enthalpy expression (25) with respect to temperature and after some grouping of terms, the heat capacity expression is also found:

\[ C_p^L = C_p^{sol} + \xi C_p^d + \frac{d\xi}{dT} \Delta H^d - \frac{d\xi}{dT} \left\{ \Delta G^d + T \frac{d\Delta G^d}{dT} + 2RT \ln \frac{\xi}{1 - \xi} + \frac{RT^2}{\xi(1 - \xi)} \frac{d\xi}{dT} \right\} \]

\[ - T \frac{d^2\xi}{dT^2} \left\{ \Delta G^d + RT \ln \frac{\xi}{1 - \xi} \right\} \tag{26} \]

The expression between braces which is multiplied by \( d\xi / dT \) cancels out at equilibrium because equation (7) implies that the sum of its first three terms equals \(-\Delta H^d\), while, combining equations (5) (6) and (19), it can be shown that the fourth term equals \( \Delta H^d \), so the whole expression cancels out. Moreover, the expression between braces which is multiplied by \( d^2\xi / dT^2 \) obviously cancels out at equilibrium because of equation (5). Hence, at equilibrium, equation (26) reduces to its first three terms and the equilibrium heat capacity equation (17) is recovered.

At the glass state, the first and second derivatives of the structural order parameter with respect to temperature cancel out and the heat capacity equation (26) reduces to its first two terms.

**1.3 Models of the crystal and liquid/glass phases**

We have chosen to describe the vibrational part of the heat capacity of the various phases using weighted sums of Einstein functions. It was demonstrated by Voronin et al. [48] [49] [50] that this method is very efficient for fitting thermodynamic properties of oxides over a wide temperature range. This method was also adopted in the recent description of CaO by Deffrennes et al. [36]. In the present work, it proved to be well suited to fit the experimental heat capacity data of crystalline and glassy B\(_2\)O\(_3\).

The heat capacity is written under the form:

\[ C_p(T) = \sum_i 3R \alpha_i \left( \frac{\Theta_i}{T} \right)^2 e^{\Theta_i/T} \left( e^{\Theta_i/T} - 1 \right)^2 \tag{27} \]

The high temperature limit of the heat capacity hence reads:
\[ C_p(\infty)/J\text{ mol} \cdot \text{at}^{-1} \cdot \text{K}^{-1} = 3R \sum_i \alpha_i \]  

(28)

By integrating \( C_p \) \( d \ln T \) and taking the integration constant equals to 0 because it is assumed that both the crystal and the “sol” phase obey the 3rd law, the entropy is obtained:

\[ S(T) = \sum_i 3R \alpha_i \left( \frac{\theta_i}{T} e^{\theta_i/T} - \ln(e^{\theta_i/T} - 1) \right) \]  

(29)

By integrating \( C_p \) \( dT \) and taking the integration constant equals to the enthalpy value at 0 K \( H(0) \), the enthalpy reads:

\[ H(T) - H(0) = \sum_i 3R \theta_i \]  

(30)

In 3rd generation descriptions of non-glass forming substances, and because of the lack of experimental data on the “sol” phase, the Gibbs energy difference between the crystal and the “sol” phase is usually taken as [12] [13]:

\[ G^\text{sol} = G^\text{cryst} + A' \]  

(31)

Equation (31) implies that the crystalline and “sol” phases have the same heat capacity and that their Gibbs energies only differ by a constant enthalpy value \( A' \) to be adjusted in the course of the optimization. Contrarily, for a glass former, the availability of heat capacity data for the glass phase allows to model the heat capacities of the crystal and the “sol” phase using two different sets of \( (\alpha_i, \theta_i) \) parameters in equation (27). Moreover, the enthalpy of the isothermal reaction:

\[ \text{Crystal}_T \rightarrow \text{Glass}_T \]  

(32)

Can be indirectly measured by performing solution calorimetry experiments on both the crystal and the glass using a well-chosen solvent and temperature, usually 298.15 K if both phases can be dissolved in an aqueous solution. Hence, this information can be used to adjust the enthalpy difference between the crystal and the “sol” phase, even if, for a real glass this enthalpy difference depends on the condition of preparation of the glass: the higher the fictive temperature of the glass, the larger the enthalpy difference.

A concise definition of the concept of fictive temperature introduced by Tool [51] [52] is given by Goldstein [53] under the form: “the temperature at which the configurational state of the glass would be an equilibrium state of the liquid”.

Finally, the liquid phase will be described using the ideal 2-state model already presented in subsections 1.1 and 1.2.

For the numerical application in the case study of \( \text{B}_2\text{O}_3 \), the \( (\alpha_i, \theta_i) \) vectors of the crystal and amorphous phase were optimized using the freely available CpFit program [49]. Parameters \( (A, B, C, D \text{ in equation (20)}) \) of the Gibbs energy difference between the solid- and liquid-like states were optimized by a non-linear least square method using a homemade program written in Python based on the \textit{lmfit} package. Graphs are generated with the \textit{matplotlib} graphical library.

1.4 Review of experimental thermodynamic data of \( \text{B}_2\text{O}_3 \)

Various recent CALPHAD descriptions of \( \text{B}_2\text{O}_3 \) are available in the literature [54] [55] [56] [57]. However, all are based on 1-state approaches for the liquid phase and hence not suitable for coupling with a relaxation law. The study of Decterov et al. [54] is the only one in which the glass transition is taken into account, modeling the transition by a sharp variation of the heat capacity of the liquid/amorphous phase in the 484-557 K range. Hence a new description, employing the 2-state model for the liquid phase, is required.
Experimental data on the thermodynamic functions of $\text{B}_2\text{O}_3$ are now reviewed starting with the heat capacity.

The crystal heat capacity was measured by adiabatic calorimetry by Kelley [58] between 53 and 295 K, Kerr et al. [59] between 18 and 297 K and Schmidt [60] from 304 K up to the melting point. The three datasets are in very good agreement as can be seen in Figure 2. The enthalpy increment was measured by drop calorimetry by Southard [61].

![Figure 2. Heat capacity of crystalline $\text{B}_2\text{O}_3$ measured by adiabatic calorimetry (□) Kelley [58], (×) Kerr et al. [59], (○) Schmidt [60], (△) pre-melting region Schmidt [60] compared with the modeling from this work (solid line)](image)

The heat capacity of the glass and the liquid was measured by adiabatic calorimetry by Turdakin and Tarasov [62] between 60 and 295 K, Richet et al. [63] between 5 and 334 K and Schmidt [60] from 307 to 911 K and by Thomas and Parks [64] on heating and cooling between 307 and 618 K using a radiation scanning calorimeter and Moynihan et al. [65] on heating between 400 and 682 K by DSC. The results of Moynihan et al. are only presented graphically in the original article so the experimental values were obtained by digitizing figures 3 and 5 of the article with the help of the free Plotdigitizer2 software, with the inherent uncertainty linked to such procedure.

All the data are compared in Figure 3 showing an overall good agreement between various authors with the notable exception of the pioneering results obtained by Thomas and Parks [64] in the glass transition range (blue and red points in Figure 3). While the results of Moynihan et al. [65] obtained with a commercial DSC in 1976 smoothly join the adiabatic calorimetry results on both sides of the glass transition, the values of Thomas and Parks are systematically shifted to lower values, particularly on the liquid side of the transition. It is likely that these values are underestimated because of an erroneous evaluation of the calibration coefficient of their radiation calorimeter. Thomas and Parks have assessed the absolute error of their measurements to be lower than 4%. This was a very accurate estimation considering that on the liquid side, their value is approximately 4.5% lower than the adiabatic measurements obtained by Schmidt 35 years later. However, another drawback of Thomas and Parks study is that the thermal conditions of the experiments are only loosely specified using expressions such as “on heating after very fast cooling”, “on cooling from the liquid” and “on heating after slow cooling”. It can also be observed that, according to Thomas and Parks, and despite “very fast cooling” in one of the runs, the glass transition occurs at lower temperatures than shown by Moynihan et al. results obtained using moderate cooling rates, and by the Schmidt study, both being in agreement. So, the possibility of a temperature calibration error cannot be totally excluded. As a conclusion, the three datasets of Thomas and Parks were discarded.

2 http://plotdigitizer.sourceforge.net/
The enthalpy increment $H^L(T) - H^L(298)$ of the glass/liquid was measured by drop (from high temperature to room temperature) calorimetry by Southard [61] between 382 and 1777 K, Krasovitskaya et al. [66] between 1015 and 2154 K, Shpil’Rain et al. [67] between 766 and 2211 K and by transposed (from room temperature to high temperature) drop calorimetry by Klein and Müller [68] at 1725 and 1775 K. All the data are in good agreement as shown in Figure 4 except the two measuring points of Klein and Müller which lie outside the experimental scattering of the values from the other studies, probably because these last authors used a calorimetric technique which does not allow the sample to be encapsulated and could vaporize, as already pointed out by Decterov et al. [54].

The main source of systematic error in the three studies having used drop calorimetry is the ill-defined glass state of the sample at room temperature. It is likely that the samples quenched from very high temperatures (e.g. $T > 2000 K$) undergo a higher cooling rate and hence would reach a glass state of higher enthalpy than the ones quenched from moderate temperatures (e.g. $T < 1000 K$). This effect may possibly lead to an underestimation of the heat increment.

Discarding the two datapoints of Klein and Müller, all the results in the liquid at $T > 610 K$ can be fitted to a straight line (black dotted line in Figure 4) having a slope equal to $25.611 \pm 0.064 \text{ J mol}^{-1} \text{ K}^{-1}$. Trying to fit the data with a quadratic polynomial showed that the coefficient of the quadratic term was statistically meaningless. Hence, it can be concluded from the three drop calorimetry studies that the liquid exhibits a constant heat capacity over the 610-2154 K range.
Figure 4. Heat increment of $B_2O_3$ at the glass and liquid states. Drop calorimetry (○) Southard [61], (□) Krasovitskaya et al. [66], (×) Shpil’Rain et al. [67] and linear regression to the data with slope $25.611 \pm 0.064 \text{ J mol}^{-1} \text{ K}^{-1}$ (dotted line). Transposed drop calorimetry (△) Klein and Müller [68]. Modeling from this work using the A and B parameters given in Table 6 for the solid-like (dashed line) and liquid (solid line) states.

The internal discrepancy between the selected heat capacity data and the heat increment of the liquid phase is emphasized in Figure 5. The direct measurements of the heat capacity (empty circles) by adiabatic scanning calorimetry lie in the range $26.5 - 27 \text{ J mol}^{-1} \text{ K}^{-1}$ while a constant $25.611 \pm 0.064 \text{ J mol}^{-1} \text{ K}^{-1}$ value (black dashed line) is inferred from the heat increment data obtained by drop calorimetry. Decterov et al. [54] chose to discard the heat capacity adiabatic measurements of Shmidt [60] in favor of a constant $25.556 \text{ J mol}^{-1} \text{ K}^{-1}$ heat capacity value (red dotted line) on the basis of drop calorimetry data. This description was also recently adopted by Utlak and Bessmann [57]. Estimating a large ± 2.5 J mol$^{-1}$ K$^{-1}$ uncertainty on the measured values by both techniques, an intermediate value $25.9408 \text{ J mol}^{-1} \text{ K}^{-1}$ constant value (red dashed line) is selected as a compromise in the JANAF tables [69]. Interestingly, a different compromise is found in CODATA [70] and Gurvich et al. [71] tables in which the liquid heat capacity (red dash-dotted curve) decreases from the adiabatic values above the melting point down to the drop calorimetry value above 2000 K.

Figure 5. Heat capacity of equilibrium $B_2O_3$ liquid. Horizontal solid line = 3R Dulong-Petit limit. (○) selected measurements from Shmidt [60] by adiabatic calorimetry or Moyrinhan et al. [65] by DSC. Black dashed line, constant $25.611 \pm 0.064 \text{ J mol}^{-1} \text{ K}^{-1}$ heat capacity from linear regression to heat increment measurements. Red
The melting enthalpy selected in JANAF tables is \( \Delta_f H_{298}^{\text{cryst}} \), was critically assessed in both the JANAF tables [69] and the CODATA key-values [70]. The two assessed values, \(-1271.9 \pm 2.1 \text{ kJ mol}^{-1}\) and \(-1273.5 \pm 1.4 \text{ kJ mol}^{-1}\) respectively, agree considering the uncertainties. The CODATA recommended value, based on the simultaneous least square evaluation of the formation enthalpies of \( \text{B}_2\text{O}_3, \text{H}_3\text{BO}_3 \) and \( \text{BF}_3 \) and relying on a large number of reaction enthalpy measurements, is adopted in the tables of Gurvich et al. [71] and in this work.

The vitrification enthalpy corresponding to reaction (32) was measured by water solution calorimetry by Johnson and Hubbard [72]: \( \Delta_{\text{vitr}} H_{298}^{0} = 18.577 \pm 0.251 \text{ kJ mol}^{-1} \). From this value and the standard formation enthalpy of the crystal, the standard formation enthalpy of the glass can be derived.

The melting temperature \( T_m = 723 \text{K} \) is adopted by JANAF, CODATA and Gurvich et al. The uncertainty \( \pm 1 \text{K} \) assessed by Gurvich et al. is also selected in this work.

The melting enthalpy selected in JANAF tables is \( \Delta_m H_{273} = 24.071 \pm 0.4 \text{ kJ mol}^{-1} \), this value being indirectly evaluated by combining the vitrification enthalpy at 298 K of reference [72] and the enthalpy increments of the crystal and liquid phases to extrapolate this enthalpy difference to the melting point. A slightly differing value \( \Delta_m H_{273} = 24.56 \text{ kJ mol}^{-1} \) was adopted by CODATA without stating the uncertainty. This value corresponds to the direct measurement performed by Shmidt et al. [60] by adiabatic calorimetry: \( \Delta_m H_{273} = 24.560 \pm 0.126 \text{ kJ mol}^{-1} \). The same last value is selected by Gurvich et al. but with a larger and more realistic uncertainty of \( \pm 0.15 \text{ kJ mol}^{-1} \) which is also adopted in this work.

Table 1. Thermodynamic properties of \( \text{B}_2\text{O}_3 \) from JANAF [69], CODATA [70] and Gurvich et al. [71] tables compared to the values adopted in this work.

<table>
<thead>
<tr>
<th></th>
<th>JANAF</th>
<th>CODATA</th>
<th>Gurvich et al.</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta_f H_{298}^{\text{cryst}} / \text{kJ mol}^{-1} )</td>
<td>(-1271.9 \pm 2.1)</td>
<td>(-1273.5 \pm 1.4)</td>
<td>(-1273.5 \pm 1.4)</td>
<td>(-1273.5 \pm 1.4)</td>
</tr>
<tr>
<td>( T_m / \text{K} )</td>
<td>723.0 ± 0.5</td>
<td>723.0</td>
<td>723.0 ± 1</td>
<td>723.0 ± 1</td>
</tr>
<tr>
<td>( \Delta_m H_{273} / \text{kJ mol}^{-1} )</td>
<td>24.071 ± 0.4</td>
<td>24.560</td>
<td>24.56 ± 0.15</td>
<td>24.56 ± 0.15</td>
</tr>
<tr>
<td>( H^{\text{cryst}}(298) - H^{\text{cryst}}(0) / \text{kJ mol}^{-1} )</td>
<td>9.293</td>
<td>9.301 ± 0.040</td>
<td>9.301 ± 0.040</td>
<td>9.308</td>
</tr>
<tr>
<td>( H^{\text{glass}}(298) - H^{\text{glass}}(0) / \text{kJ mol}^{-1} )</td>
<td>10.060</td>
<td>No data</td>
<td>10.3 ± 0.1</td>
<td>10.185</td>
</tr>
<tr>
<td>( S^{\text{cryst}}(298) / \text{J mol}^{-1} \text{K}^{-1} )</td>
<td>53.95 ± 0.4</td>
<td>53.97 ± 0.30</td>
<td>53.97 ± 0.30</td>
<td>53.616</td>
</tr>
<tr>
<td>( S^{\text{glass}}(298) - S^{\text{glass}}(0) / \text{J mol}^{-1} \text{K}^{-1} )</td>
<td>61.826</td>
<td>No data</td>
<td>72.6 ± 1.6</td>
<td>66.141</td>
</tr>
<tr>
<td>( \Delta_{\text{vitr}} H_{298} / \text{kJ mol}^{-1} )</td>
<td>18.577 ± 0.251</td>
<td>No data</td>
<td>18.6 ± 0.3</td>
<td>18.577 ± 0.251</td>
</tr>
<tr>
<td>( \Delta_{\text{vitr}} H_{0} / \text{kJ mol}^{-1} )</td>
<td></td>
<td></td>
<td></td>
<td>17.7</td>
</tr>
</tbody>
</table>

The residual entropy of the glass \( S^{g\text{lass}}(0 \text{K}) \) at 0 K was estimated by various authors. The values are compared in Table 2.

Table 2. Residual entropy \( S^{g\text{lass}}(0 \text{K}) \) of \( \text{B}_2\text{O}_3 \) glass at 0 K having a fictive temperature \( T_f \).

<table>
<thead>
<tr>
<th>Reference</th>
<th>( T_f / \text{K} )</th>
<th>( S^{g\text{lass}}(0 \text{K}) / \text{J mol}^{-1} \text{K}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>JANAF [69]</td>
<td>Not specified</td>
<td>16.617</td>
</tr>
</tbody>
</table>
The values from the JANAF and the Gurvich et al. tables seem to be less reliable than the other three because the transition temperature assumed for the glass is not specified.

Estimations from Richet et al. [63] and Nemilov [5] are in very close agreement around $11 \text{ J mol}^{-1} \text{ K}^{-1}$. Considering that the melting entropy of B$_2$O$_3$ that can be calculated from the selected values of the melting temperature and enthalpy (Table 1) is $\Delta_m S = 34 \text{ J mol}^{-1} \text{ K}^{-1}$, it can be noticed that these two estimations are in complete agreement with the Schmelzer and Gutzow's rule of thumb (equation 2.129 page 53 of reference [8]):

$$S^{\text{glass}}(0 \text{ K}) \approx \frac{1}{3} \Delta_m S$$  \hspace{1cm} (33)

Which is obeyed for a large number of glasses solidified at “normal” cooling rates.

A slightly lower value $10 \text{ J mol}^{-1} \text{ K}^{-1}$ is estimated by Johari [73] but assuming a lower fictive temperature (520 K) for the glass than in the studies of Nemilov and Richet et al. (540-543 K). Thus, the three estimations are likely to be consistent.

### 1.5 Results and discussion of the thermodynamic modeling

We started by fitting the thermal functions of the crystal and the “sol” phase.

For the crystal phase, the enthalpy increment dataset of Southard [61] was found to deviate from other data and degrade the quality of the modeling as already pointed out in the notes to the JANAF Tables. Considering that drop calorimetry is generally less accurate than adiabatic calorimetry and that the three adiabatic calorimetry datasets of Kelley [58] Kerr et al. [59] and Shmidt [60] are in remarkable agreement, the datapoints of Southard were finally excluded from the fitting procedure.

The number of Einstein functions was increased gradually until good agreement with the experimental data was achieved. For both the crystal and the amorphous solid, it was found that, from a purely statistical point of view, a sum of four Einstein functions (8 parameters) gave the optimal description. Increasing this number to five resulted in at least one statistically meaningless coefficient. Overfitting was hence avoided by keeping only four terms.

However, equation (28) implies that the high temperature limit of the vibrational contribution to the heat capacity increases with the number of Einstein functions. Using four Einstein functions for the crystal, it was found that the high temperature limit of the $C_p$ was around ten percent above the Dulong-Petit $C_V$ harmonic limit. Considering that the experimental heat capacity curves of the crystal and the glass merge above room temperature [63] indicating a similar high temperature behavior, such a high limiting value for the crystal, indeed higher than the heat capacity of the liquid phase itself, would possibly yield an unphysical negative configurational liquid heat capacity. On this basis, it was decided to keep only three Einstein terms in the sum, lowering the high temperature limit of the crystal heat capacity to 4% above $3R$. 

<table>
<thead>
<tr>
<th></th>
<th>Not specified</th>
<th>7.9 ± 1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nemilov, Table 1, page 78 of reference [5]</td>
<td>540</td>
<td>11.09 – 11.38</td>
</tr>
<tr>
<td>Johari [73]</td>
<td>521</td>
<td>9.9</td>
</tr>
<tr>
<td>Richet et al. [63]</td>
<td>543</td>
<td>11.2 ± 0.8</td>
</tr>
<tr>
<td>Combined thermodynamic + kinetic modeling from this work, cooling at 1 K/min</td>
<td>540.77</td>
<td>12.2</td>
</tr>
<tr>
<td>Combined thermodynamic + kinetic modeling from this work, cooling at 0.025 K/min</td>
<td>520.06</td>
<td>11.1</td>
</tr>
</tbody>
</table>
The optimized coefficients of the thermodynamic model of the crystal phase are given in Table 3 and the calculated heat capacity curve is compared to the experimental data in Figure 2.

Table 3. Values of the weights and Einstein temperatures of the crystal phase optimized with the CpFit program on 117 experimental points obtained by merging the Kelley [58], Kerr et al. [59] and Shmidt [60] datasets. The $\Delta$ and $s$ values are respectively the 95% confidence interval and standard deviations of the parameters. Non-significant digits are kept to avoid round-off errors.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$\alpha_i$</th>
<th>$\Delta\alpha_i$</th>
<th>$s(\alpha_i)$</th>
<th>$\theta_i$</th>
<th>$\Delta\theta_i$</th>
<th>$s(\theta_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.465477187</td>
<td>0.0177244</td>
<td>0.00894466</td>
<td>1661.7511880</td>
<td>54.94200</td>
<td>27.72650</td>
</tr>
<tr>
<td>2</td>
<td>0.351207422</td>
<td>0.0156721</td>
<td>0.00790896</td>
<td>664.0531930</td>
<td>35.37290</td>
<td>17.85100</td>
</tr>
<tr>
<td>3</td>
<td>0.218574007</td>
<td>0.0139316</td>
<td>0.00703059</td>
<td>226.7094497</td>
<td>7.92836</td>
<td>4.00106</td>
</tr>
</tbody>
</table>

The experimental and calculated enthalpy increment of the crystal are compared in Figure 6. Despite the dataset of Southard not being taken into account in the optimization, the agreement is reasonable.

For optimizing the heat capacity parameters of the “sol” phase, and after having discarded the datasets of Thomas and Parks [64], we constructed a 108-point dataset by merging the datasets of Turdakin and Tarasov [62] and Richet et al. [63] and adding the experimental points of Shmidt [60] and Moynihan et al. [65] obtained at temperatures lower than the lower bound of the glass transition range. For the same reason as for the crystal phase, it was chosen to restrict the sum of Einstein functions to three terms. However, in this case, the high temperature limit of the heat capacity was found to only reach $0.95 \times 3R$ with a high temperature evolution becoming very different than the one of the crystal.

Finally, to constraint the heat capacities curves of the crystal and the “sol” phase to merge above room temperature, we added to the glass dataset 24 points measured by Shmidt [60] for the crystal in the temperature range comprised between the glass transition temperature and the melting point.

The resulting optimized coefficients of the heat capacity model of the glass are presented in Table 4 and the calculated heat capacity curve is compared to the experimental data in Figure 3.

Table 4. Values of the weights and Einstein temperatures of the glass optimized with the CpFit program on 132 experimental points obtained by merging the Turdak in and Tarasov [62] and Richet et al. [63] datasets, 8 datapoints at $T < 500$ K from Shmidt [60], 9 datapoints at $T < 440$ K from Moynihan et al. [65] and 24 crystal datapoints from Shmidt [60] in the range 526-706 K. The $\Delta$ and $s$ values are respectively the 95% confidence interval and standard deviations of the parameters. Non-significant digits are kept to avoid round-off errors.
The calculated heat capacity curves of the crystal and the glass are compared in Figure 7. It is seen that these two curves, which differ at low temperatures, actually merge close to room temperature well below temperatures at which the $3R$ Dulong-Petit limit would be approached. According to Richet et al. [63], “this indicates that the vibrational density of states consists of distinct low- and high- frequency range due to a soft medium-range organization”.

It can be checked from a close inspection of the insert of Figure 3, that the good high temperature behavior of the modeled heat capacity is obtained at the expense of a degradation of the prediction between 0 and 100 K. Such a compromise was judged acceptable in the present work.

The next step consists in adjusting the coefficients of the Gibbs energy differences between the solid- and liquid-like states ($A$, $B$, $C$ coefficients... in equation 20) and between the “sol” phase and the crystal ($A'$ in equation 31).

However, if the heat capacity of the glass at temperatures lower than the glass transition range can quite safely be assumed not to depend on the cooling conditions, it is not the case for other “thermodynamic” quantities characterizing the glass state such as the zero-point entropy $S_{\text{glass}}^{\text{glass}}(0 \, K)$ and enthalpy $H_{\text{glass}}^{\text{glass}} = \Delta_{\text{vitr}} H_0 = H_{\text{glass}}^{\text{glass}}(0 \, K) - H_{\text{cryst}}^{\text{cryst}}(0 \, K)$ which are strongly dependent on both the cooling rate and values of the A, B, C coefficients.

A particular difficulty then arises from the fact that the validity of a given thermodynamic modeling cannot be assessed independently from the kinetic data and that the glass transition kinetics puts additional constraints on the thermodynamic optimization.

We expect the configurational part of the heat capacity to vanish at temperatures lower than the lower bound of the glass transition range which can be roughly estimated to be around 400 K on the basis of Figure 3:

$$C_p^G = C_p^{\text{sol}} \text{ for } T < 400 \, K$$

From equation 26, the heat capacity of the glass with frozen-in configuration also reads:

<table>
<thead>
<tr>
<th></th>
<th>$\alpha_1$</th>
<th>$\Delta \alpha_1$</th>
<th>$s(\alpha_1)$</th>
<th>$\theta_1$</th>
<th>$\Delta \theta_1$</th>
<th>$s(\theta_1)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.528162913</td>
<td>0.0135499</td>
<td>0.00684693</td>
<td>1600.727224</td>
<td>55.0723</td>
<td>27.8287</td>
</tr>
<tr>
<td>2</td>
<td>0.180141253</td>
<td>0.00822347</td>
<td>0.00415543</td>
<td>121.9903056</td>
<td>5.50505</td>
<td>2.78177</td>
</tr>
<tr>
<td>3</td>
<td>0.328836748</td>
<td>0.0157812</td>
<td>0.00797443</td>
<td>546.1879661</td>
<td>26.548</td>
<td>13.4151</td>
</tr>
</tbody>
</table>
\[ C_p^L = C_p^{sol} + \xi C_p^d \] (35)

Considering that \( \xi \) has a non-zero value when it is frozen-in at the glass transition, equation (34) is fulfilled only if \( C_p^d = 0 \) in equation (35) or if using equation (23):

\[ \xi = D = 0 \] (36)

At this stage, it remains to adjust the coefficients A and B and the melting properties of the substance are particularly helpful for performing this task.

First, the entropy of the liquid in equilibrium at its melting point can be calculated using the heat capacity model of the crystal (Table 3) and the selected value of the melting enthalpy:

\[ S^L(T_m) = \int_0^{T_m} \frac{C_p^{cryst}}{T} \, dT + \frac{\Delta m H}{T_m} = 163.028 \, J \, mol^{-1} \, K^{-1} \] (37)

Second, as already discussed in subsection 1.2, the “sol” phase is assumed to obey the 3rd law and its entropy at the melting point can be calculated using the optimized coefficients of the glass heat capacity model given in Table 4:

\[ S^{sol}(T_m) = \int_0^{T_m} \frac{C_p^{glass}}{T} \, dT = 141.457 \, J \, mol^{-1} \, K^{-1} \] (38)

The configurational entropy can thus be reliably estimated at the melting point combining equations (37) and (38):

\[ S^{conf}(T_m) = S^L(T_m) - S^{sol}(T_m) = 21.570 \, J \, mol^{-1} \, K^{-1} \] (39)

Because of equation (15), we also have:

\[ S^{conf}(T_m) = \xi_a(T_m) \Delta S^d(T_m) - R(\xi_e(T_m) \ln \xi_e(T_m) + (1 - \xi_e(T_m)) \ln(1 - \xi_e(T_m))) \] (40)

While \( \Delta S^d(T_m) \) is only a function of B through equation (21), \( \xi_e(T_m) \) is a function of both A and B through equations (5) and (20). Hence, because of equation (40), A and B cannot be adjusted independently in the optimization process.

We chose to set the value of B manually and then to compute the corresponding value of A by numerical solution of equation (40). Then the kinetic simulation was run and the quality of the optimization was judged from various thermodynamic and kinetic criteria as explained in subsection 2.4. The process was repeated by trial and error, changing the B value until an optimum value was found.

An alternative method was also attempted for automatic and simultaneous optimization of the A and B values. First a dataset was constructed by taking the 35 heat capacity experimental points (seen in Figure 5) of the liquid phase which have a temperature greater than 610 K, this temperature being the lower bound of the temperature range in which the liquid is in internal, whether it is stable or metastable, equilibrium. For each experimental point, the vibrational contribution was calculated using the \( C_p(T) \) model of the “sol” phase and subtracted from the value in order to convert the \( C_p \) data to \( C_p^{conf} \) data. Then, the A and B parameters of the two-state model were adjusted using a least square Levenberg-Marquardt minimization algorithm. Despite the fact that heat capacity data could be very well fitted (Figure 8), this alternative method was not judged satisfactory because unrealistic too high values of the liquid entropy at the melting point and of the frozen-in entropy were obtained.
Finally, it must be emphasized that the value of the $A'$ parameter in equation (31) cannot be optimized without using a kinetic model because this parameter represents the enthalpy difference between the "sol" phase and the crystal. Practically, such enthalpy difference can only be measured for a real, necessarily out of equilibrium, glass and in this case the measured value will be the sum of two contributions: a constant $A'$ contribution and a variable frozen-in fraction of the melting enthalpy which depends on the cooling conditions.

## 2 Relaxation kinetics

### 2.1 Rate equation and relaxation laws

The reader interested by a comprehensive overview of relaxation phenomena in glasses is referred to the remarkable article of Hodge [74] and the reference monograph of Donth [75]. Only some key assumptions and equations useful for the present modeling are presented in this subsection.

By applying TIP, e.g. [76] or [8] pages 95-98, it can be shown that the rate of change of the internal variable can be written under the form:

$$\frac{d\xi}{dt} = -\frac{\xi - \xi_e}{\tau}$$

This ordinary differential equation describes the structural order parameter time relaxation towards its equilibrium value, $\tau$ being the characteristic relaxation time of the process. Alternatively, from a statistical physics approach based on the transition rates of a TLS model, a so-called Master Equation [19] having the same analytical form as (41) can be also derived.

However, time relaxation in glasses is non-exponential. The non-exponential character of the time response with which equilibrium is restored after a perturbation can mathematically be better represented by a distribution of relaxation times [77] [74] instead of a single one.

A simplifying approach to fit the data of relaxation experiments in the time domain consists in assuming an analytical form of the relaxation time distribution using a response function $\phi(t)$ having the so-called "stretched exponential" form, also known as Kohlrausch-William Watts decay function [77] [74]:

$$\phi(t) = \exp\left(-\frac{t}{\tau}\right)^\beta$$

In which $0 < \beta \leq 1$ represents the width of the distribution. The average relaxation time $\langle \tau \rangle$ is then
given by:

\[ \langle \tau \rangle = \frac{\tau}{\beta} \Gamma \left( \frac{1}{\beta} \right) \]  \hspace{1cm} (43)

Where \( \Gamma \) is the gamma function. The case \( \beta = 1, \langle \tau \rangle = \tau \) corresponds to a process having a single relaxation time also called Debye relaxation.

In the particular case of \( \text{B}_2\text{O}_3 \), the superior fitting ability of the stretched exponential form compared to other distribution functions, such as the log Gaussian and Cole-Davidson ones, was demonstrated by Moynihan et al. [78] (see also page 249 of [74]).

At this point, it is interesting to have a look on the various forms \( \tau(T, \xi) \) which can be assumed for the dependency of the relaxation time on the thermodynamic external \( T \) and internal \( \xi \) variables.

Relaxation is thermally activated and hence a strong temperature dependence of the relaxation time is expected. In glasses, experimental plots of the logarithm of the relaxation time vs. reciprocal temperature show a curvature evidencing a non-Arrhenius behavior. One often used empirical form to fit the data is the Vogel- Fulcher-Tamman (VFT) equation:

\[ \langle \tau \rangle = \frac{A_{VFT}}{T - T_{VFT}} \]  \hspace{1cm} (44)

In which \( A_{VFT}, B_{VFT}, T_{VFT} \) are temperature independent fitting parameters which have positive values and depend on the substance. The VFT equation is essentially an equilibrium relaxation law in the sense that the relaxation time only depends on temperature and is not affected by the internal state of the glass. By construction, such a law combined with the rate equation (41) is only able to describe a linear relaxation process. Hence complex non-linear relaxation observed in glasses cannot be properly described with this law.

The fact that the relaxation process also depends on the internal state of the glass can be intuitively understood: a glass having a high fictive temperature and a large fraction of free volume, would be expected to relax faster than a more compact one, having a correspondingly smaller fictive temperature.

A general functional form \( \tau(T, \xi) \) of the relaxation time has been proposed by Gutzow et al. e.g. [76] [79] and applied to a hypothetical vitrifying substance having typical properties, in conjunction with a liquid lattice-hole model equally used to depict the dependency of the activation energy of the relaxation on the internal variable. To our knowledge, parametrization of this interesting non-linear relaxation model for a real glass is missing in the literature.

Other expressions of the relaxation time, more widely used in the glass research literature, are based on the Tool’s fictive temperature concept [51] [52] to represent the internal state of the glass.

The first one is the so-called Tool-Narayanaswamy-Moynihan (TNM) relaxation law [80]:

\[ \langle \tau \rangle = A_{TNM} \exp \left( \frac{x \Delta h^*}{RT} + \frac{(1 - x) \Delta h^*}{RT_f} \right) \]  \hspace{1cm} (45)

Where \( x \) is a mixing parameter \( 0 \leq x \leq 1 \), \( \Delta h^* \) the activation energy and \( T_f \) the fictive temperature. Equation (45) is sometimes called a modified Arrhenius equation [78]. Indeed, at equilibrium, the real temperature is equal to the fictive one, taking \( T_f = T \) in equation (45) yields a simple Arrhenius function:

\[ \langle \tau \rangle = A \exp \left( \frac{\Delta h^*}{RT} \right) \]  \hspace{1cm} (46)

Depending on whether the heat capacity difference between the liquid and the crystal varies in \( 1/T \) or remains constant, two other closely related equations can be derived from the Adam-Gibbs theory [81] of cooperative relaxation [78] [74]:
Equations (47) and (48) are respectively named the Adam-Gibbs-Fulcher (AGF) and Adam-Gibbs-Logarithmic (AGL) equations. It can be checked that, at equilibrium, by taking \( T_f = T \) in equation (47), the VFT equation (44) is obtained. Hodge [74] (page 231) also mentions that the equilibrium version of the AGL equation:

\[
\langle \tau \rangle = A_{AGL} \exp \left( \frac{Q_{AGL}}{RT \ln(T_f/T_{AGL})} \right)
\]

is almost indistinguishable from a VFT equation. More details can be found in the review of Hodge and the works of Scherer [82] [83].

We will not go further in this very brief review of the relaxation theory as our modeling approach only relies on the above equations (41) to (48). The next subsection deals with the coupling of these equations with the thermodynamic ideal 2-state model presented in the 1.2 subsection.

### 2.2 Implementation of the coupled thermodynamic/kinetic modeling

The objective of this coupling is, starting from a temperature at which the liquid is in internal equilibrium, to simulate a cooling/reheating cycle under a prescribed \( T(t) \) evolution. Here, constant heating and cooling rates, having possibly different values, were selected but modeling more complex temperature vs. time histories is not a problem in principle.

The main task consists in performing the time integration of the kinetic equation (41) describing the rate of change of the structural order parameter. This simple differential equation cannot be analytically integrated because of the complex dependence of the relaxation time on the thermodynamic variables. The integration is hence numerically performed using the following explicit forward finite difference scheme:

\[
\frac{\xi_i - \xi_{i-1}}{\Delta t} = -\frac{\xi_i - \xi_{e,i}}{\tau_{i-1}}
\]

Where \( \Delta t \) is the time step, \( i \) the current value of the time step index \( t = i \Delta t \) and \( \tau_{i-1} \) the value of the relaxation time at the previous time step.

In the case of a constant rate \( \gamma \) of temperature change, the current temperature reads:

\[
T_i = T_{ini} + i \Delta t \gamma
\]

Using equation (50) and given the initial conditions, for each value of \( i \), the value of \( \xi_i \) can be explicitly calculated from the knowledge of \( \xi_{i-1} \) and \( \tau_{i-1} \) at the previous time step and the calculation of \( \xi_{e,i} \) with the equilibrium condition (5).

It remains to evaluate the fictive temperature required to calculate the relaxation time \( \tau_{i-1} \) if any of equations (45), (47) or (48) are used.

Coming back to the very definition of the fictive temperature, for a given internal state \( \xi \) of the glass at the temperature \( T \), the corresponding fictive temperature \( T_f \) is the temperature at which the equilibrium liquid would have the same value of \( \xi \). Hence, finding the fictive temperature \( T_{f,i} \) associated to the current value of the internal variable \( \xi_i \) consists in solving the equation:

\[
\xi_i = \xi_e(T_{f,i})
\]

This is numerically done in our Python program by using equation (5) and the \texttt{brentq} routine of the

\[
\langle \tau \rangle = A_{AGF} \exp \left( \frac{Q_{AGF}}{RT \left( 1 - \frac{T_{AGF}}{T_f} \right)} \right)
\]

\[
\langle \tau \rangle = A_{AGL} \exp \left( \frac{Q_{AGL}}{RT \ln(T_f/T_{AGL})} \right)
\]
The `scipy.optimize` package. Let us emphasize that this numerical search raises no particular issue within the frame of the ideal 2-state model because $\xi$ is a monotonous function of $T$. Hence, there is a complete bijection between the $\xi$ and $T_f$ values.

The assumption that the internal state of the glass could be represented by a single structural order parameter or fictive temperature value is an obvious simplification as discussed by Hodge [74] (page 219), different properties possibly having different fictive temperatures, but which has some merit in the present modeling focused on the enthalpic relaxation.

2.3 Review of experimental relaxation data of $\text{B}_2\text{O}_3$

Relaxation experiments were carried out over a wide temperature range from glass to equilibrium liquid, exploring 15 orders of magnitude of relaxation time.

Tauke et al. [84] made Ultra-Sonic (US) shear and longitudinal measurements in the liquid state from 823 to 1273 K. Bucaro et al. [85] measured the relaxation time in the glass state between 523 and 556 K using Pressure Jump Volume Relaxation (PJVR) and through the glass transition range between 583 and 746 K using Light Scattering Correlation Spectroscopy (LSCS). Sidebottom et al. [86] also used LSCS in the range 512-773 K. Fourteen years later, Sidebottom associated to other researchers [87] published a new dataset obtained by the same technique in the range 565-775 K. Dallari et al. [88] used a multi-speckle light scattering technique allowing to decrease the lower bound of the measuring range down to 493 K and covering the interval 493-563 K.

The average relaxation times from all studies are compared in Figure 9 using an Arrhenius representation. As the data are only presented as figures in references [86] [87] [88], it was necessary to digitize the graphs from the original articles. The data from [85] are relaxation times as they appear in the stretched exponential response function (equation (42)). They were converted to average relaxation times using equation (43).

![Figure 9. Arrhenius plot of the average relaxation time in $\text{B}_2\text{O}_3$. Experiments: Tauke et al. [84] US shear mode (○) US longitudinal mode (□), Bucaro et al. [85] LSCS mountain line (×) LSCS anisotropic light (✓) PJVR (⋆), Sidebottom et al. [86] LSCS (△), Sidebottom et al. [87] LSCS (◇), Dallari et al. [88] LSCS (◇). VFT equation with parameters from Hassan et al. [89] as listed in Table 5 (solid line).](image-url)
hence not possible to try to refit the data and, in the present work, we have used the relaxation laws and corresponding parameter sets as given in the original articles and listed in Table 5.

### Table 5. Dependence of the relaxation time on temperature according to literature data.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Debolt et al. [80]</th>
<th>Moynihan et al. [78]</th>
<th>Hassan et al. [89]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Law</td>
<td>TNM</td>
<td>AGL</td>
<td>VFT</td>
</tr>
<tr>
<td>Parameters</td>
<td>$A_{TNM} = 1.51 \times 10^{-33} s$</td>
<td>$A_{AGL} = 7 \times 10^{-12} s$</td>
<td>$A_{VFT} = 10^{-13.5} s$</td>
</tr>
<tr>
<td>$x = 0.4$</td>
<td>$Q_{AGL} = 11.6 \times R \text{ mol}^{-1}$</td>
<td>$B_{VFT} = 35$</td>
<td></td>
</tr>
<tr>
<td>$\Delta h^* = 90 \times 4.184 \text{ kJ mol}^{-1}$</td>
<td>$T_{AGL} = 286 K$</td>
<td>$T_{VFT} = 277 K$</td>
<td></td>
</tr>
</tbody>
</table>

### 2.4 Results and discussion of the coupled thermodynamic/kinetic modeling

The first step in tuning the combined thermodynamic/kinetic model consists in choosing an appropriate relaxation law.

The TNM law adopted by Debolt et al. [80] suffers from several drawbacks. From a practical point of view, as already pointed out by Hodge (see page 229 of [74]), the main drawback of this law lies in the fact that it reduces to an Arrhenius behavior (Figure 10a) above the glass transition temperature when the liquid is in internal equilibrium, i.e. for $T = T_f$, and strongly deviates from the VFT-like (Figure 9) temperature dependency shown by the experiments. By the way, it can be noticed that the relaxation time calculated with the TNM law during a cooling/heating cycle follows a hysteresis loop in the glass transition range due to the corresponding hysteresis loop followed by the fictive temperature itself (Figure 12b). This type of hysteresis, equally obtained using the AGL law (Figure 10b), has been already shown by Bisquert et al. [20] employing the same relaxation laws to simulate the glass transition in polymers.

In the glass transition range and at low temperatures, the AGL (Figure 10b) and TNM (Figure 10a) laws are very close. However, at high temperatures, the AGL law which compares well with the experimental points, is far superior to the TNM law which fails completely in this temperature range.

From a more theoretical point of view, it can also be pointed out that the TNM law is purely phenomenological while the AGL law derives from the Adam-Gibbs theory of cooperative relaxation and hence has a more solid basis. Moreover, following Sales [90], it can be noticed that the order of magnitude of the prefactor $A_{AGL} = 7 \times 10^{-12} s$ in the AGL law is comparable to a phonon or atomic vibration time and hence has a sounder physical interpretation than the extremely small prefactor $A_{TNM} = 1.51 \times 10^{-33} s$ that seems hard to justify by any explanation apart from its ability to fit the data.

For all the above reasons the TNM law was hence not selected in the present work.

---

![Figure 10. Arrhenius plot of the average relaxation time in B$_2$O$_3$. Experiments: Tauke et al. [84] US shear mode (□)](image-url)
US longitudinal mode (○), Bucaro et al. [85] LSCS mountain line (×) LSCS anisotropic light (♢) PJVR (★), Sidebottom et al. [86] LSCS (∆), Sidebottom et al. [87] LSCS (◇), Dallari et al. [88] LSCS (❖). Relaxation laws, internal equilibrium (black curves), cooling at 10 K/min (blue curves), heating at 10 K/min after prior cooling at 10 K/min (red curves). Calculations performed with the recommended values of the liquid two-state model A, B parameters given in Table 6.

So, we are left with the choice between the AGL and VFT equations, both providing reasonable fits to the experimental data as can be seen from the comparison of Figure 9 with Figure 10b. At this stage, a deeper insight can be gained from the comparison of the evolutions of the liquid configurational heat capacity vs. temperature using these two laws. Such a comparison is presented for data measured on heating at 10 K/min after prior cooling at 10 (Figure 11a and b) or 80 (Figure 11c and d) K/min and shows that the AGL law gives the best fit of the heat capacity rise at the glass transition and in particular of the sub-$T_g$ endotherm seen in Figure 11d. This is not surprising considering, as already mentioned in subsection 2.1 that the VFT law, which does not depend on the state of the glass, is hence unable to account from subtle non-linear relaxation effect.

![Graphs](image-url)

Figure 11. Liquid configurational heat capacity vs. temperature in the glass transition range on heating at 10 K/min. (□) Experimental points from Moynihan et al. [65]. Black curve = modeling from this work with the recommended values of the liquid two-state model A, B parameters given in Table 6.

In conclusion, the AGL law, which has a firm theoretical basis, for which the order of magnitude of the parameters remains “physical”, which is able to faithfully simulate relaxation in the glass transition range

---
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and tends towards the VFT law at equilibrium, was adopted in the present work.

Having chosen the relaxation law, the variation of the fictive temperature could be calculated as a function of the cooling rate. Fictive temperatures of 540 and 520 K (Table 2) were found to approximately correspond to cooling rates of respectively 1 and 0.025 K/min. This information was used for the optimization of the A and B coefficient of the two-state model.

However, the problem is strongly over constrained considering, on one side, the large number of experimental data available over a large temperature range and on the other side that, because of equations (36) and (40), there is only one degree of freedom left for adjusting the Gibbs energy difference between the solid- and liquid-like states. Hence, it was not possible to achieve a good fit of all data.

As already mentioned in subsection 1.5, the value of B was set manually. The initial value of B was chosen to be equal to the communal entropy $B = -R$ and the corresponding initial value of A was computed by numerical solution of equation (40). Then the kinetic simulation was run. We prioritized two criteria in assessing the quality of the calculated results: i) a realistic calculated value of the frozen-in entropy and (ii) a good fit of the heat capacity measurements in the glass transition range. The process was repeated by trial and error, changing the B value until the two above criteria were approximately fulfilled.

The finally selected values of the A and B coefficients are presented in Table 6. These values provide a prediction of the residual entropy with a relative uncertainty around 10% (Table 2) and a reasonable fit of the heat capacity data in the glass transition range (Figure 11b and d).

Table 6. Values of the parameters of the two-state model of the liquid selected in this work.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$ / J mol at$^{-1}$</td>
<td>15248.47522169</td>
</tr>
<tr>
<td>$B$ / J mol at$^{-1}$K$^{-1}$</td>
<td>$-\frac{3}{4}R$</td>
</tr>
<tr>
<td>$A'$ / J mol at$^{-1}$</td>
<td>2520</td>
</tr>
</tbody>
</table>

The $A'$ parameter can now be estimated. The enthalpy of the vitrification reaction (equation 32) is first calculated at 0 K (last line of Table 1) from its value at 298 K measured by Johnson and Hubbard [72] and the enthalpy increments of the crystal and the glass between 0 and 298 K from the present modeling. The calculated value is: $\Delta v H_0 = 17.7$ kJ mol$^{-1} \approx 72\% \Delta m H_{723}$. Rigorously, the estimation of $A'$ requires to know the experimental condition of elaboration of the glass used by Johnson and Hubbard. In their article, it is only specified that it was obtained by slowly lowering the temperature of a “clear viscous melt” down to room temperature. We have assumed that such cooling corresponded to a rate of 1 K/min. A frozen-in configurational enthalpy of 5.1 kJ mol$^{-1}$ is calculated with the model for this cooling rate leading to the estimate given in Table 6, $A' = 12.6$ kJ mol$^{-1} = 2520$ Jmol at$^{-1}$.

The very similar evolutions of the structural order parameter $\xi$ and the fictive temperature during a cooling/heating cycle at 10 K/min are plotted through the glass transition range in Figure 12a and b showing the characteristic hysteresis loops of both quantities. The corresponding evolution of the configurational heat capacity is plotted over a larger temperature interval in Figure 12c. Under internal equilibrium conditions, the configurational heat capacity vanishes below approximately 200 K due to the purely thermodynamic 2-state description, whereas on cooling at 10 K/min, it cancels out below 450 K due to the “real glass transition” of kinetic origin. The kinetic calculation was stopped at 310 K to avoid the numerical divergence of the relaxation law (equation 48) below this bound.
Figure 12. Evolutions of a) the structural order parameter $\xi$ (= fraction of liquid-like entities) b) the fictive temperature and c) the configurational heat capacity through the glass transition range under internal equilibrium conditions (black curve), on cooling from the liquid at 10 K/min (blue curve) and on reheating the glass at the same rate (red curve). The fictive temperature of the glass obtained on cooling is $T = 555.6$ K. (○) adiabatic calorimetry measurements by Schmidt [60] after subtraction of the vibrational contribution calculated with our modeling.

To give a fair overview of the model performance, it is necessary to add that the good fit of the heat capacity evolutions measured by DSC at constant rate in the glass temperature range, and the reasonable calculation of the residual zero-point entropy, is obtained at the expense of an overestimation of the configurational heat capacity of the equilibrium liquid between 700 and 910 K (Figure 12c) compared to the adiabatic calorimetry measurements of Schmidt [60]. The liquid enthalpy increments, which are not consistent with the DSC and adiabatic heat capacity data are also overestimated by our modeling (solid line Figure 4). As a final test of the present modeling, the calculated entropy curves for the various phases are plotted are compared to the entropy tabulated values from the JANAF tables in Figure 13.
Conclusions and outlook

To our knowledge, this is the first time that a coupled thermodynamic/kinetic CALPHAD type modeling of the glass transition for a glass forming unary substance is proposed. In this modeling, the vibrational contributions to the thermodynamic functions of the crystal and the liquid/glass phases are classically modeled using weighed sums of Einstein functions while the configurational contributions to the liquid/glass phase functions are described using a single internal variable within the frame of the ideal two-state model. The kinetic freezing of this internal variable on cooling is calculated with an Adam-Gibbs logarithmic relaxation law.

With the selected set of parameter values, the model is able to simulate the evolution of the thermodynamic functions with temperature in the glass transition range where they depart from their equilibrium values. However, complete agreement with all available experimental data was not achieved due to i) some conflicting data and ii) the existence of several constraints which drastically limits the number of degrees of freedom during the optimization of the parameter values.

It is our belief that this first modeling can be greatly improved. Let us mention few possible improvements and extensions.

First, at the present state of the modeling, the description of the liquid/glass as a mixture of solid- and liquid-like entities is purely formal and nothing is implied on the real physical nature of these entities. However, it is known from Raman scattering studies [89] that the liquid is made of threefold six-member planar B\textsubscript{3}O\textsubscript{6} boroxol rings and chains of BO\textsubscript{3} triangles. The fraction of boroxol rings remains constant around 60% at the glass state below the glass transition temperature \(T_G\). As the temperature is increased above \(T_G\), an increasing number of rings are opening up and the boroxol fraction decreases reaching around 45% at the melting point. It might therefore be interesting to adopt the fraction of one (or the other) of the organizational units as a potential structural order parameter of the liquid. This idea is obviously not new and a microscopic model [91] describing the liquid as a mixture of boroxol rings and planar triangles has already been used to interpret Raman scattering [92] and relaxation [93] experiments.
More generally, thermodynamic descriptions relying on the structural units defining the short and medium range orders in glass forming liquids are the basis of the “constitutional model” of Conradt [94] [95] [96], the “Associate Solution Model” of Vedischeva et al. [97] [98] [99] [100]. The concept of “associate-solution model” is also widely used for modeling liquid solutions in the CALPHAD approach [101]. However, it is worth emphasizing that the use of structural information will put additional constraints in the already over constrained optimization process as, for example, the evolution of the order parameter such as the one presented in Figure 12a could then be compared to available structural data.

Second, another interesting development would be to introduce the $(-p,V)$ couple of conjugate variables in the present model considering that pressure should affect both the thermodynamic and kinetic descriptions. On the thermodynamic side, at ambient pressure, the evolution of the specific volume [15], the shear and longitudinal moduli [102], the thermal expansion and isothermal compressibility [103] have been measured through the glass transition range. A complete thermodynamic modeling of the $p-T$ unary phase diagram up to 8 GPa and 1900 K has been published by Solozhenko et al. [104] including a list of in situ studies of B$_2$O$_3$ liquid/glass under high pressure. It is known that on increasing pressure, the boron short range order changes in a similar way for both the crystalline and the liquid/glass phases with the coordination number of boron atoms increasing from three to four [105]. The thermodynamic pressure modeling will necessarily require to use a more sophisticated model for the liquid possibly having more than one internal variable considering that the Defay-Prigogine ratio is equal to 4.7 [106] for B$_2$O$_3$ and hence larger than one. In this respect, a liquid model with two internal variables was suggested by Agren for glycerol in his pioneering article [11] and more interesting, Leidecker et al. [107] have long ago proposed an analysis of structural rearrangements in vitreous B$_2$O$_3$ using a three-state model, or more precisely a degenerate two-state model with a single ground state and a twofold degenerate excited state which is characterized by different volumes. On the kinetic side, Rault [108] has recently proposed a modified VFT law to take into account the effect of pressure on the relaxation times in glass formers and Masiewicz et al. [109] have formulated a temperature-volume representation of the Adam-Gibbs model.

The third perspective is the multicomponent extension of such a coupled thermodynamic/kinetic modeling. One of the difficulty will be to assess the effect of the compositional change on the relaxation kinetics because it is known, for example, that increasing the alkali content in Na$_2$O-SiO$_2$ and K$_2$O-SiO$_2$ binary systems narrows the spectrum of relaxation times. (see figure 5 of [5]).

**Acknowledgments**

A. L. Voskov, I. B. Kutsenok, G. F. Voronin (Lomonosov University Moscow) for making their CpFit program freely available. Jean-Luc Garden (Institut Néel Grenoble) for inspiring discussions on thermodynamics and the glass transition and for drawing my attention on Bisquert’s articles. Marc Gailhanou (IM2NP Marseille) for invaluable help in numerical computing and Python programming. Jacques Rogez (IM2NP Marseille) for help in some calculations and useful comments on the manuscript. This work started from discussions with Jacques Rogez and Sophie Schuller (CEA Marcoule) in the subgroup “Thermodynamics of Glasses” of the French thematic network “Thermodynamique des Matériaux Hautes Températures” (ThermatHT) – GDR CNRS n°3584. This article was written during the COVID-19 crisis and Marc Barrachin (IRSN Cadarache) and Dominique de Ligny (IGC Erlangen) are gratefully acknowledged for sending me key-articles when French university libraries were closed.

**Abbreviations**

AGF: Adam-Gibbs Fulcher relaxation law  
AGL: Adam-Gibbs Logarithmic relaxation law  
KWW: Kohlrausch-William-Watts decay function.  
LSCS: Light Scattering Correlation Spectroscopy.
PJVR: Pressure Jump Volume Relaxation.
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