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Abstract 

This paper describes a method for camera mo- 
tion estimation based on real endoscope images and 
CT  images for an endoscope navigation system. We 
have developed an endoscope navigation system that 
shows the navigation information during an endo- 
scope examination. In this system, we need to  Out side view and 

estimate the real endoscope camera motion. Our 
method tracks the camera motion by using an image- 
based registration technique. We applied the pro- 
posed method to  the video images of the real bron- 
choscopy and 3-D X-ray CT images. Experimen- 
tal results showed that the method could track the 
camera motion corresponding to the real endoscope Figure 1: Endoscope navigation system 
correctly. 

1 Introduction 

An endoscope, commonly used in the medical 
field, is an equipment that consists of a flexible or 
rigid tube equipped with a small camera. A medi- 
cal doctor can insert it into the inside of the human 
body t o  observe the inner wall of tube-shaped or- 
gans. However, it is hard to obtain the information 
of the organ such as blood vessels that are located 
behind the target organ wall. It is also difficult to 
measure the size of a tumor. Usually the doctor per- 
forms the endoscope insertion and the endoscopic 
biopsy only by observing the live-video images and 
using his anatomical knowledge. This may hurt the 
organ that is located under the observing organ wall 
during the endoscopic examination or the endoscopic 
biopsy. 

Virtual endoscopy (VE) [I] is one of visualization 
techniques of 3-D medical images. The virtual endo- 
scope system (VES) can generate endoscopic views 
(virtual endoscopic image) basing upon 3-D volu- 
metric images. The VE has a lot of advantages 
against the real endoscope. A user can observe a 
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target organ from arbitrary viewpoints and view di- 
rections. This system can also visualize not only 
the information of the target organ but also the 
information of the organ existing behind the tar- 
get organ wall by employing a translucent render- 
ing. Combination of the virtual endoscopy and the 
real endoscopy may assist the endoscopic examina- 
tion if the virtual endoscope system can display the 
information that exactly corresponds to  the current 
observation. The combined system, (we call it "the 
endoscope navigation system") , presents useful nav- 
igation information to  the doctor during the exami- 
nation or the operation. Figure 1 shows the concept 
of the endoscope navigation system. 

2 Image based tracking 

A fundamental function of the endoscope naviga- 
tion system is to  track or estimate the camera mo- 
tion of the real endoscope in real time. However this 
is a difficult problem, since we can not attach a 3-D 
position sensor a t  the tip of the endoscope due to 
the limitation of its size, especially in the case of the 
flexible endoscope. Our method tra.cks the camera 
motion by using the image based registration tech- 
nique for solving this dilemma. The basic idea is 



to  find an observation parameter of VES that can 
generate a virtual endoscopic image that is similar 
to  the current frame of the video endoscopic image. 
This process is executed for all frames of the real 
video endoscope. Tracking for each frame consists 
of two stages: (a) tracking by using texture informa- 
tion, and, (b) tracking by using shading information. 
When the real endoscope is located a t  a straight tube 
area, there is little difference of shading pattern be- 
tween adjacent two frames. In such area, we can 
roughly estimate the camera motion from change of 
the organ's wall texture. In the registration process, 
texture information of the organ's wall is estimated 
from the previous real endoscopic video image and 
is mapped to  a 3-D shape of the organ. The process 
finds an observation parameter of a texture mapped 
virtual endoscopic image that is the most similar to 
the current real endoscopic frame. This process as- 
sumes that the estimated observation parameter of 
the previous is correct. If the estimated parame- 
ter of the previous frame is incorrect, the tracking 
method using the texture information may cause a 
wrong estimation result. To avoid this problem, we 
also use a tracking method that uses only shading 
information of the bronchus. 

3 Method 

3.1 Observation parameters of VES 

Figure 2 shows the endoscope observation pa- 
rameters which consist of the camera position, the 
camera posture, and the lighting parameter. Ob- 
servation parameter Q = (p,  w) means the cam- 
era position p = (x, y, z )  and the camera posture 
w = (w,, w,, w,) represented as Euler angle. 

3.2 Camera motion estimation 

The following describes the camera motion esti- 
mation method. Figure 3 shows the flow chart of 
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this method. The inputs of our method are real en- 
doscopic video images and X-ray CT  images of the 
corresponding patient. We represent a frame of the 
endoscopic video as Rk (k means the frame num- 
ber) and a virtual endoscopic image as V .  In the 
tracking process, VES generates several endoscopic 
images for finding an observation parameter. An 
observation parameter of the first real endoscopic 
frame is adjusted manually. 

3.2.1 Est imation using t ex tu re  information 

When the method performs an estimation for 
a real endoscopic image Rk, we use a real endo- 
scopic image Rk-1 as a texture image for virtual 
endoscopic images in the registration process of Rk 
and map this texture image to a virtual endoscopic 
image. The 3-D shape of the organ is represented by 
a set of triangular patches in VES. Texture mapped 
virtual endoscopic images are generated by assigning 
a texture image captured from a triangular region 
of Rk-1 to each triangular patch. The triangular 
region is found by projecting vertices of the triangu- 
lar patch onto the projection plane a t  the estimated 
observation parameter of Rk-1. This technique as- 
sumes that the estimation was performed correctly 
a t  the previous frame. Then we execute the next 
process, that is, to find Q which gives 

max EI (Rk, Vtex(Q)). 
Q (1) 

This process means that we search the parameter 
space to find the observation parameter maximizing 
El .  We generate several texture-mapped virtual en- 
doscopic images with changing observation parame- 
ters, and measure the similarity El  between Rk and 
a virtual endoscopic images Vte, (Q). This process 
regards Qte, that takes the highest similarity value 
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Figure 2: Observation parameter of endoscope Figure 3: Processing flow of camera motion estima- 
tion 



as the estimated parameter of the real endoscope. 
We employ the correlation for measuring similarity 
El and the Powell's method[2] in the maximization 
operation. 

3.2.2 Estimation using shading information 

The initial observation parameter of the virtual 
endoscopy in this estimation is the result of the 
estimation using texture information. This regis- 
tration process generates virtual endoscopic images 
with only a shading technique and without a tex- 
ture mapping technique. We consider that the light 
intensity is inversely proportional to the square of 
the distance between the light source and a point on 
the object surface in VES. The attenuation factor is 
manually adapted so as to the lighting condition in 
real endoscopic images. This process performs basi- 
cally in the same way as the estimation using texture 
information except for the type of virtual endoscopic 
images (non-Texture mapped images are used here) 
and the function for measuring the similarity. We 
execute the operation, 

where V means a non texture mapped virtual en- 
doscopic image at  the observation parameter Q,  Rk 
the real endoscopic image at  the frame k, and E' the 
function for measuring similarity. El is defined here 

where E2 is the mean square error between two im- 
ages. This estimation also regards the observation 
parameter Q f inal  that takes the highest similarity 
value E' as the final estimated observation parame- 
ter for Rk. 

4 Result 
We evaluated the proposed method by applying 

it to  real video bronchoscopic images and 3-D chest 
X-ray CT images. Three cases were tested. Ta- 
ble 1 shows the specification of CT images. Real 
endoscopic video images were recorded on the digi- 
tal video tape during examinations. The video was 
captured frame by frame and inputted into the com- 
puter. The average processing time was about 30 
seconds per frame. In the real examination, it is 
hard to know the real endoscope camera motion, 
so we evaluated the tracking results by comparing 
real and virtual endoscopic images frame by frame 
with our observations. Figure 4 shows the results 
of the camera motion tracking. From this figure we 
can confirm that our method could track the camera 
motion about correctly. We also applied our previ- 
ous method based on optical flow patterns[3] and 

Table 1: Specification of CT images 

~p 

3-D X-ray CT image Case A Case B Case C 
No. of pixel 512x512 512x512 512x512 

Thickness of slice( mm ) 5 3 2 

Reconstruction pitch( mm ) 1 2 1 

Slices 183 72 76 

Table 2: Tracking results 

No. of successful frames 
Case No. of frame 

Shading Optical-flow This method 

the method based on only shading information to 
the same real video bronchoscopic images and 3-D 
chest X-ray CT images. Table 2 shows the num- 
ber of frames that were estimated correctly by those 
methods. The method proposed here was successful 
in tracking camera motion for about 550 frames. 

5 Discussion 

The camera motion tracking by our method was 
successful for the real endoscopic frames including 
apparent shapes like tumors. By using texture in- 
formation, the proposed method could track camera 
motion correctly in the frames where there are few 
shading features. However, it may fail a t  frames 
where bubbles exist in front of the endoscope cam- 
era or when the endoscope camera is too close to 
the organ wall. Once the tracking of camera motion 
fails, tracking of the following frames is also likely 
to fail. 
Though the optical flow based method gives the best 
result for tracking the camera motion for the area of 
the tube-like parts having few shading features, it 
estimates only forward or backward motion of the 
camera. The proposed method using texture infor- 
mation estimates all the camera motions success- 
fully. Regarding the tracking accuracy itself, our 
former optical-flow based method is better than the 
proposed method. The texture based method can 
be improved further by considering the frequency of 
mapping texture and the similarity measure in the 
estimation using texture. 
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Figure 4: Tracking results 

Left figures of each column are real endoscopic images. Right ones are corresponding virtual endoscopic 
images that were rendered by using result of the tracking. 

6 Conclusion 

This paper proposed a new method for the cam- 
era motion estimation of a real endoscope for the en- 
doscope navigation system, which uses the texture 
information. Experimental results showed that the 
method could track the camera motion successfully 
by using the image based registration technique. Fu- 
ture work includes to consider the frequency of tex- 
ture mapping and the similarity measure in the esti- 
mation using texture. We need to  improve the track- 
ing accuracy of scenes where bubbles appear in the 
endoscopic frame or when the endoscopic camera is 
very close to  the organ wall. It is also desired to 
evaluate the method by large number of cases. 
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