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Can a mononuclear iron(III)-superoxo active site catalyze the 

decarboxylation of dodecanoic acid in UndA to produce biofuels?  

Yen-Ting Lin,[a,e] Agnieszka Stańczak,[a,b,e] Yulian Manchev,[a] Grit D. Straganz,[c,d] and Sam P. de 
Visser*[a] 

Abstract: Decarboxylation of fatty acids is an important reaction in 
cell metabolism, but also has potential in biotechnology for the 
biosynthesis of hydrocarbons as biofuels. The recently discovered 
nonheme iron decarboxylase UndA is involved in the biosynthesis of 
1-undecene from dodecanoic acid and using X-ray crystallography 
was assigned to be a mononuclear iron species. However, the work 
was contradicted by spectroscopic studies that suggested UndA to 
be more likely a dinuclear iron system. To resolve this controversy 
we decided to pursue a computational study on the reaction 
mechanism of fatty acid decarboxylation by UndA using iron(III)-
superoxo and diiron(IV)-dioxo models. We tested several models 
with different protonation states of active site residues. Overall, 
however, the calculations imply that mononuclear iron(III)-superoxo 
is a sluggish oxidant of hydrogen atom abstraction reactions in UndA 
and will not be able to activate fatty acid residues by decarboxylation 
at room temperature. By contrast, a diiron-dioxo complex reacts with 
much lower hydrogen atom abstraction barriers and hence is a more 
likely oxidant in UndA. 

Introduction 

Nonheme iron dioxygenases are important enzymes in the 
human body responsible for vital functions for human health.[1] 
They are involved in biodegradation as well as biosynthesis 
reactions, such as the catabolism and regulation of toxic 
cysteine in the body and the biosynthesis of the amino acid R-4-
hydroxyproline from proline.[2] The latter is an essential product 
for collagen crosslinking processes in the body and hence 
affects aging processes.[3] AlkB, another nonheme iron 
dioxygenase, is responsible for the DNA base repair 
mechanisms that convert alkylated DNA bases back to their 
nonalkylated forms.[4] In plants, many signaling molecules linked 
to flowering and fruit ripening are synthesized by nonheme iron 
dioxygenases.[5] As such, the nonheme iron dioxygenases have 
varied functions in biology and are highly selective. Nevertheless, 
many of these nonheme iron dioxygenases have similar 

structural features and utilize -ketoglutarate as a co-substrate 
to form an iron(III)-superoxo that is converted into a high-valent 
iron(IV)-oxo species. The latter performs the oxygen atom 
transfer reactions to substrate. 
Structurally, nonheme iron dioxygenases have specific ligand 
features where the metal is often bound to the side chains of two 
histidine amino acid groups and a carboxylate group of either 
Asp or Glu, typically in a 2-His/1-Asp facial ligand motif.[6] 
Interestingly, a few nonheme iron dioxygenases have ligand 
motifs deviating from 2-His/1-Asp but why that is and how it 
affects the reactivity is poorly understood. In particular, several 
thiolate utilizing nonheme iron dioxygenases contain a 3-His 
ligand motif including the ergothioneine biosynthesis enzyme 
EgtB and cysteine dioxygenase (CDO).[7,8] In both of these 
enzymes an iron(III)-superoxo species is formed after dioxygen 
binding, which reacts with substrate directly through oxygen 
atom transfer.  

 

Figure 1. Active site structure of substrate-bound UndA as taken from the 
4WX0 pdb file. 

The recently discovered nonheme iron decarboxylase UndA is 
an 1-undecene biosynthesis enzyme and is able to convert 
medium-chain fatty acids into terminal olefins.[9]  A crystal 
structure was determined that revealed a mononuclear iron atom 
that is ligated to the protein through linkages with His104, His194 
and Glu101 (Figure 1). Based on the crystallographic and 
biochemical studies a catalytic cycle was proposed for the 
conversion of medium-chain fatty acids (such as dodecanoic 
acid or lauric acid) to terminal olefins. They proposed direct 
binding of the substrate to the iron with its carboxylate group 
followed by a hydrogen atom abstraction reaction by the iron(III)-
superoxo species. The mechanistic proposal for UndA[9] 
resembles the ones proposed for substrate activation in 
isopenicillin N synthase (IPNS)[10] and 1-aminocyclopropane-1-
carboxylic acid oxidase.[11] Both of these enzymes form an 
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iron(III)-superoxo species that abstract a hydrogen atom from 
substrate through a rate-determining reaction step.  
Figure 1 displays the active site structure of UndA as taken from 
the 4WX0 protein databank (pdb) file.[9] As can be seen the 
iron(II) is bound to the protein through interactions with Glu101, 
His104 and His194 and binds the substrate analog -hydroxy-
dodecanoic acid through the carboxylate group. In contrast to 
other nonheme iron dioxygenases, such as taurine/-
ketoglutarate dioxygenase and prolyl-4-hydroxylase,[12] the 2-
His/1-Asp ligands do not form a facial triad but Glu101 in UndA is 
trans to His194 instead. The active site also has dioxygen (or 
superoxo) bound, which is in hydrogen bonding distance to the 
carboxylate group of Glu159. The active site is completed by a 
nearby Trp residue (Trp190) parallel to the His194 imidazole ring 
through -stacking. As such there appears to be a network of 
hydrogen bonding interactions that stabilize the active site 
structure. 
Recently, a controversy has arisen regarding the mechanism of 
UndA with substrates. Thus, Makris et al13] did a similarity match 
with other enzymes and found the UndA protein to be close in 
structure to several diiron enzymes. In particular, nearby the iron 
atom in the crystal structure coordinates of 4WX0 they found a 
small pocket that could fit a second iron atom. Moreover, that 
pocket contains several viable residues for binding this second 
iron atom, namely His201 and Glu159. They, therefore, suggested 
that UndA is more likely to be a diiron decarboxylase instead 
and reported spectroscopic evidence in support.[13] To resolve 
the dichotomy, and find out whether mononuclear iron center in 
UndA would be able to transform dodecanoic acid into undecene 
and CO2, we decided to do a computational study into the 
reactivity of a mononuclear iron(III)-superoxo model of UndA 
with hexanoic acid as substrate using active site models with 
various protonation states. Our work shows that a mononuclear 
iron(III)-superoxo species in UndA is unlikely to be the oxidant 
as high energy reaction barriers for substrate activation are 
found for the mononuclear models, which would imply sluggish 
hydrogen atom abstraction ability at room temperature. For a 
diiron-dioxo model structure; however, much lower hydrogen 
atom abstraction barriers are found, hence is a more likely active 
species of UndA. 

Results and Discussion 

To understand the reaction mechanism of UndA and find out 
whether it is more likely mononuclear or dinuclear iron, we 
decided to run a series of density functional theory calculations 
on active site models. In addition, we investigated the reactivity 
patterns for the Glu101His mutant of the mononuclear iron 
system that gives a 3-His metal binding pattern. Cluster models 
have been extensively used in enzyme mechanism research 
and were successfully applied previously to understand the 
catalysis by heme monoxygenase and nonheme iron 
dioxygenase studies.[14] 

We created several active site models based on the crystal 
structure coordinates obtained from the 4WX0 pdb file.[9] 
Scheme 1 displays the key features of our models and the 

mechanism explored with definitions of the labels of the various 
structures. Firstly, we created several mononuclear iron models 
of the active site of UndA, namely models A and B. These 
models included all first sphere ligands of the metal, i.e. Glu101, 
His104 and His194, whereby the histidine groups were abbreviated 
to methyl-imidazole and the glutamic acid groups by acetate. 
The substrate was shortened to hexanoic acid and Trp190 by 
methyl-indole. We also included an active site water molecule in 
the model that was seen to form a hydrogen bond between the 
carboxylate group of substrate and the Trp190 group. Nearby the 
dioxygen binding site is a carboxylic acid group of Glu159, which 
we considered to be deprotonated (model A) or protonated 
(model B) and was included in the model as acetate/acetic acid, 
respectively. These models had overall charge –1 (model A) and 
0 (model B) and were calculated with odd multiplicity. An 
alternative model (model A1), where the Glu101 was mutated for 
His was also explored and had overall charge 0 and explored 
the effect of the first-coordination sphere of iron ligands on the 
reactivity. 
Finally, we created a dinuclear iron complex based on the 
suggestions of Makris et al,[13] whereby a second iron atom is 
linked to Glu101, Glu159 and His201 and bridged by two oxo groups 
in a FeIV

2O2 diamond conformation (model C). In this model the 
peptide chain linking Glu101 and His104 was incorporated in the 
model with the Leu102 and Asn103 residues abbreviated to Gly. 
Similarly, the chain linking Asp199 and His201 was included with 
Ala200 shortened to Gly. The diiron model had overall neutral 
charge and was calculated in the ferromagnetic (5/2,5/2) diiron 
and antiferromagnetic (5/2, –5/2) diiron spin states.  
The general reaction mechanism calculated starts from our 
reactant structure (Re) and follows the hydrogen atom 
abstraction of the -position via transition state TS1 to form the 
radical intermediate IM1. Next, the C–C bond in the substrate 
breaks via transition state TS2 to form intermediate IM2. An 
electron transfer from CO2

– to iron then releases CO2 and 
pentene via transition state TS3 to from products P. For some 
models also hydrogen atom abstraction from the C-position of 
substrate was explored as identified with a subscript after the 
label.  
 
Mononuclear iron model A. 

We started the work with calculations of the mononuclear 
iron(III)-superoxo species with a starting structure that closely 
resembles the crystal structure coordinates. The lowest energy 
singlet, triplet, quintet and septet spin states for Model A were 
geometry minimized and the optimized structures are given in 
Figure 2. Interestingly, the septet spin state is the ground state 
with the triplet and quintet spin states higher in energy by 2.7 
and 12.1 kcal mol–1. We also tested the singlet spin state but 
found it well higher by more than 30 kcal mol–1, therefore, this 
spin state surface was not pursued further. The spin-state 
ordering of the iron(III)-superoxo complexes obtained here is 
unusual as a quintet spin ground state is normally seen for 
analogous complexes,[15] although for CDO an open-shell singlet 
spin state reactant was found using QM/MM.[16] The latter is 
probably the result of differences in metal coordination that 
stabilizes the low-spin state. 
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Scheme 1. DFT models investigated in this work and reaction mechanism with labelling of structures. 

 

 

Figure 2. UB3LYP/BS1 optimized geometries of 1,3,5,7
Re as obtained in 

Gaussian-09. Bond lengths are in angstroms, spin densities in atomic units 
and E+ZPE values are in kcal mol–1 with solvent included. 

Geometrically, in the triplet, quintet and septet spin states the 
Fe–O distance in the iron(III)-superoxo species is relatively long, 
i.e. well over 2.2 Å and as a result dioxygen retains a 
considerable amount of spin density (about 1.8 in the triplet and 
septet spin states of ReA). Therefore, these structures should be 

seen as an iron(II)-dioxygen complex rather than iron(III)-
superoxo. Most likely this is caused by the hydrogen bonding 
interactions with the carboxylate group of Glu159 that pushes 
electron density from dioxygen to iron and prevents it from 
tautomerization into the iron(III)-superoxo form. All low-lying 
electronic states have four unpaired electrons on the metal and 
spin densities of 3.8, 4.1 and 4.0 on iron are found in 3ReA, 5ReA 
and 7ReA, respectively. 
Subsequently, we investigated the reaction mechanism of 
substrate decarboxylation by the iron(III)-superoxo species on 
the lowest energy singlet, triplet, quintet and septet spin states 
of model A. The mechanism is distinct from heme 
decarboxylases, such as cytochrome P450 OleTJE.[17] Studies on 
P450 OleTJE showed that it uses H2O2 on an iron heme and 
forms a high-valent iron(IV)-oxo heme cation radical active 
species called Compound I (Cpd I).[18] Indeed, previous QM/MM 
studies of our group,[19] on the decarboxylation of fatty acids by 
the cytochrome P450 peroxygenase OleTJE showed the reaction 
to start with hydrogen atom abstraction from the -position of a 
long-chain fatty acid substrate by Cpd I and led to a subsequent 
barrierless decarboxylation quickly. Calculations starting with 
hydrogen atom abstraction from the C‒H bond instead, 
however, were found to give substrate hydroxylation as sole 
products and no decarboxylation could be formed. As such a 
mixture of products was predicted for P450 OleTJE, which was 
confirmed by further studies that tested a range of substrates 
whereby short-chain fatty acids gave hydroxylation and 
desaturation products, whereas long-chain unbranched fatty 
acids produced terminal olefins and hydroxylated fatty acids.[20] 

Interestingly, the experimental work of Zhang et al[9] on UndA 
showed no evidence of hydrogen atom abstraction from the C-
position of substrate when those hydrogen atoms were replaced 
by deuterium.  

 

3ReA (5ReA) [7ReA] {1ReA}

rFe-O1: 2.234 (2.264) [2.417] {1.959}
rO1-O2: 1.292 (1.341) [1.289] {1.325}

E+ZPE = 2.7 (12.1) [0.0] {36.9}

rFe: 3.8 (4.1) [4.0] {0.2}
rOO: -1.8 (-0.5) [1.8] {0.0}

O1

O2
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Figure 3. UB3LYP/BS2//UB3LYP/BS1+ZPE calculated potential energy profile of substrate decarboxylation by iron(III)-superoxo model A of UndA. Energies are 
in kcal mol–1 with Gibbs free energies (in parenthesis) at 298K with solvent, entropic and thermal corrections in parenthesis. Optimized geometries give bond 
lengths in angstroms and the imaginary frequency is in cm–1. 

Clearly, UndA and P450 OleTJE react differently with long chain 
fatty acids and therefore we decided to study the mechanism of 
substrate activation by the iron(III)-superoxo species of an UndA 
model. Figure 3 displays the calculated reaction mechanism of 
hexanoic acid decarboxylation by the iron(III)-superoxo of UndA 
model A as calculated with DFT. The mechanism proceeds 
through multistate reactivity patterns on close-lying triplet, 
quintet and septet spin states as often seen for reactivity 
patterns of nonheme iron dioxygenases and nonheme iron 
model complexes.[21,22]  
As the singlet spin reactant is high in energy, we decided not to 
explore this surface further. The hydrogen atom abstraction 
barrier is lowest on the septet spin state with a barrier of 34.8 
kcal mol–1. The triplet and quintet spin hydrogen atom 
abstraction barriers are 39.3 and 47.1 kcal mol–1 in energy and 
hence the spin state ordering in the transition states is the same 
as in the reactants. These barriers are relatively high in energy 
and would suggest a slow and possibly sluggish reaction 
mechanism for hydrogen atom abstraction. For comparison, in 
previous work on trends of hydrogen atom abstraction reactions 
by P450 Cpd I we found substantially lower energy barriers (well 
below 20 kcal mol–1) for typical aliphatic substrates, while for 
methane a value of 22.3 kcal mol–1 was found with the same 
methods and procedures as used here.[23] As P450 Cpd I is not 

known to activate methane, our hydrogen atom abstraction 
barriers of Figure 3 implicate that an UndA model with an 
iron(III)-superoxo oxidant and nearby deprotonated Glu159 
residue will not be able to activate fatty acids at room 
temperature.  
The energetic landscape depicted in Figure 3 contradicts 
computational studies of several nonheme iron dioxygenases 
reported previously that gave efficient hydrogen atom 
abstraction by an iron(III)-superoxo. Thus, computational studies 
of Hirao et al.[24] on 2-hydroxyethylphosphonate dioxygenase 
predicted a rate determining hydrogen atom abstraction barrier 
of 19.7 kcal mol–1 by a mononuclear nonheme iron(III)-superoxo 
complex. A similar conclusion was obtained by Morokuma et 
al.[25] on isopenicillin N synthase, who reported a QM/MM 
calculated hydrogen atom abstraction barrier of 14.6 kcal mol–1 
by a quintet spin iron(III)-superoxo complex. Both of these 
studies had the metal bound in a facial 2-His/1-Asp ligand 
orientation, while the UndA model has the two carboxylate 
groups equatorial to each other. These differences in ligand 
coordination may affect the reactivity and the ability of the iron to 
abstract electrons. Clearly, the hydrogen atom abstraction 
barriers by nonheme iron(III)-superoxo complexes vary widely 
and must be dependent on first- and second-coordination 

i896 (i1069) [i1025]

3TS1A (5TS1A) [7TS1A]

rO2-H: 1.107 (1.092) [1.101]

rH-C: 1.577 (1.537) [1.564]

3TS2A (5TS2A) [7TS2A]

i284 (i335) [i336]

rO2-H: 1.595 (1.500)              [1.534]

rH-OGlu159: 1.024 (1.048)              [1.039]

rC-C: 2.317 (2.278)              [2.289]
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sphere effects of the metal center. Therefore, we also explored 
alternative models and environmental effects.  
Optimized geometries of the hydrogen atom abstraction 
transition states (3,5,7TS1A) are given in Figure 3. All hydrogen 
atom abstraction barriers (3,5,7TS1A) are product-like with short 
O–H and long C–H bonds: O–H distances of 1.107 (1.092) 
[1.101] Å and C–H distances of 1.577 (1.537) [1.564] Å are 
found for 3TS1A (5TS1A) [7TS1A]. Previous trends on hydrogen 
atom abstraction barriers by metal-oxo complexes showed that 
transition states with product-type geometries usually correlate 
with high energy transition states,[23,26] as seen here. Although 
for isopenicillin-N-synthase (IPNS) product-like transition states 
were also found with either QM/MM and DFT cluster models, the 
C‒H distance was much shorter: 1.36Å using QM/MM and 
1.41Å for the DFT cluster model.[25,27] Yet, the barriers for 
hydrogen atom abstraction by an iron(III)-superoxo complex of 
IPNS was only 9.3 kcal mol–1 for the DFT cluster model and 14.6 
kcal mol–1 with QM/MM. Consequently, nonheme iron(III)-
superoxo should be able to activate C‒H bonds of substrates 
and the fact that we do not see any reactivity in our model here 
must originate from the coordination environment of the metal 
center.  

 

Figure 4. UB3LYP/BS2//UB3LYP/BS1+ZPE calculated hydrogen atom 
abstraction barriers by the iron(III)-superoxo model A2 of UndA. Energies are 
in kcal mol–1 with Gibbs free energies at 298K with solvent, entropic and 
thermal corrections in parenthesis. Optimized geometries give bond lengths in 
angstroms and the imaginary frequency in cm–1. 

The hydrogen atom abstraction transition states are 
characterized with a large imaginary frequency of i896 (triplet), 
i1069 (quintet) and i1025 cm–1 (septet). These are typical values 
for hydrogen atom abstraction transition states and often 
implicate a large kinetic isotope effect when the transferring 
hydrogen atom is replaced by deuterium.[28] Group spin densities 
of 7TS1A shows a drop in value on the dioxygen moiety from 
1.78 in 7ReA to 1.04 and accumulation of unpaired spin on the 
substrate moiety to 0.77. A similar change is seen in the triplet 
spin pathway, where the dioxygen spin density rises from –1.77 

in 3ReA to ‒1.00 in 3TS1A, while the radical on the substrate has 
a value of ‒0.68. Therefore, in our reactant complex the iron(II)-
dioxygen species picks up a hydrogen atom to form an iron(III)-
hydroperoxo complex. During the geometry optimization of 
1,3,5,7IM1A; however, the hydroperoxo species relays its proton to 
the carboxylic acid group of Glu159. Moreover, the group spin 
densities give a single unpaired electron of the dioxygen species 
and hence these structures should be seen as iron(III)-superoxo 
complexes. 
In the next stage of the reaction the C‒C bond of the substrate 
cleaves via a transition state TS2A to form intermediate IM2A. In 
all TS2A transition states significant radical character on the 
substrate remains, which means the C‒C bond breakage gives 
CO2

‒ and terminal olefin. At the same time, the spin density on 
the iron-hydroperoxo unit is very similar in IM1A and IM2A for all 
spin states and confirms that the electron transfer from CO2

‒ to 
iron has not happened at this stage and therefore is not 
simultaneous to the C‒C bond cleavage. On the quintet and 
septet spin state surfaces the barriers for decarboxylation via 
TS2A are very large and implicate slow reaction steps. Overall, 
the calculations of substrate decarboxylation by a mononuclear 
iron(III)-superoxo species of UndA model A implicate an 
unrealistic high energy pathway with barriers that indicate a very 
slow reaction process. To find out whether mononuclear iron(III)-
superoxo can react with fatty acids via decarboxylation reactions, 
we decided to explore alternative model structures. 
 
Mononuclear iron model A2 

To gain insight into the first-coordination sphere effects of 
ligands in mononuclear iron UndA, we tested an UndA mutant 
structure where the Glu101 residue is replaced by His, i.e. the 
Glu101His mutant or model A2. The iron(III)-superoxo reactant 
of model A2 has a septet spin ground state that is well 
separated from the nearest quintet, triplet and singlet spin states 
by 11.1, 43.8 and 54.0 kcal mol‒1. The hydrogen atom 
abstraction barriers on each of these spin state surfaces are 
given in Figure 4. All of them are high in energy and range from 
38.4 (for 7TS1A2) to 45.1 (for 5TS1A2) kcal mol‒1. As such the 
mutant with 3-His metal coordination as well as wild-type with 2-
His/1-Glu coordination both are sluggish oxidants of hydrogen 
atom abstraction reactions. For this particular model, the change 
in metal coordination from an anionic ligand (Glu) to a neutral 
ligand (His) has little effect on the kinetics of the reaction with 
substrate. 
The hydrogen atom abstraction transition states for the 3-His 
mutant of mononuclear iron UndA are given in Figure 4. 
Similarly, to those given above in Figure 3 for model A also for 
model A2 the transition states are late with long C‒H and short 
O‒H distances for 3,5,7TS1A2. The imaginary frequencies are 
considerably smaller in the triplet and septet spin states but still 
correspond to a hydrogen atom transfer from substrate to 
superoxo group. In conclusion, the first-coordination sphere of 
ligands, be it 2-His/1-Glu or 3-His, in UndA gives high barriers 
for hydrogen atom abstraction and therefore, the system 
appears to have the wrong coordination environment for efficient 
hydrogen atom abstraction from substrate.   
 

 

3TS1A2 (5TS1A2) [7TS1A2]

i617 (i1314) [i440]

E+ZPE+Esolv = 41.1 (45.1) [38.4]

H-C: 1.530 (1.494) [1.626]
O-H: 1.082 (1.128) [1.075]
O1-O2: 1.451 (1.430) [1.378]
Fe-O1: 2.028 (2.125) [2.286]

G+Esolv = 46.2 (51.0) [42.0]
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Figure 5. UB3LYP/BS2//UB3LYP/BS1+ZPE calculated Gibbs free energy profile of substrate decarboxylation by iron(III)-superoxo model B of UndA. Energies 
are in kcal mol–1 with Gibbs free energies (in parenthesis) at 298K with solvent, entropic and thermal corrections in parenthesis. Optimized geometries give bond 
lengths in angstroms. 

Mononuclear iron model B 

To test whether the second coordination sphere affects the 
structure and reactivity of a mononuclear iron UndA model, we 
expanded our model and added a proton to the carboxylate 
group of Glu159, i.e. investigated model B. We started with the 
iron(III)-superoxo reactant complexes and calculated them in the 
lowest energy triplet, quintet and septet spin states The septet 
spin state (7ReB) is still the ground state, but the quintet spin 
state (5ReB) is now the nearest one by 3.0 kcal mol‒1, while the 
triplet spin state (3ReB) has gone up to 18.1 kcal mol‒1.  
Therefore, the second-coordination sphere has a strong effect 
on the spin state energies and affects the ordering and relative 
energies. One of the key effects seen in the optimized reactant 
structures of ReB, Figure 5, is the hydrogen bond of the proton of 
Glu159 with the carboxylate group of the fatty acid substrate. By 
contrast, the Glu159 group in model A (Figure 2) hydrogen bonds 
with a histidine group instead. As such there has been some 
structural reorganization in the active site and the charge-
stabilization of Glu159 should influence the electronic 
configuration of the first-coordination sphere atoms. Note also 
that the substrate carboxylate is now bidentate coordination to 
iron, while it has single coordination in model A. 
Next, we calculated the hydrogen atom abstraction from the C–
H and C–H positions of the substrate by 3,5,7ReB and the 
obtained potential energy landscape is given in Figure 5. The 
quintet spin hydrogen atom abstraction transition state (5TS1B) 
has a Gibbs free energy of activation G‡ = 32.5 kcal mol‒1 with 
respect to 7ReB reactants. Although, the barrier has dropped 
considerably in energy with respect to the non-protonated 

species, i.e. G‡ = 32.5 kcal mol–1 for model B vs 47.1 kcal mol‒1 
for model A; it is still very high for a hydrogen atom abstraction 
barrier. The structure has a short O‒H distance of 1.167Å and a 
relatively long C‒H distance of 1.413Å and hence, it is a late 
transition state, but not as early as 5TS1A that has an even 
longer C‒H distance. 
Although we managed to optimize a transition state geometry for 
5TS1B,, the geometry scans on the triplet and septet spin state 
showed high reaction barriers and were discarded. The 
subsequent C‒C cleavage barrier is well over 90 kcal mol‒1 
and therefore, -hydrogen atom abstraction will not lead to 
decarboxylation of fatty acids. We also attempted a proton 
transfer from Glu159-COOH to iron(III)-superoxo to form an iron-
hydroperoxo complex. However, the constraint geometry scan 
for this pathway identified a high-energy process, hence is 
unfeasible under room temperature conditions. 
Overall the calculations on mononuclear iron models of UndA 
show that iron(III)-superoxo species are weak oxidants of 
hydrogen atom abstraction processes. This may have to do with 
the ligand coordination in UndA, which does not have a facial 2-
His/1-Glu but the Glu trans to one of the His groups. By contrast, 
isopenicillin N synthase with a facial 2-His/1-Asp ligand 
coordination reacts by hydrogen atom abstraction from substrate 
with relatively low-energy barriers. Therefore, it appears that the 
ligand coordination in UndA is not correctly set up for hydrogen 
atom abstraction processes and our DFT cluster models rule out 
mononuclear iron as an oxidant that triggers the decarboxylation 
of dodecanoic acid in UndA.  
  

5TS1B

rO2-H: 1.167

rH-C: 1.413

3ReB (5ReB) [7ReB]

rFe-O1: 1.879 (1.982) [2.041]
rO1-O2: 1.360 (1.375) [1.316]

O1 O2
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Figure 6. UB3LYP/BS2//UB3LYP/BS1+ZPE calculated energy profile of substrate decarboxylation by diiron(IV)-dioxo model C of UndA. Energies are in kcal mol–1 
with Gibbs free energies (in parenthesis) at 298K with solvent, entropic and thermal corrections in parenthesis. Optimized geometries give bond lengths in 
angstroms and the imaginary frequency in cm–1. 

Subsequently, we explored the effect of the ligand environment, 
i.e. a facial 2-His/1-Glu ligand coordination, on the reactivity with 
respect to that seen for model A. To this end, we created two 
final models of a hypothetical nonheme iron(III)-superoxo model 
with a facial 2-His/1-Glu coordination system: models D and D2 
(Supporting Information Figures 22 and 23). The reactant was 
optimized in the quintet spin state and a transition state for 
hydrogen atom abstraction was searched through an initial 
constraint geometry optimization. However, upon close 
approach of peroxo on the the C‒H position, the superoxo 
group dissociates from the iron center leading to high energy 
hydrogen atom abstraction pathways.  
Consequently, this small model had too much freedom for the 
superoxo group and weakened its interaction with iron. Hence 
the small model with facial 2-His/1-Glu coordination system also 
did not lead to a viable hydrogen atom abstraction pathway from 
a fatty acid substrate. It may very well be that the substrate 
binding pocket in IPNS is much tighter than the one used in 
model D and prevents release of dioxygen from the iron center. 
A tight binding and positioning of oxidant and substrate should 
bring the two closely together in an ideal conformation for 
catalysis. Nevertheless, our calculations on various models of 
the mononuclear iron(III)-superoxo species of UndA show little 
evidence that hydrogen atom abstraction from substrate as a 
viable reaction mechanism. Therefore, we explored alternative 
diiron models instead. 
 
Dinuclear iron model C 

As mononuclear iron(III)-superoxo models of UndA appear to 
give high energy hydrogen atom abstraction transition states 
from aliphatic groups, we considered the alternative diiron 
species as an oxidant. Therefore, we created a diiron(IV)-dioxo 
active species from the UndA crystal structure coordinates by 

manually inserting a second iron into the cluster model and by 
linking this metal to nearby protein residues as suggested by 
Makris et al.[13]  
A full geometry optimization of this reactant complex (11ReC) is 
shown in Figure 6. The diiron-dioxo is in a diamond core 
although the two sets of iron-oxo distances are not equal. Thus, 
Fe1, i.e. the metal that binds substrate, forms short interactions 
with the two oxygen bridges (1.720 and 1.743Å), while Fe2 is 
further displaced from the bridging oxygen atoms (at distances 
of 1.934 and 1.998Å). In the reactant structure, the C–H bond of 
the substrate points towards one of the bridging oxygen atoms 
at a distance of 2.556Å. In this particular orientation, therefore, 
the positioning of the C–H bond of substrate is ideal for 
hydrogen atom abstraction. 
To investigate the ability of 11ReC to abstract a hydrogen atom 
from the C–H position of substrate, we calculated the transition 
state structure. A hydrogen atom abstraction barrier of E‡ + 
ZPE = 22.4 kcal mol–1 is found. Even though this is a relatively 
high barrier in comparison to previous enzymatic reaction 
mechanisms, where typical barriers of 10 – 15 kcal mol–1 were 
found.[14,21,24–27,29] Our calculated reaction barrier would 
correspond to slow but doable reactivity at room temperature. As 
a matter of fact the experimental work of Zhang et al.[9] report a 
slow reaction process for substrate conversion by UndA in 
agreement with the high reaction barrier reported in Figure 6. 
The hydrogen atom abstraction barrier has a large imaginary 
frequency of i1717 cm–1, which is well higher than those 
reported above for models A and A2. Consequently, the barrier 
will be narrow and sharp and will be highly dependent on 
quantum chemical tunneling. The transition state is relatively 
central with almost equal C–H and O–H distances of 1.296 and 
1.240Å, respectively. After the hydrogen atom abstraction, the 
system relaxes to a radical intermediate IM1, which is a shallow 

11ReC

11TS1C

i1717 cm1
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minimum and followed by C–C bond cleavage of the substrate 
to split off CO2 and give 1-pentene products without a stable 
intermediate IM2. Therefore, the process past the transition 
state, will quickly lead to final products. 
The calculations on the diiron(IV)-dioxo model of UndA and its 
reaction with hexanoic acid shows that diiron complexes can 
activate fatty acid substrates at room temperature. A cluster 
model shows that substrate binds in an ideal position for C–H 
hydrogen atom abstraction by a diiron(IV)-dioxo complex. The 
reaction barriers obtained for this complex, however, are well 
higher than those found for fatty acid decarboxylation by a P450 
peroxygenase.[19] As such, UndA is not as efficient and powerful 
an oxidant as a P450 peroxygenase, but will react slowly with 
fatty acid substrates. This is in agreement with experimental 
reports on UndA that reported slow turnover reactions wit fatty 
acids. 

Conclusions 

In this work a computational study on the 1-undecene 
biosynthesis enzyme UndA is reported. Recent experimental 
studies created a controversy whether UndA has a mononuclear 
or binuclear iron active site. To investigate this, we created 
active site models of UndA based on the crystal structure 
coordinates of 4WX0. Our studies show that mononuclear 
iron(III)-superoxo models of UndA are sluggish oxidants that 
react via very high hydrogen atom abstraction barriers at room 
temperature. Consequently, mononuclear iron centers in the 
UndA structure are unlikely to react with fatty acids at room 
temperature. We then created a hypothetical diiron(IV)-dioxo 
structure using the crystal structure coordinates of UndA as a 
template. This model gives substantially lower hydrogen atom 
abstraction barriers; although it will be a slow oxidant at room 
temperature. Overall, our studies support the hypothesis of 
Makris et al[13] that UndA is a most likely a dinuclear iron system 
that reacts with dioxygen and fatty acids by decarboxylation of 
the substrate. 

Experimental Section 

Calculations were done using density functional theory methods as 
implemented in the Gaussian-09 and Orca software packages.[30] In 
previous work we extensively tested and benchmarked models and 
methods for nonheme iron systems and reproduced experimental 
structures, spectroscopic parameters and rate constants well.[31] Hence, 
most methods follow those recommended from previous work. Here we 
started our work from the 4WX0 protein databank file,[9] which is an 
enzyme monomer with substrate and dioxygen bound. A cluster model 
was created from the active site structure of the 4WX0 pdb with residues 
selected as described in Scheme 1 above. We initially ran calculations 
with several constraints on amino acid residues to keep them close to the 
crystal structure positions. However, in a second set of calculations all 
constraints were released. As little geometric differences between the 
two structures were obtained, the final set of calculations was done 
without constraints. 

Initial calculations used the unrestricted B3LYP hybrid density functional 
method,[32] in combination with a basis set containing an LANL2DZ + 
ECP on iron and 6-31G on the rest of the atoms (basis set BS1).[33] Full 
geometry optimization and frequencies were run on all structures at 
UB3LYP/BS1 in the gas-phase. Subsequent single point calculations with 

the polarized continuum model (CPCM) were performed with a dielectric 
constant mimicking ethylphenylether,[34] and a triple- quality basis set 
(Basis set BS2): LACV3P+ + ECP on iron and 6-311+G* on the rest of 
the atoms. Calculations on the diiron system use an LACVP (with core 
potential) on both iron atoms and 6-31G* on the rest of the atoms for 
geometry optimizations, frequencies, intrinsic reaction coordinate and 
constraint geometry scans. All structures reported in this work are the 
result of a full geometry optimization without constraints and structures 
were characterized as a local minimum using a frequency calculation that 
gave real frequencies only (local minima) or a single imaginary mode for 
the correct displacement (transition states). For several transition states 
they were further confirmed by intrinsic reaction coordinate scans that 
linked them to reactants and products. All structures were considered in 
several low-lying spin state surfaces as identified with a superscript 
before the label. 

The methods and procedures used in this work were tested and validated 
for analogous iron(IV)-oxo oxidants against experimental rate constants 
for oxygen atom transfer.[31,35] These studies identified B3LYP as one of 
the best methods to reproduce reaction rates and selectivities. 
Furthermore, dispersion corrected DFT was shown to underestimate 
oxygen atom transfer reactions systematically and hence was not used 
for our calculations presented here. As the choice of the density 
functional method can occasionally affect spin-state orderings and 
relative energies we did some additional test calculations, which are 
described in the Supporting Information.[36] Thus, the effect of dispersion 
on the spin-state ordering and reaction barriers was tested and 3,5,7ReB 
and the reaction pathway via 5TS1B, was reoptimized with B3LYP-
D3.[32,37] As follows dispersion destabilizes the quintet spin state but the 
overall hydrogen atom abstraction barrier stays the same and the 
conclusions that mononuclear iron(III)-superoxo is a weak oxidant for 
hydrogen atom abstraction reactions is supported. We also explored the 
OPBE[38] density functional method and although it stabilizes the triplet 
spin reactants, the quintet-septet energy gap remains the same 
(Supporting Information Table S12 and Figure S18). To further ascertain 
that the basis set core potential does not affects the spin state ordering, 
we reoptimized 3,5,7ReB with UB3LYP/BS1(without ECP) and although the 
triplet and quintet spin states are lowered by a few kcal mol‒1 no changes 
in reaction mechanism are expected (Supporting Information Table S13 
and Figure S19).  
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