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Abstract 
Background: As machine learning becomes increasingly common in 
health care applications, concerns have been raised about bias in these 
systems’ data, algorithms, and recommendations. Simply put, as health 
care improves for some, it might not improve for all.  
 
Methods: Two case studies are examined using a machine learning 
algorithm on unstructured clinical and psychiatric notes to predict 
intensive care unit (ICU) mortality and 30-day psychiatric readmission 
with respect to race, gender, and insurance payer type as a proxy for 
socioeconomic status. 
 
Results: Clinical note topics and psychiatric note topics were 
heterogenous with respect to race, gender, and insurance payer type, 
which reflects known clinical findings. Differences in prediction accuracy 
and therefore machine bias are shown with respect to gender and 
insurance type for ICU mortality and with respect to insurance policy for 
psychiatric 30-day readmission. 
 
Conclusions: This analysis can provide a framework for assessing and 
identifying disparate impacts of artificial intelligence in health care.  

 
Bias in Machine Learning Models 
While health care is an inherently data-driven field, most clinicians operate with limited 
evidence guiding their decisions. Randomized trials estimate average treatment effects 
for a trial population, but participants in clinical trials often aren’t representative of the 
patient population that ultimately receives the treatment with respect to race and 
gender.1,2 As a result, drugs and interventions are not tailored to historically mistreated 
groups; for example, women, minority groups, and obese patients tend to have generally 
poorer treatment options and longitudinal health outcomes.3-9 

 
Advances in artificial intelligence (AI) and machine learning offer the potential to provide 
personalized care by taking into account granular patient differences. Machine learning 
using images, clinical notes, and other electronic health record (EHR) data has been 
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successful in several clinical tasks such as detection of diabetic retinopathy10 and 
distinguishing between malignant and nonmalignant skin lesions in dermatoscopic 
images.11 Prior research has established that machine learning using clinical notes to 
supplement lab tests and other structured data is more accurate than an algorithm using 
structured data alone in classifying patients with rheumatoid arthritis12 and in predicting 
mortality13 and the onset of critical care interventions14 in intensive care settings.  
 
This same ability to discern among patients brings with it the risk of amplifying existing 
biases, which can be especially concerning in sensitive areas like health care.15,16 Because 
machine learning models are powered by data, bias can be encoded by modeling choices 
or even within the data itself.17 Ideally, algorithms would have access to exhaustive 
sources of population EHR data to create representative models for diagnosing diseases, 
predicting adverse effects, and recommending ongoing treatments.18 However, such 
comprehensive data sources are not often available, and recent work has demonstrated 
bias in critical care interventions. For example, recent Canadian immigrants are more 
likely to receive aggressive care in the ICU than other Canadian residents.19  
 
In contrast to critical care, psychiatry relies more heavily on analysis of clinical notes for 
patient assessment and treatment. Text is a rich source of unstructured information for 
machine learning models, but the subjective and expressive nature of the data also 
makes text a strong potential source of bias.20,21 Racism has established impacts on 
chronic and acute health,22 which would affect EHR data. In addition, mental health 
problems of racial groups often depend heavily on the larger social context in which the 
group is embedded,22 which would also influence clinical prediction based on EHR data. 
 
In prior work, the first author and colleagues formalized a framework for decomposing 
sources of unfairness in prediction tasks, including an analysis of racial bias for prediction 
of hospital mortality from clinical notes.23 In contrast to human bias, algorithmic bias 
occurs when an AI model, trained on a given data set, produces results that may be 
completely unintended by the model creators. The authors used the publicly available 
Medical Information Mart for Intensive Care (MIMIC-III) v1.4,24 which contains de-
identified electronic health record data from 53 423 intensive care unit (ICU) admissions 
for 38 597 adult patients from Beth Israel Deaconess Medical Center from 2001 to 2012. 
After restricting the data set to ICU admissions lasting over 48 hours and excluding 
discharge summaries, the researchers created a final data set of 25 879 patient stay 
notes and demonstrated that prediction errors for patient mortality differ between 
races.23 

 
In this paper, we explore the potential impacts of bias in 2 algorithms, one for predicting 
patient mortality in an ICU and the other for predicting 30-day psychiatric readmission in 
an inpatient psychiatric unit. We expand on the first author’s previous research, 
discussed above, on bias in ICU patient mortality prediction using the same MIMIC-III 
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data set cohort with gender and insurance type in addition to race as demographic 
groups. We also analyzed potential bias in 30-day psychiatric readmission prediction for 
the same demographic groups.  
 
Because unstructured clinical notes from the EHR contain valuable information for 
prediction tasks—including information about the patient’s race, gender, and insurance 
type—we focus on clinical narrative notes in EHR data available for each stay. We 
examine bias, as measured by differences in model error rates in patient outcomes 
between groups, and show that in the ICU data set, differences in error rates in mortality 
for gender and insurance type are statistically significant and that in the psychiatric data 
set, only the difference in error rates in 30-day readmission for insurance type is 
statistically significant. 
 
Data and Methods 
Data. We analyze prediction error in psychiatric readmissions at a New England hospital 
in a data set containing 4214 deidentified notes from 3202 patients, collected from 
stays between 2011 and 2015. We extracted notes, patient race, gender, insurance 
payer type, and 30-day psychiatric readmission from every patient stay. The data set is 
racially imbalanced but has relative gender parity. We use the insurance payer type—
public, private, and other insurance—as a proxy for socioeconomic status. (See 
Supplementary Appendix Table S1 for demographic information.) 
 
We also examine prediction error in ICU mortality using the MIMIC-III v1.4 data set with 
the cohort selection explained earlier. (See Supplementary Appendix Table S2 for 
demographic information.) For race, gender, and insurance payer type, we compare error 
rates for psychiatric readmission with error rates for ICU mortality in order to examine 
unfairness across different data sets and the clinical generalizability of our methods. 
 
Methods. We use topic modeling with latent Dirichlet allocation25 (LDA) to uncover 50 
topics (eg, depression, pulmonary disease; see Supplementary Appendix Tables S3 and 
S4 for example topics) and corresponding enrichment values for race, gender,17,26 and 
insurance type. We used 1500 iterations of Gibbs sampling to learn the 50 topics of the 
LDA for each data set. For the psychiatric data set, topics were learned using the LDA 
Python package27 whereas for the ICU clinical notes, topics were learned using Mallet.28 
(This difference in software arose from restrictions on the servers hosting the respective 
data sources.) Following prior work on enrichment of topics in clinical notes,13,26 we 
computed enrichment values for topics for race, gender, and insurance type. 
 
We predict hospital mortality with ICU notes and 30-day psychiatric readmission with 
psychiatric notes using logistic regression with L1 regularization (implemented by 
Python package scikit-learn29 with a hyperparameter of C = 1) using an 80/20 split for 
training and testing data over 50 trials. For both hospital mortality and psychiatric 
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readmission, we report the error rate (zero-one loss) of the learned model for each 
demographic group and the 95% confidence interval. Text was vectorized using TF-IDF30 
on the most frequent 5000 words for each data set. We report the area under the 
receiver operator curve (AUC)31 for overall model performance as well as the generalized 
zero-one loss as a performance metric.32 Following prior work,23 we use the Tukey range 
test,33 which allows for pairwise comparisons among more than two groups, to test 
whether differences in error rates between groups are statistically significant. All Tukey 
range test error rate comparisons were performed using the Python package 
statsmodels.34  
 
Our cohort selection code for MIMIC-III v1.4 and our analysis code are made publicly 
available to enable reproducibility and further study.35 
 
Results: Enrichment of Topic Modeled Notes 
Psychiatric note topics. White patients had higher topic enrichment values for the 
anxiety36 and chronic pain topics, while black, Hispanic, and Asian patients had higher 
topic enrichment values for the psychosis topic.37 Male patients had higher topic 
enrichment values than female patients for substance abuse (0.024 v 0.015), whereas 
female patients had higher topic enrichment values than male patients for general 
depression (0.021 v 0.019) and treatment resistant depression (0.025 v 0.015), reflecting 
known clinical findings.38,39 Previous work has shown that those with serious mental 
illness are more likely to have public insurance than private39; we similarly find that 
private insurance patients have higher topic enrichment values than public insurance 
patients for anxiety (0.029 v 0.0156) and general depression (0.026 v 0.017). However, 
public insurance patients have higher topic enrichment values than private insurance 
patients for substance abuse (0.022 v 0.016). 
 
ICU note topics. Intensive care unit clinical notes have a different range of topics (see 
Supplementary Appendix Table S3) and more refined topics than psychiatric notes due to 
the larger data source (25 879 v 4214 patients). As in the psychiatric data set, male 
patients have higher topic enrichment values for substance use than female patients 
(0.027 v 0.011), whereas female patients have higher topic enrichment values for 
pulmonary disease than male patients (0.026 v 0.016), potentially reflecting known 
underdiagnosis of chronic obstructive pulmonary disease in women.40,41 Verifying known 
clinical trends, Asian patients have the highest topic enrichment values for cancer 
(0.036), followed by white patients (0.021), other patients (0.016), and black and 
Hispanic patients (0.015).42 Black patients have the highest topic enrichment values for 
kidney problems (0.061), followed by Hispanic patients (0.027), Asian patients (0.022), 
white patients (0.015), and other patients (0.014).42 Hispanic patients have the highest 
topic enrichment values for liver concerns (0.034), followed by other patients (0.024), 
Asian patients (0.023), white patients (0.019), and black patients (0.014).43 Finally, white 
patients have the highest topic enrichment values for atrial fibrillation (0.022), followed 
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by other patients (0.017), Asian patients (0.015), black patients (0.013), and Hispanic 
patients (0.011).44  
 
Public and private insurance patients vary mainly in the severity of conditions they are 
being treated for. Those with public insurance often have multiple chronic conditions that 
require regular care.45 In particular, compared with private insurance patients, public 
insurance patients have higher topic enrichment values for atrial fibrillation (0.24 v 
0.013), pacemakers (0.023 v 0.014), and dialysis (0.023 v 0.013). However, compared 
with public insurance patients, private insurance patients have higher topic enrichment 
values for fractures (0.035 v 0.012), lymphoma (0.030 v 0.015), and aneurysms (0.028 v 
0.016).   
 
In sum, our results for gender and race reflect known specific clinical findings, whereas 
our results for insurance type reflect known differences in patterns of ICU usage 
between public insurance patients and private insurance patients. 

 
Results: Quantifying Disparities in Care With AI 
After establishing that findings from the clinical notes reflect known disparities in patient 
population and experience, we evaluated whether predictions made from such notes are 
fair. There are multiple definitions of algorithmic fairness46-49; here we compare 
differences in error rates in ICU mortality and 30-day psychiatric readmission for race, 
gender, and insurance type. 
 
Prediction error in the ICU model. Unstructured clinical notes are a powerful source of 
information in predicting patient mortality—our models achieve an AUC31 of 0.84 using 
only the ICU notes. Adding demographic information (age, race, gender, insurance type), 
improves AUC slightly, to 0.85. As shown in Figures 1 and 2, error rates for gender and 
insurance type all have nonoverlapping confidence intervals. For gender, female patients 
have a higher model error rate than male patients; for insurance type, public insurance 
patients have a much higher model error rate than private insurance patients. All results 
are statistically significant at the 95% confidence level.  
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Figure 1. 95% Confidence Intervals for Error Rate (Zero-One Loss) in ICU Mortality for 
Gender  

 
 
Figure 2. 95% Confidence Intervals for Error Rate (Zero-One Loss) in ICU Mortality for 
Insurance Type 

 
 
Prediction in the psychiatric setting. In contrast to ICU mortality, predicting 30-day 
psychiatric readmission is significantly more challenging, leading to lower model 
accuracy.50 One potential cause could be the importance of unmeasured residential, 
employment, and environmental factors in predicting short-term psychiatric 
readmission.51 Another factor could be the level of hospital intervention, such as 
outpatient appointments.52  
 
Comparison of prediction errors in ICU and psychiatric models. We compare differences in 
error rates in 30-day psychiatric readmission and ICU mortality for race, gender, and 
insurance type. Figure 3 shows differences in error rates in psychiatric readmission 
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between racial groups, which were not statistically significant, with black patients having 
the highest error rate for psychiatric readmission. Differences in error rates in ICU 
mortality were also observed between racial groups.23  
 
Figure 3. 95% Confidence Intervals for Error Rate (Zero-One Loss) in Psychiatric 
Readmission for Racial Groups  

 
 
We show consistent gender differences across data sets in Figures 1 and 4, with the 
highest error rates for female patients, although the difference in error rates between 
genders was only statistically significant for ICU mortality. Note that because of the 
smaller size of the psychiatric notes data set, the confidence intervals overlap; however, 
the heterogeneity in topic enrichment values aligns with the higher error rates for female 
patients. 
 
Figure 4. 95% Confidence Intervals for Error Rate (Zero-One Loss) in Psychiatric 
Readmission for Gender  
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Interestingly, model prediction errors for insurance type were statistically significant for 
both data sets (Figures 2 and 5), but the group with highest error rate changes. While 
public insurance patients have the highest error rate for ICU mortality, private insurance 
patients have the highest error rate for psychiatric readmission.  
 
Figure 5. 95% Confidence Intervals for Error Rate (Zero-One Loss) in Psychiatric 
Readmission for Insurance Type  

 
 
These differences in error rates for insurance type may indicate that insurance type 
affects patient care in ICU and psychiatric settings differently. We note that public 
insurance patients have higher baseline hospital mortality rates, whereas private 
insurance patients have higher baseline 30-day psychiatric readmission (see 
Supplementary Appendix Table S1). Such variation in baseline rates could be due to the 
previously noted prevalence of chronic conditions in public insurance patients,45 making 
these patients more likely to need the ICU for regular care of multiple chronic conditions. 
Public insurance patients are also more likely to have serious mental illness than private 
insurance patients,39 indicating that they may not come into a psychiatric hospital unless 
the situation is dire. In both data sets, predictions are better captured by notes for 
patients in the group that uses the care setting more regularly (ie, public insurance 
patients in the ICU and private insurance patients in the psychiatric hospital). 
 
Responding to Algorithmic Biases in Machine Learning 
AI and machine learning may enable faster, more accurate, and more comprehensive 
health care. We believe a closely cooperative relationship between clinicians and AI—
rather than a competitive one53—is necessary for illuminating areas of disparate health 
care impact.51 For example, a clinician should be able to provide feedback for the 
algorithm to implement, and the algorithm could actively query the clinician about 
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uncertain cases. Indeed, algorithmic scrutiny is vital to both the short-term and long-
term robustness of the health care system. 
 
In this paper, we have considered questions related to the disparate impact that AI may 
have in health care—in particular, on ICU mortality and 30-day psychiatric readmissions. 
Based on clinical notes, we demonstrated heterogeneity in the topics emphasized across 
race, gender, and insurance type, which tracks with known health disparities. We also 
showed statistically significant differences in error rates in ICU mortality for race, gender, 
and insurance type and in 30-day psychiatric readmission for insurance type.  
 
In light of known clinical biases, how can AI assist in improving patient care? With 
increasing involvement of machine learning in health care decisions, it is crucial to assess 
any algorithmic biases introduced54 by comparing prediction accuracy between 
demographic groups. Once algorithmic bias is uncovered, clinicians and AI must work 
together to identify the sources of algorithmic bias and improve models through better 
data collection and model improvements.    
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