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ABSTRACT

Context. Regions of low ionisation where the activity of the magneto-rotational instability is suppressed, the so-called dead zones,
have been suggested to explain gaps and asymmetries of transition disks. Dead zones are therefore a potential cause for the observa-
tional signatures of transition disks without requiring the presence of embedded planets.
Aims. We investigate the gas and dust evolution simultaneously assuming simplified prescriptions for a dead zone and a magnetohy-
drodynamic (MHD) wind acting on the disk. We explore whether the resulting gas and dust distribution can create signatures similar
to those observed in transition disks.
Methods. We imposed a dead zone and/or an MHD wind in the radial evolution of gas and dust in protoplanetary disks. For the
dust evolution, we included the transport, growth, and fragmentation of dust particles. To compare with observations, we produced
synthetic images in scattered optical light and in thermal emission at mm wavelengths.
Results. In all models with a dead zone, a bump in the gas surface density is produced that is able to efficiently trap large particles
(&1 mm) at the outer edge of the dead zone. The gas bump reaches an amplitude of a factor of ∼5, which can be enhanced by the
presence of an MHD wind that removes mass from the inner disk. While our 1D simulations suggest that such a structure can be
present only for ∼1 Myr, the structure may be maintained for a longer time when more realistic 2D/3D simulations are performed.
In the synthetic images, gap-like low-emission regions are seen at scattered light and in thermal emission at mm wavelengths, as
previously predicted in the case of planet-disk interaction.
Conclusions. Main signatures of transition disks can be reproduced by assuming a dead zone in the disk, such as gap-like structure
in scattered light and millimetre continuum emission, and a lower gas surface density within the dead zone. Previous studies showed
that the Rossby wave instability can also develop at the edge of such dead zones, forming vortices and also creating asymmetries.
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1. Introduction

Transition disks have dust-depleted inner regions that were
first identified by the weak near- and mid-infrared excess of
their spectral energy distributions (SEDs, Strom et al. 1989;
Skrutskie et al. 1990). In the past decades, some of these dust
gaps/cavities have been resolved by interferometric observa-
tions at (sub-)millimetre wavelengths, showing a large diver-
sity of morphologies, such as rings and large-scale asymme-
tries (e.g. Andrews et al. 2011; Isella et al. 2013; Casassus et al.
2013; van der Marel et al. 2013; Pérez et al. 2014). In addition,
other fascinating structures have been observed in transition disk
at optical and near-infrared wavelengths, such as spiral arms
(e.g. Muto et al. 2012; Benisty et al. 2015), dips and/or shad-
ows (e.g. Mayama et al. 2012; Avenhaus et al. 2014). The com-
bination of both scattered-light and mm emission has provided
several examples that demonstrate that small and large parti-
cles have different radial distributions (e.g. Garufi et al. 2013;
Pinilla et al. 2015b). In addition, gas inside the dust gaps of
these disks has been detected, and this is in some cases also
depleted but by a smaller factor than the millimetre dust (e.g.
Carmona et al. 2014; Perez et al. 2015). The drop in the gas
surface density inside the mm cavities can be as large as a
factor of 1000 (van der Marel et al. 2016). Another interesting

observational aspect of transition disks is that the hosting stars
seem to be depleted in refractory elements compared to full clas-
sical disks, suggesting that these elements have been locked (or
trapped) in the outer part of the disks (Kama et al. 2015).

Embedded massive planets (&0.1−1 MJup) are a com-
mon and attractive solution to explain the diverse mor-
phologies of transition disks at different wavelengths (e.g.
Zhu et al. 2012; Pinilla et al. 2012, 2015a; Ataiee et al. 2013;
de Juan Ovelar et al. 2013; Dong et al. 2015; Pohl et al. 2015).
Nonetheless, these models may contradict current exoplanet
statistics. Brandt et al. (2014) presented a uniform Bayesian
analysis of a large sample of possible companions around nearby
stars (250 targets at a distance of 5−130 pc), covering a wide
range of spectral type (from late-B to mid-M stars) and ages
(10−250 Myr), and concluded that only 1−3% of stars host
massive planets (5−70 MJup) between 10 and 100 au (simi-
lar limits are found in other studies with higher upper limits
for more massive stars, see e.g. Vigan et al. 2012; Nielsen et al.
2013; Chauvin et al. 2015). These statistics seem to be low com-
pared to the number of transition disks in the protoplanetary disk
population (∼10−20% e.g. Andrews et al. 2011; Espaillat et al.
2014). As an alternative explanation, in this work we explore
the possibility that dead zones may be a potential explanation
of the origin of transition disks, by modelling the simultaneous
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evolution of gas and dust over timescales of several million
years. In addition, we also include the effect of a magnetohydro-
dynamic (MHD) wind that removes mass from the inner disk.
Previous studies of dust and gas distributions with dead zones
either consider a constant dust-to-gas ratio or the evolution of
a single particle size (e.g. Morishima 2012; Regály et al. 2012;
Flock et al. 2015), whereas for the dust evolution we include
its transport, growth, and fragmentation. Our prescriptions for
both dead zones and MHD winds are a simplified formulation of
what is expected from fully magneto-rotational instability (MRI)
simulations.

To sustain accretion onto the central star, angular momen-
tum must be transported outward in protoplanetary disks (see
Armitage 2011, for a review). Different sources of angular mo-
mentum transport have been suggested to play a role for the disk
evolution, including MHD winds (e.g. Blandford & Payne 1982;
Suzuki & Inutsuka 2009; Bai et al. 2016a), self-gravity (e.g.
Lin & Pringle 1987; Lodato & Rice 2004; Vorobyov & Basu
2009), and hydrodynamical instabilities such as baroclinic in-
stabilities (e.g. Klahr & Bodenheimer 2003; Raettig et al. 2013)
and vertical shear instability (e.g. Urpin & Brandenburg 1998;
Nelson et al. 2013). One preferred mechanism for angular mo-
mentum transfer is the MHD turbulence from MRI, which orig-
inates from the magnetic tension between adjoining fluid ele-
ments of the disk (e.g. Balbus & Hawley 1991, 1998). Non-ideal
MHD effects, such as Ohmic resistivity, ambipolar diffusion, and
Hall drift have an important impact on the coupling of the mag-
netic field and so on the disk dynamics (e.g. Turner et al. 2014).
In particular, they have a significant effect at the location where
the disk gas is expected to be decoupled from the magnetic field,
in the well-known dead zones.

The size and shape of dead zones depend on the ionisa-
tion degree of the gas, which can originate from thermal ionisa-
tion in the very inner parts of the disk where the temperatures
are &1000 K (Umebayashi & Nakano 1988; Desch & Turner
2015), or from external ionisation from stellar X-rays, far-
ultraviolet (FUV) photons, or cosmic rays from the interstellar
space (e.g. Dolginov & Stepinski 1994; Glassgold et al. 1997;
Sano et al. 2000). In disk regions with a high ionisation de-
gree, the MRI can generate sufficiently high turbulence to ex-
plain the angular moment transport and so the disk evolution
(Fromang & Nelson 2006; Davis et al. 2010; Flock et al. 2012).
Recent local and global MHD simulations including ambipolar
diffusion (Bai & Stone 2013; Gressel et al. 2015) have shown
that MRI is suppressed in the bulk regions between ∼1 au to
∼10 au and that the angular momentum is mainly removed by
an MHD wind. MHD winds can disperse the gas from the inside
out even when a dead zone exists farther out (Suzuki & Inutsuka
2009; Fromang et al. 2013).

On the other hand, the ionisation degree of the disk (hence
the shape of the dead zone) is strongly influenced by the
dust surface area, and small and/or large fractal grains with
large surface area can sweep up available ions and electrons
more efficiently than large compact grains (Okuzumi 2009).
Dzyurkevich et al. (2013) investigated how fluffy aggregates can
affect the structure of dead zones, finding a smooth transi-
tion between dead and active regions, and a large diversity
of sizes and shapes for the dead zone. In general, how much
and where the MRI is suppressed in protoplanetary disks is
a complex problem that significantly depends on different pa-
rameters such as dust properties (e.g. size, volume density, and
charge) and its abundance, the magnetic field (e.g. Simon et al.
2015), the disk chemistry (e.g. Perez-Becker & Chiang 2011),
and the sources of ionisation (e.g. Cleeves et al. 2013). Overall,

when MRI is suppressed, the rate of gas flow decreases (e.g.
Blaes & Balbus 1994) and therefore gas accumulates in the tran-
sition from high to low ionisation regions, and a local pres-
sure maximum can form. This pressure bump is capable of trap-
ping particles (e.g. Varnière & Tagger 2006; Kretke & Lin 2007;
Brauer et al. 2008a; Dzyurkevich et al. 2010; Dra̧żkowska et al.
2013; Ruge et al. 2016) and stops the rapid inward migration of
the larger pebbles (e.g. Weidenschilling 1977).

For the gas and dust evolution models in this work, we use
simple and independent parameterisations to include a dead zone
and/or an MHD wind acting on the disk. Under these assump-
tions, we aim to study the potential trapping of particles and
compare the results with current observations of transition disks.
The paper is organised as follows. In Sect. 2 we introduce the
method for studying the gas and dust evolution, the analytical
prescriptions to consider a dead zone and an MHD wind, our ini-
tial conditions and assumptions, and the radiative transfer mod-
elling. In Sect. 3 we present the main results when dead zones
with different morphologies are considered and when an MHD
wind is also assumed. In addition, in this section we show the
synthetic images after the radiative transfer modelling. In Sect. 4
we discuss our results and compare them with other models for
the origin of transition disks signatures, such as planet disk inter-
actions. Finally, the summary and main conclusion of our work
are laid out in Sects. 5 and 6, respectively.

2. Method

2.1. Gas and dust evolution

For the gas evolution, we solve the diffusion equation obtained
from the continuity equation and from the conservation of an-
gular momentum of the gas in protoplanetary disks (Lüst 1952;
Lynden-Bell & Pringle 1974),

∂Σg

∂t
=

3

r

∂

∂r

[

r1/2 ∂

∂r

(

νΣgr1/2
)

]

, (1)

where Σg is the gas surface density and ν is the disk kinematic
viscosity responsible for the angular momentum transport in the
disk. Commonly, the models from Shakura & Sunyaev (1973)
are used for a simplified parametrisation of the kinematic vis-
cosity, which is assumed to be

ν = αcsh with h =
cs

Ω
, (2)

where cs is the isothermal sound speed, Ω the Keplerian fre-
quency, α a dimensionless parameter (α ≤ 1), and h the pressure
scale height. In the models assuming a high ionisation state, we
consider α to be constant and equal to 10−2, to compare with
previous studies that used this value. To include a dead zone for
the disk evolution, we assume that α radially changes as

α
(

Σg(r, t)
)

=
(

1 − tanh
[

(Σg(r, t) − χ)/(1g cm−2) × ε
])

×
αactive

2
+ αdead, (3)

where χ and ε control where and how steep the transition be-
tween αdead and αactive is with respect to the local value of the
gas surface density (see Tables 1 and 2). Regály et al. (2012)
and Miranda et al. (2016) used similar analytical expressions for
the dead zone, but with Eq. (3), we also implement a depen-
dence on surface density, so that a change in surface density can
switch the disk from active to dead and back. In our models, we
fit αactive = 2× 10−2 and αdead = 10−4 to values that approximate
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Table 1. Fixed model parameters.

Parameter Symbol /units Value

Stellar mass M⋆[M⊙] 1

Stellar radius R⋆[R⊙] 2.5

Effective stellar temperature T⋆[K] 4300

Initial gas density at 100 au Σ0[g cm−2] 6

Inner disk radius rin[au] 1.0

Outer disk radius rout[au] 200

Radial grid resolution nr 300

α active region αactive 2 × 10−2

α dead region αdead 10−4

Σ threshold of the dead zone edge χ[g cm−2] [7.5, 15]

Smoothness of dead-zone edge ε [0.2, 0.4]

Wind strength Cw 2 × 10−5

Minimum grain size amin[cm] 10−4

Maximum grain size amax[cm] 2 × 102

Grain size grid resolution ng 180

Fragmentation velocity vf[m s−1] 10

Volume density of dust ρs[g cm−3] 1.2

Distance to the disk d[pc] 140

to more realistic profiles using constraints from local and global
MRI simulations: the chosen value of αactive, which is slightly
above 10−2, is justified by local and global MRI simulations in
well-ionised media (e.g. Fromang & Nelson 2006; Davis et al.
2010; Simon et al. 2011; Flock et al. 2012). The value of αdead is
still under intense research while a value of 10−4, which is repre-
sentative for the turbulent component, could be seen as a lower
limit, arising from hydrodynamical instabilities (Nelson et al.
2013; Lyra 2014; Klahr & Hubbard 2014), for instance.

To add the influence of an MHD wind in the disk evolution,
a loss term (Σ̇wind) is included in the viscous evolution of the gas
surface density (Eq. (1)), which is assumed to be proportional to
the local Keplerian frequency and the local gas surface density
(Suzuki et al. 2010; Ogihara et al. 2015), such that

Σ̇wind = −Cw
Σg√
2π
Ω. (4)

Cw is assumed to be a dimensionless constant that represents the
strength of the disk wind. This is a valid approximation for mod-
elling an MHD wind when the net vertical magnetic field is weak
(Ogihara et al. 2015). The mass-loss rates from MHD winds are
not well known, but are expected to be efficient mostly in the in-
ner disk (.2−5 au, e.g. Armitage et al. 2013; Bai & Stone 2013),
and to have values of ∼10−8 M⊙ year−1 (e.g. Simon et al. 2013;
Bai 2016b). We note that we implement these two MHD ef-
fects as parametrised and independent of each other, and they
are simplifications of what is expected from MRI simulations.
In particular, our implementation of an MHD wind only con-
tributes to a mass-loss rate. In reality, an MHD wind can carry
angular momentum as well and contribute to the accretion flow
(Armitage et al. 2013; Bai & Stone 2013; Fromang et al. 2013).
Our models study the effects of mass-loss and angular momen-
tum transport independently, which is useful as a simplification,
but may not be fully realistic.

For the inner boundary condition, we considered two differ-
ent tests. One is that the inner and outer value of the gas sur-
face density is set to a floor value (taken to be 10−100). Another
test is that zero-gradient condition is used for the inner boundary
while for the outer boundary the floor-value condition is kept.

Comparing the results of the gas distribution for the two types
of boundary conditions, the main results do not show significant
differences. The condition used for the results that are shown in
the paper is the floor-value condition for the inner and the outer
boundary.

For the dust evolution, we simultaneously modelled the
transport of the dust and its growth as implemented by
Birnstiel et al. (2010). We solved the advection-diffusion equa-
tion of the dust surface density (Σd) for each grain size, given by

∂Σd

∂t
+

1

r

∂
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−
1

r

∂

∂r

(
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∂
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[

Σd

Σg

])

= 0, (5)

where Dd is the dust diffusivity, which is assumed to depend on
the kinematic viscosity of the gas (Youdin & Lithwick 2007)

Dd =
ν

1 + St2
, (6)

where ν is calculated at each radius as Eq. (2), which depends
on α(r, t) (Eq. (3)). The value of α(r, t) is determined following
the surface density evolution of gas (Eq. (1)). The radial dust
velocity (vr,d) is given by

vr,d =
vr,g

1 + St2
+

1

St−1 + St

∂rP

ρgΩ
, (7)

where P and ρg are the gas pressure and the total gas density at

the mid-plane, respectively, that is, ρ = Σg/
√

2πh and P = c2
sρ.

The dust diffusivity and the radial dust velocity depend on the
Stokes number (St), which is the stopping time of the particle
within the gas. In the Epstein regime (λmfp/a ≥ 4/9, with λmfp

being the mean free path of the gas molecules and a the size of
the grain size), St is defined at the disk midplane as

St =
aρs

Σg

π

2
, (8)

with ρs being the volume density of a dust grain.
The grain growth is calculated by solving the Smoluchowski

coagulation equation (Smoluchowski 1916) and assuming that
particles fragment when they reach a threshold for their relative
velocities, that is, the fragmentation velocity (vf), whose values
depend on the dust properties and can vary from 10−80 m s−1

for ices (e.g. Wada et al. 2013). For more details about the mod-
elling of the dust evolution, we refer to Birnstiel et al. (2010).

2.2. Radiative transfer and synthetic images

To create synthetic intensity images from our models, we used
MCMax which is a 2D Monte Carlo radiative transfer code
(Min et al. 2009). We assumed a wavelength grid from 0.1 µm
to 3 mm with 100 cells to calculate the dust temperature. We
used the dust density distribution for different grain sizes previ-
ously obtained from the dust evolution models at a certain time
of evolution. The settling and vertical turbulent mixing were cal-
culated self-consistently with the values of α (Eq. (3)) at each
radial position. We considered a mixture of silicates, iron sul-
phide, and carbonaceous grains for the dust composition as in
de Juan Ovelar et al. (2013). We selected two wavelengths to
generate the synthetic images, one optical at R band (0.65 µm)
and one at thermal millimetre emission (850 µm). We calculated
the Stokes Q and U images and together with the intensity maps
at R band, we obtained the polarised intensity images (PI) by

considering PI =
√

Q2 + U2.
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Table 2. Assumed models.

Model I II III IV V VI VII VIII

Dead zone no (α = cst = 10−2) yes no yes yes yes (steeper) yes (farther out) yes

χ – 15 – 15 15 15 7.5 15

ε – 0.2 – 0.2 0.2 0.4 0.4 0.2

MHD wind no no yes yes no no no yes

Dust evolution no no no no yes yes yes yes

no growth1

Notes. (1) In this case all the particles are assumed to have the same size and only the transport is considered for the evolution.

2.3. Initial conditions and assumed parameters

We assumed that the initial gas surface density profile is a power
law, similar to Flock et al. (2015), such that

Σg,0 = Σ0

(

r

100 au

)−1

, (9)

and the initial disk mass is 0.08 M⊙. As we show below, the pres-
ence of a dead zone significantly modifies the surface density
profile and it will eventually deviate from this initial assump-
tion. If the dead zone is present throughout the early evolution
of the disk, a power law disk profile as it results from viscous
accretion disk models with radially constant α would then not
be a realistic initial condition. However, such a power law is a
realistic assumption if the disk arrived at its current state from a
period of much stronger accretion, either during a Class I phase,
or possibly also during an FU Ori-like strong accretion event
during which the entire disk is expected to warm up and become
viscously coupled over large distances (e.g. Hartmann 1998).
If the disk then settles to the low accretion rates observed of
Class II objects and in particular transitional disks, we believe
that a power law surface density is a good assumption for the
initial disk state.

The midplane temperature was calculated assuming en-
ergy equilibrium and contribution from optically thin and
thick emission (Nakamoto & Nakagawa 1994), as explained in
Birnstiel et al. (2010), but without including viscous heating.
The temperature profile approximates to a power law T ∝ r−1/2,
such that at 1 au the temperature is ∼130 K, which are typical
values for disks around T-Tauri stars.

For the dust evolution we followed the evolution of 180 grain
sizes, and initially we assumed all grains to have the same size of
1 µm and a dust-to-gas ratio of 1/100 in the whole disk. The grain
size grid covers up to 200 cm. The radial and grain size grids are
logarithmically spaced. The fragmentation velocity of the parti-
cles is taken constant with a value of 10 m s−1 in the entire disk,
as expected for grains with water ice mantles. This value is in
agreement with the assumed disk temperature. Hence, in these
models there is not radial changes of the fragmentation velocity
of the particles as it is expected when the water snow-line is con-
sidered (e.g. Birnstiel et al. 2010; Banzatti et al. 2015). For the
radiative transfer modelling, we assumed the disks to be face-on
at a distance of d = 140 pc. The stellar, disk, and dust parameters
are summarised in Table 1.

In total, we investigated eight different models to study the
gas and dust evolution when only viscous accretion is considered
and when a dead zone of different shapes and/or an MHD wind
is also assumed. The specific setup of each model is summarised
in Table 2.

10-1
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102
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 Σ
g
[g
/
cm

2
]

- - - - Model I
Model II

- - - - Model I
Model II

initial
0.1 Myr
0.5 Myr
1.0 Myr
5.0 Myr

101 102

radius [au]

10-4

10-3

10-2

 α

Fig. 1. Evolution of the gas surface density (top panel) and α(r, t) pro-
file (bottom panel) when a dead zone is assumed in the disk (Eq. (3),
model II). For comparison, the dashed lines represent the evolution of a
model without a dead zone (model I).

3. Results

3.1. Gas evolution

3.1.1. Dead zone included

Figure 1 shows the gas surface density profile (Σg) at differ-
ent times of evolution ([0.1, 0.5, 1, 5] Myr) assuming a dead
zone in the disk (model II, Table 2). For comparison, the ref-
erence model that only assumes viscous accretion is also plot-
ted (model I). In addition, α(r, t) (Eq. (3)) is also shown. At the
location of the transition from a dead to an active region (the
outer edge of a dead zone), an accumulation of gas forms due
to the reduction of gas accretion in the dead zone (Ṁ ∝ νΣg).
At long times of evolution (0.5 or 1 Myr), the amplitude of the
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101 102

radius [au]

10-1
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101

102
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 Σ
g
[g
/c
m

2
]

- - - - Model I
Model III

initial
0.1 Myr
0.5 Myr
1.0 Myr

Fig. 2. Effect of having an MHD wind (Cw = 2 × 10−5, α = 10−2,
model III, solid lines) on the evolution of the gas surface density and
the comparison with only viscous accretion (model I, dashed lines).

gas bump becomes higher (a factor of 5 approximately) and
in the outer part of the disk Σg decreases steeply with radius.
The gas bump slightly moves inwards with time and after sev-
eral million years of evolution (&1 Myr), it spreads throughout
the inner disk due to the viscous accretion. The lifetime of the
bump is shorter (∼0.1 Myr) when solving the hydrodynamical
equations, instead of Eq. (1), which assumes Keplerian gas rota-
tion. However, 2D/3D hydro- and MHD simulations have shown
that the bump develops and lives longer with a similar ampli-
tude as in Fig. 1 (∼105−106 years, Matsumura et al. 2007, 2009;
Regály et al. 2012; Flock et al. 2015). We presume that the mag-
netic field configuration in combination with the Rossby wave
instability (RWI) can mantain this bump structure for a long
time. Therefore, the timescales for the evolution and dissipation
of the bump in Fig. 1 can be a reasonably estimate once the men-
tioned effects are taken into account (see Appendix A). However,
it is important to clarify that solving Eq. (1) and assuming Eq. (3)
for α does not mimic fully 3D MRI simulations. Assuming vis-
cous evolution is a simplification to study the dust evolution.

The profile of α(r, t) shows how the outer edge of the dead
zone becomes steeper and also moves inwards with time. This
is because the gas bump also moves inwards and because in the
regions where the gas density increases, the disk becomes less
ionised (dead), and thus α(r, t) decreases. Contrary, in the outer
regions, the gas density is lower and it sharply decreases with
radius, where the disk is expected to be more ionised (active).

3.1.2. MHD wind included

Figure 2 shows the effect of having an MHD wind (Cw =
2 × 10−5, α = 10−2, model III) on the evolution of the gas sur-
face density. In the inner part of the disk (r . 20 au) and within
the radial range of our simulation (r > 1 au), the gas is slightly
more depleted when a wind is included compared to the case
where only viscous accretion is considered (model I), as previ-
ously found by Ogihara et al. (2015), who explored the effect of
different wind strengths. For this work we maintained the value
of Cw = 2 × 10−5 constant for most of the simulations, which
is a good representative for a weak net vertical magnetic field
(Suzuki et al. 2010; Ogihara et al. 2015). With this value of Cw
and the assumed gas surface density (Eq. (9)), the mass-loss rates
are of the order of ∼10−8 M⊙ year−1, which can be the case for

10-1

100

101

102

103

 Σ
g
[g
/c
m

2
]

Model IV initial
0.1 Myr
0.5 Myr
1.0 Myr
5.0 Myr

101 102

radius [au]

10-4

10-3

10-2

 α

Fig. 3. Evolution of the gas surface density (top panel) and α(r, t) profile
(bottom panel) when a dead zone and an MHD wind is assumed in the
disk (model IV).

strong MHD winds (Simon et al. 2013; Gressel et al. 2015; Bai
2016b).

3.1.3. Dead zone and an MHD wind included

Figure 3 shows the case when a dead zone and an MHD wind are
included for the evolution of the gas surface density (model IV).
A bump in the gas surface density is formed at the outer edge
of the dead zone as in model II (Fig. 1). However, in this case
the amount of gas efficiently decreases with time in the inner
part of the disk, where it is dead (r . 10−20 au) compared to
the two previous cases. The inclusion of both phenomena allows
forming a distinct, long-lived bump of gas close to the original
outer edge of the dead zone. Because the inner part of the disk is
depleted with time, it is expected that the gas is ionised by UV,
X-ray, or cosmic ray ionisation and therefore it should show high
MRI activity again, as is reflected in the shape of α(r, t). At very
long times of evolution (∼5 Myr), α(r, t) is high and constant in
the entire disk, but a strong and wide bump of gas remains. To
create this robust ring in the gas surface density, the disk wind
must have a stronger effect than the viscous accretion. As a test,
we also assumed lower values of Cw (2 × 10−7 and 2 × 10−6),
such that the ratio of α/Cw increased inside the dead zone. In
these cases the gas surface density profile evolved in a similar
way as in the case without a wind.

Summarising the results for the gas evolution, when a dead
zone is included, accretion slows down due to the radial changes
of αwithin the dead zone, and a pile-up in the gas surface density
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Fig. 4. Dust density distribution of different dust species (top panels) and vertically integrated dust density distribution (bottom panels) at 0.1, 0.5,
1 Myr of evolution when a dead zone is included for the disk evolution (model V). The white solid line in the bottom panels corresponds to St = 1
(Eq. (8)).

profile is formed at the outer edge of the dead zone, which slowly
spreads inwards. Since α depends on the gas surface density,
when Σ decreases, accretion reduces Σ further and at long times
of evolution the outer disk is depleted. When an MHD wind is
included, it acts like accretion, mass disappears in the inner re-
gion, but these regions are refilled efficiently from the outer parts
and there are no significant changes compared to the reference
model (model I). When both dead zone and an MHD wind are
included, it allows (together with the dependence of α on Σ) for
an inside-out creation of a gas cavity, and a distinct bump in the
gas surface density remains at long times of evolution.

3.2. Dust evolution

3.2.1. Dead zone included

Figure 4 shows the dust density distribution of different dust
species and the total dust distribution at three times of evolu-
tion ([0.1, 0.5, 1] Myr) when a dead zone is assumed for the disk
evolution and when the bump in the gas surface density profile
still exits. In Fig. 4, the St = 1 (Eq. (8)) is also plotted, which
is proportional to Σg and it hence represents the gas surface den-
sity profiles shown in Fig. 1. As a result of the gas bump that is
formed at the outer edge of the dead zone, there is a region of
high density (hence high pressure), where particles reduce their
radial drift velocity and move towards the pressure (or gas den-
sity) maximum. Particles with St & α effectively move towards
pressure maxima and are trapped for longer times of evolu-
tion (e.g. Brauer et al. 2008a; Pinilla et al. 2012; Birnstiel et al.
2013), which correspond to particles of 100−200 µm in the dead-
zone regions r . 20 au. In the active zone, the particles with

St & α correspond to sizes of around 1 mm. In the pressure
bump, particles accumulate and efficiently grow since their rela-
tive velocities are low, which prevents fragmentation. In addition
to radial drift, turbulent relative velocities are very low inside the
dead zones, and this is the reason why particles can grow to very
large sizes in the inner parts of the disk (r . 20 au, Fig. 4),
as similarly found by Ciesla (2007) at a fixed radius in the disk
and Brauer et al. (2008b) for the radial evolution. The effective
growth causes most of the grains to be very large (a &1 cm) in-
side the bump, depleting this region in small particles at long
times of evolution (0.5−1 Myr) and creating gaps of small parti-
cles (a .1 mm) at the location of the gas bump. The shape of the
ring-like accumulation of the millimetre-sized particles depends
on the time of evolution. It becomes narrower in radial extent at
longer times.

The timescales on which a pile-up of large grains inside
the gas bump is achived can be estimated by considering the
growth timescales to reach sizes of St & α in addition to
drift timescales, both at the location of the bump, that is, at
∼20 au. On one hand, the growth timescales are inversely propor-
tional to the local Keplerian frequency and the dust-to-gas ratio
(Brauer et al. 2008a), that is, τgrowth ∝ Ω−1Σg/Σd. At 20 au, the
growth timescale is around 1500 years (∼16 orbits at 20 au, for a
dust-to-gas ratio of 1%). On the other hand, the drift timescales
are given by (Birnstiel et al. 2012a)

τdrift =
r2Ω

Stc2
s

∣

∣

∣

∣

∣

d ln P

d ln r

∣

∣

∣

∣

∣

−1

· (10)

For particles to reach the drift size and accumulate in the bump,
a certain number of growth times in addition to one drift time
are necessary. Assuming our initial conditions, τdrift ∼ 12 τgrowth,
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Fig. 5. Dust density distribution of different dust species (top pan-
els) and vertically integrated dust density distribution (bottom panels)
at 0.5 Myr of evolution for a steeper dead zone edge (left panels,
model VI) and when the dead-zone edge is located farther out (right
panels, model VII). The white solid line in the bottom panels corre-
sponds to St = 1 (Eq. (8)).

which implies that the time for the particles to grow and to ac-
cumulate in the bump is approximately ∼24τgrowth or 36 000 yr.
This is a good approximation of the time that we obtain in our
models, considering the transport of the dust by different mech-
anisms, the fragmentation, and the growth. Therefore, the gas
bump created at the outer edge of the dead zone must live at least
this time to form a ring-like accumulation of the large particles.

The dust trap survives as long as the gas bump exists at the
outer edge of the dead zone. Therefore, at long times of evo-
lution (&1.0 Myr, Fig. 1), the dust trap disperses since the gas
bump viscously smears out. When no traps are present in the
disk, millimetre and centimetre particles are lost towards the cen-
tral star after several million years of evolution (see e.g. Fig. 4
from Pinilla et al. 2012). Birnstiel et al. (2012b) investigated the
dust evolution in a disk where the inner region has an increased
surface density and a reduced α, to mimic the effect of a dead
zone in the disk without including the gas evolution. They con-
cluded that under such conditions it is not possible to reproduce
observations of disks with large mm cavities. In this paper, the
combination of gas and dust evolution causes the trapping and
creates dust-ring-like structures at the edge of a dead zone.

Based on the diversity of the dead-zone morphologies found
for different disk properties (e.g. Dzyurkevich et al. 2013), we
investigated two more cases where (i) the transition from the
dead to the active zone is steeper and occurs from ∼25−40 au
compared to 20−60 au; and (ii) when the transition occurs far-
ther out at ∼40 au (Table 2). Figure 5 shows the dust density
distribution at 0.5 Myr of evolution for these two cases (mod-
els V and VI). In these cases, the results are similar to those in
Fig. 4, that is, an effective trapping and growth of particles at
the edge of the dead zone and a decrement of small particles at
that location (a . 1 mm). By comparing the same time of evolu-
tion, the accumulation of large particles is narrower in the case
with a steeper dead-zone edge. For model V, the centimetre-sized

or larger particles accumulate in a ring of ∼10 au width and
millimetre-sized grains are located in a ring of ∼30 au width,
which are about half of the width for the steeper case. The dust
surface density of the millimetre-sized particles is higher in-
side the trap for the steeper dead-zone edge since the pressure
gradient is higher and therefore the trapping of particles with
St = 1 is more effective. Because the pressure gradient becomes
higher with time than in model IV, the drift timescales are shorter
(Eq. (10)), and as a consequence, the time to achieve a pile-up
of millimetre-particles is also shorter (28 000 yr, considering all
the mechanisms of grain growth, fragmentation, and transport).

In the case that the dead zone edge is located farther out, the
results are also similar as in Fig. 4. The main difference is that
the density for large grains (a & 1 cm) is lower in this case. This
is because the largest size that particles can reach before they
fragment is smaller in the outer part of the disks (afrag ∝ Σg, e.g.
Birnstiel et al. 2010), and therefore there is a smaller reservoir
of large particles to be trapped and grow (afrag is close to the
particle size that is efficiently trapped, i.e. when St ∼ α). In this
case, the growth timescales are longer (Eq. (10)), and it takes
about 60 000 yr to start piling up millimetre-sized particles at the
outer edge of the dead zone.

3.2.2. Dead zone and an MHD wind included

For the calculation of the dust evolution in the case where a dead
zone and an MHD wind are both included, some simplifications
were made. At the inner boundary the calculation of the growth
and the transport of the dust particles is numerically challenging
because of the effective removal of gas in the inner part of the
disk (Fig. 3). As a simplification and to illustrate how the dust
distribution is expected to be in this case, we investigated the
evolution and transport of dust when all particles had the same
size and we did not include the growth.

Figure 6 shows the evolution of the dust surface density dis-
tribution of 1 µm- and 1 mm particles assuming a dead zone and
an MHD wind in the disk (model VIII). These two grain sizes
are representative of the behaviour of small grains that are cou-
pled to the gas and large grains that become trapped in the gas
bump. These results illustrate how the large grains are concen-
trated in a narrow ring at the locations of the gas maximum while
small grains are not being trapped but follow the gas. Inside the
dead zone, fragmentation is expected to be again efficient as a
result of the reduction of the gas surface density, even when tur-
bulent velocities are low. The inner part of the disk is expected
to be depleted of large particles (a & 1 mm) and form gap-like
low-emission regions, where gas is also depleted, but by a lower
factor. The depletion of the gas and large particles strongly varies
with time and at 1 Myr of evolution, the gas depletion reaches
about three orders of magnitude while the millimetre dust is de-
pleted by more than four orders of magnitude. In this case, a
radial segregation between the gap in the gas and the millimetre-
sized particles is expected.

3.3. Synthetic images and radial profile emission

To show realistic images for some specific cases, we also per-
formed instrument simulations at 0.65 µm and at 850 µm wave-
lengths from the model images obtain after the radiative trans-
fer calculations. We used the Common Astronomy Software
Applications (CASA1), to create ALMA simulated images in
Band 7 (∼850 µm), including atmospheric noise and assuming

1 http://casa.nrao.edu/
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images.

an antenna configuration that allows a final resolution of 0.05′′.
We assumed an hour for the total observing time. At R band
(0.65 µm) we used the SPHERE simulator (Thalmann et al.
2008), which includes realistic resolution, sensitivity, flux loss,
etc. For more details of similar observational simulations, we re-
fer to de Juan Ovelar et al. (2013).

Figure 7 shows the synthetic images before and after instru-
ment simulations, for the polarised emission at 0.65 µm and the
thermal emission at 850 µm. For the case of a dead zone alone,
we show three different times of evolution ([0.1, 0.5, 1] Myr) ob-
tained after the radiative transfer calculations, for which the dust
density distributions from model V (Fig. 4) are assumed. These
images show that at early times of evolution (0.1 Myr) a ring-like
emission at 0.65 µm exists at around ∼20 au and a gap of sim-
ilar size is formed at millimetre-emission, where the gas bump
is located (Fig. 1). As a result of the effective growth at those
locations, the small particles (all grains with a . 100 µm) are

depleted, forming a gap (Fig. 4), and therefore the ring at the
0.65 µm-polarimetric images that exists at 0.1 Myr vanishes at
longer times of evolution (i.e. 0.5 and 1 Myr). Instead, a nar-
rower and very faint ring remains farther out at ∼30 au, where
the outer edge of the gap in small grains is located. This is also
the location where the disk scale height is expected to become
higher since here α(r, t) increases (Fig. 1), and the small grains
can be vertically distributed by higher turbulence (in contrast to
the dead zone, where the disk is expected to be flatter). A simi-
lar result of a directly irradiated dust wall at the outer dead-zone
edge was found by Hasegawa & Pudritz (2010). However, these
rings at 0.65 µm smear out after the instrument simulation where
only the stellar emission is significant (see SPHERE/ZIMPOL
image in Fig. 7 at 0.5 and 1 Myr of evolution).

In this case, the ring at millimetre-emission becomes nar-
rower because of radial drift towards the pressure maximum, but
it also becomes fainter because of the effective growth to larger
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grains (a & 1 cm), which have very low opacities and hence
lower millimetre fluxes. The structures from Fig. 7 remain as
long as the gas bump exists (∼1 Myr). It is important to note that
the rings at optical wavelengths are located either at a similar
distance as the mm rings or slightly farther out.

The left panel in Fig. 8 shows the synthetic images for the po-
larised emission at 0.65 µm and the thermal emission at 850 µm
emission for models VI and VII at 0.5 Myr of evolution. For the
case when the dead-zone edge is steeper, the structures are sim-
ilar as in model V, but they are brighter and narrower, in agree-
ment with the moderately higher density of the mm grains and
the steeper increment of the dust surface density of the small
grains (1−10 µm) at the outer edge of the gap. For the dead-
zone edge that lies farther out, the structures are similar, but the
0.65 µm-polarised image boosts the inner edge of the formed
gap in small grains, since in this model there are marginally
more small grains at farther locations because growth occurs at a
slower rate than in the inner parts of the disks. As a consequence,
in this case the 0.65 µm-ring is slightly closer than the mm ring.
This mixing of small grains at the gap just in front of the pres-
sure maximum seems robust and was also observed in global 3D
non-ideal MHD simulations that included particles of different
sizes (see Fig. 3 in Ruge et al. 2016).

The radial intensity profile at 850 µm from the synthetic im-
ages of models V, VI, and VII at different times of evolution
([0.1, 0.5, 1] Myr) is shown in the right panel in Fig. 8. These
profiles confirm that at 0.1 Myr of evolution the ring at mm emis-
sion is narrower and brighter when the dead-zone edge is steeper.
At 0.5 Myr, the mm ring has a similar brightness for the three
cases, but the total width of the mm ring remains smaller for the
case of a steeper edge of the dead zone (∼20 au for model VI
vs. ∼30 au for models V and VII). At 1.0 Myr, the mm ring is
similar for the three cases. For each time of evolution, the peak
of the mm emission is slightly farther out when the dead-zone
edge is steeper.

We emphasise that we dis not include synthetic images of
the models that take into account the effect of an MHD wind
for two different reasons. First, we did not perform dust evolu-
tion models that include the growth for this case (Sect. 3.2.2)
and therefore the resulting synthetic images would not be com-
parable with those shown in Figs. 7 and 8. Second, the micron-
sized particles can be carried out upward by an MHD wind (e.g.
Miyake et al. 2016), which changes the expected observable sig-
natures at optical emission. However, the amount of small dust

in the wind would depend on the launching region. If this occurs
in the upper layers of the disk (>2−3h e.g., Bai et al. 2016a),
we expect that inside the dead zone not many small particles are
left, which should be dragged by the wind due to the low turbu-
lent mixing in this region. As was shown by Zsom et al. (2011,
their Fig. 6), who used the same mixing parameter as we do in
the dead zone, nearly no grains survive at these upper layers. We
therefore expect that the number of small grains dragged by the
wind is small.

4. Discussion

We here investigate the simultaneous evolution of the gas and
dust when a dead zone and/or an MHD wind act on the disk.
When only a dead zone is assumed in the dust and gas evolution
calculations, cavities and ring-like structures are formed at short
and long wavelengths (Figs. 7 and 8), but the obtained struc-
tures are quite variable with time. At early times of evolution
(∼0.1 Myr), a ring is formed at a similar location at 0.65 µm as
at 850 µm emission, which would be visible with instruments as
SPHERE/ZIMPOL and ALMA. However, at these early times,
it is expected that the disk is still surrounded by an envelope,
which would prevent us from detecting the disk at optical or
IR observations. At longer times of evolution (0.5 and 1 Myr),
the ring at 0.65 µm becomes very faint as a result of the effec-
tive growth of particles within the dead zone, and only the ring
at mm emission remains bright for longer times (∼1 Myr). The
millimetre-sized particles at the outer edge of the dead zone pile
up on shorter time scales than the expected lifetime of the gas
bump, and the mm ring survives as long as the gas bump exists
(see also Appendix A).

Most of the observations of transition disks show a contin-
uous distribution of dust or smaller cavities at optical or near-
infrared (NIR) polarimetric images, but a clear cavity at the mil-
limetre range (e.g. Dong et al. 2012). Some examples have been
reported, however, where the scattered-light cavity is similar in
size to the mm cavity found in our results of dead zones, such as
IRS 48 (Follette et al. 2015), HD 142527 (Avenhaus et al. 2014),
and LkCa 15 (Thalmann et al. 2015). Nonetheless, in the case
of LkCa 15, several planet candidates have been observed in-
side the mm cavity and at least one has recently been confirmed
(Sallum et al. 2015). In HD 142527 a very massive companion at
∼12 au has been detected (Biller et al. 2012; Close et al. 2014),
but it is still unclear whether this companion is responsible for
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the very wide dust cavity (∼140 au). For IRS 48 and HD 142527,
high-contrast asymmetries at mm emission have also been ob-
served, which have been interpreted as long-lived vortices that
trap particles. These vortices can originate from RWI, which can
be triggered by massive planets (e.g. Zhu & Stone 2014), but
also at the edge of a dead zone (e.g. Flock et al. 2015; Lyra et al.
2015; Ruge et al. 2016).

The accumulation and growth of particles at the outer edge
of the dead zone are effective enough to increase the dust-to-
gas surface ratio and reach values exceeding unity (Fig. 9, left
panel). In these cases, the feedback from the dust to the gas can
lead to streaming instabilities and the fast formation of plan-
etesimals (Youdin & Goodman 2005). The mass of the accu-
mulated dust in the region where a dust trap exists and moves
during the simulation (∼10−30 au) can reach values exceed-
ing 100 M⊕ (which can be lower if the pressure bump lives
for shorter times and/or the initial dust mass is lower), assum-
ing an initial disk mass of ∼0.08 M⊙ and a constant dust-to-gas
ratio of 1/100 (Fig. 9, right panel). Recently, the 7 mm obser-
vation of HL Tau allowed a more accurate estimation of the
dust mass inside one of the outer rings, with estimates between
70 and 210 M⊕ (Carrasco-González et al. 2016). In combina-
tion with our results this indicates that the pressure bump has to
be longer lived (at least ∼0.03 Myr, Fig. 9) to accumulate such
highly solid material. If this mass can be assembled into a core,
then it is sufficient to start gas accretion and form giant planets
(e.g. Pollack et al. 1996). Our calculations did not consider the
feedback from the dust to the gas, and further work is required
to investigate whether a massive planet can be formed at this
location and trigger the formation of other pressure traps.

Figure 9 (right panel) also provides a clear evidence of the
effective drift and loss of dust towards the star once the bump in
gas viscously disperses at longer times of evolution (∼1.0 Myr).
However, photometry and spectroscopy data from Spitzer sug-
gest that the transition-disk frequency increases from ∼15−20%
at 1−2 Myr to 50% at 5−8 Myr (Currie & Sicilia-Aguilar 2011).
In the context of our models, this would imply that if the ap-
pearance of a transition disk is caused by a dead zone, then the
gas bump formed at the outer edge should live longer. This can
be the case in more realistic 2D/3D hydro- and MHD simula-
tions (Appendix A), and hence dead zones may be the origin of
transition disks that are &1 Myr in age as well.

In the scenario of a dead zone alone, the gas surface den-
sity bump at the outer dead-zone edge is increased by a factor of
5 compared to the surface density within the dead zone. This
contradicts the gas depletion inside mm cavities of transition
disks, which seems to be much higher (e.g. δgas = 10−4−10−2

van der Marel et al. 2016). The inclusion of an MHD wind in the
simulations fosters the reduction of the gas in the inner regions
of disks (r . 10−20 au, Fig. 2), creating gas depletion of about
three orders of magnitude at 1 Myr of evolution (Fig. 3). This
model also allows a ring shape for the gas that lives longer (up
to ∼5 Myr) than when a dead zone alone is considered. When
the dead zone edge is assumed to be located farther out, the ring
is formed at later times of evolution. Under our simple assump-
tion that the disk wind efficiency is independent of turbulent vis-
cosity (α), the disk mass decreases significantly from ∼0.08 M⊙
(initial condition) to ∼0.02 and 0.001 M⊙ at 1 and 5 Myr of evo-
lution, respectively, for model IV with Cw = 2 × 10−5. The com-
bination of these low values for the gas surface density and low
values of α inside the dead zone would lead to very low disk ac-
cretion rates of .10−11 M⊙ year−1. This value for the accretion
rate is too low compared to observations of transition disks (e.g.
Manara et al. 2014; Owen 2016), even though when an MHD
wind is included, the disk is active at the end of the simulation.
Nonetheless, MHD winds are expected to carry away angular
momentum and drive accretion. Therefore the absolute value of
α should increase when the disk-wind stress term is included.
A more detailed investigation into the mutual dependence of α
and into the strength of the disk wind is needed to obtain proper
disk masses and accretion rates. In addition, within the dynam-
ical range of our simulations, we also neglected the effect of an
inner edge of the dead zone located closer-in, where thermal ion-
isation can increase turbulence.

5. Summary

We studied the radial evolution of gas and dust in protoplanetary
disks in the presence of a dead zone and under the influence of
mass-loss caused by a disk wind. We assumed an α-viscosity that
depends on the surface density to mimic the effect of MRI-driven
turbulence. Our main findings are summarised below.

– When a dead zone is assumed for the viscous evolution, a gas
surface density bump is formed at the outer edge of the dead
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zone, which has a small amplitude (a factor of ∼5). Our re-
sults show a bump lifetime of more than 1 Myr. The depen-
dence of α on the gas surface density leads to a depleted outer
region (Fig. 1). The resulting formation of a gas bump causes
a region of high pressure that is capable of trapping parti-
cles; grain growth is also very efficient there (Fig. 4), and the
dust-to-gas ratio can reach values above unity (Fig. 9). If the
accumulated dust (which mass is 10−100 M⊕) forms a core,
then it can be enough to start gas accretion and form giant
planets. At longer times of evolution (&1.0 Myr), the bump
smears out and the dust trap vanishes.

– The dust density distributions at timescales of several million
years are not strongly dependent on the location of the outer
dead-zone edge or on the steepness of the transition between
dead and active zones (Fig. 5).

– Synthetic images derived from radiative transfer simula-
tions show that for the cases that include a dead zone, a
cavity and a ring-like emission exist independent of the
shape of the dead zone that it is assumed (Figs. 7 and 8).
These structures strongly depend on the time of evolution,
and the ring at 0.65 µm is bright and can be detected at
early times (∼0.1 Myr). The resulting structures are simi-
lar to those created by planet-disk interaction processes (for
.1 MJup planets, e.g. de Juan Ovelar et al. 2013; Dong et al.
2015; Gonzalez et al. 2015). Nonetheless, none of the ex-
plored cases that only included a dead zone showed a con-
tinuous distribution of dust or smaller cavities at optical or
NIR-polarimetric images while a clear cavity at the millime-
tre range, as is observed for different transition disks (e.g.
Follette et al. 2013).

– When viscous accretion and an MHD wind are assumed for
the gas evolution, the wind does not have a significant effect
on the final gas surface density (with α = 10−2 and Cw =
2 × 10−5, Fig. 2). Nevertheless, when the same MHD wind
and a dead zone are included, the gas in the inner parts of
the disk (r . 10−20 au, within the dead region) becomes
highly depleted, and the final gas surface density shows a
distinct wide ring (Fig. 3). The dead zone slows the accretion
down and during that time the high mass-loss rate by the
wind can have a much stronger effect in the inner region.
As a consequence of the gas depletion, the inner parts of the
disks become active and at long times of evolution (∼5 Myr),
the dead zone disappears.

– When a dead zone and an MHD wind are included, large
particles (a & 1 mm) are expected to be concentrated in the
peak of the gas density, which creates a large radial differ-
ence between the inner edge of the gas bump and the mm
dust (Fig. 6).

6. Conclusion and outlook

The gas and dust structures that we observe when we assume
a dead zone acts on the disk reproduce structures that are ob-
served in transition disks. At the outer edge of a dead zone,
a bump in the gas surface density forms where particles are
trapped. The exact lifetime of the bump remains open, while
it could be shorter in 1D hydrodynamical simulations it could
be even longer in 3D non-ideal MHD simulations where the
bump is sustained by MRI and RWI activity (see Appendix A
and Regály et al. 2012; Hasegawa & Takeuchi 2015; Flock et al.
2015; Miranda et al. 2016). In the cases we explored, the gas
bump lived long enough for the particles to grow, accumulate,
and form emission resembling a ring at the mm range at the lo-
cation of the gas bump.

In the synthetic images, a ring-like structure in scattered
optical light and millimetre continuum emission was obtained
from the models by assuming a dead zone. The radial distance
of the ring is similar at early times of evolution (∼0.1 Myr)
for both wavelengths. However, at longer times of evolution
(∼0.5−1 Myr), no ring is seen at scattered light because of the
effective growth of particles inside the trap that is formed at the
outer edge of the dead zone.

The gas within the dead zone is depleted by a small factor
with respect to the gas bump, but this effect can be strongly
enhanced by the presence of an MHD wind. Both phenomena
(a dead zone and an MHD wind) can create a factor for the
gas depletion similar to observations (the gas surface density
inside the mm-cavities can be depleted by a factor of 1000 or
more, e.g. van der Marel et al. 2016). This scenario is therefore
a good candidate for mimicking the fact that the gas gap size is
smaller and less depleted than the mm dust emission. Dead zones
can also reproduce other asymmetric structures such as vortices
(e.g. Flock et al. 2015) and spiral arms (Lyra et al. 2015), as ob-
served in several transition disks. Under our assumption that
the MHD wind and turbulence are independent, the disk mass
and the accretion rates significantly decrease (∼0.001 M⊙ and
.10−11 M⊙ year−1 at 5 Myr of evolution), and they become too
low compared to observations of transition disks, as in the case
of photo-evaporation (e.g. Owen et al. 2011). However, MHD
winds are expected to carry away angular momentum and drive
accretion (e.g. Bai & Stone 2013).

Different key observational diagnostics are needed to discern
whether dead zones can be the origin of transition disk struc-
tures. First, one of the most promising methods is to spatially
resolve the level of turbulence through the disk, measuring the
non-thermal motions in the disk from spatially resolved molec-
ular emission or measuring the broadening of molecular line
profiles (e.g. Carr et al. 2004; Hughes et al. 2011; Flaherty et al.
2015). Second, in the case of a dead zone, when a ring is seen
in the synthetic images of scattered optical light and in mm con-
tinuum emission, no clear radial difference exits for the cavity
size between these wavelengths. Therefore, the combination of
observations at optical or NIR scattered light and mm emission
can help excluding the scenario where a dead zone alone acts on
the disk. This is not the case when a dead zone and an MHD
wind act together, however, which causes a clear segregation
of small and large grains. Third, observations of the gas distri-
bution through CO and its isotopologues can highly contribute
distinguishing a dead-zone scenario (with or without wind), in
particular observations of the outer parts of the disk (farther
out from the dust trap) where the dead-zone models predict a
strong gas depletion. Future work will be devoted to a direct
comparison of the results of this work with planet-disk interac-
tion results, in particular predictions for CO, 13CO, and C18O, to
compare with upcoming observations with ALMA. In addition,
future observations that can provide information about the distri-
bution of the intermediate-size particles (∼100 µm), with differ-
ent instruments such as METIS, or ALMA through millimetre-
polarisation (Pohl et al. 2016), can bring significant insights for
our interpretation of what causes the observational signatures of
transition disks.
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Appendix A: 1D hydrodynamical simulations

We performed 1D hydrodynamical simulations including α as
used in Eq. (3) using the PLUTO code (Mignone et al. 2012). We
used the same grid structure as was used for the previous results,
with 300 cells in a logarithm grid, ranging from 1 to 200 au. We
used a third-order spatial and time-reconstruction method. The
initial conditions follow model II.

The results are summarised in Fig. A.1. The results show
that the bump in the gas surface density vanishes on a shorter
timescale in the hydrodynamical models than for the results in
Fig. 1. The differences may arise because Eq. (1) neglects that
the gas moves with slightly sub-Keplerian velocity, which can
have an important effect when density gradients develop. How-
ever, we also compared the gas surface density profile from the
1D diffusion model with full 3D global stratified MHD models
from Flock et al. (2015). At early times, the profiles look very
similar in both models, showing a gap and jump structure. We
note that in the 3D models, the bump in the gas surface den-
sity survives without significant changes in the amplitude for the
whole simulation time (&0.1 Myr). It is possible that the inclu-
sion of magnetic fields and the development of the RWI help
to maintain the bump for longer times, and that the timescales
shown in Fig. 1 may not be underestimated too strongly when
assuming more realistic simulations (see also Regály et al. 2012;
Miranda et al. 2016).
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Fig. A.1. Gas surface density evolution for different time snapshots for
the hydrodynamical model II (top panel), and comparison of the 1D dif-
fusion model with the 3D global MHD model from Flock et al. (2015)
at the same time of evolution ∼0.05 Myr (bottom panel), in normalised
units with respect to the maximum of the bump formed at the edge of
the dead zone.
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