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Abstract: A long-duration, multi-mission altimeter dataset is analyzed to determine its accuracy
in determining long-term trends in significant wave height. Two calibration methods are investi-
gated: “altimeter–buoy” calibration and “altimeter–altimeter” calibration. The “altimeter–altimeter”
approach shows larger positive trends globally, but both approaches are subject to temporal non-
homogeneity between altimeter missions. This limits the accuracy of such datasets to approximately
±0.2 cm/year in determining trends in significant wave height. The sampling pattern of the altime-
ters is also investigated to determine if under-sampling impacts the ability of altimeters to measure
trends for higher percentiles. It is concluded that, at the 99th percentile level, sampling issues result
in a positive bias in values of trend. At lower percentiles (90th and mean), the sampling issues do not
bias the trend estimates significantly.
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1. Introduction

Over recent decades, significant research has focused on the temporal variability
of global ocean surface wave climate. This includes studies of both long-term trends,
potentially as a result of anthropogenic climate change, and the impact of multi-year
atmospheric modes on the significant wave height, Hs. Changes in global ocean wave
climate are potentially important for a range of reasons, including engineering design and
operation of vessels and facilities [1], the impacts on coastal erosion [2] and flooding [3,4],
the breakup of polar sea-ice [5], and the dynamics of marine ecosystems [6].

Such studies are demanding, as they aim to identify relatively small trends or changes
in multi-decadal records in the presence of large seasonal variations. Studies have used
a variety of data sources, including buoy measurements, ship visual observations, micro-
seisms, satellite altimeter measurements, and model hindcasts and projections. In situ
buoy observations are the most obvious data source for such studies and have been ex-
tensively used [7–10]. Wave buoys, which measure the acceleration of the floating buoy,
have been the mainstay of ocean wave monitoring for decades and are regarded as a
highly reliable source of wave data. When applied to the determination of changes in
wave climate, however, they have a number of limitations. Deployment at locations where
there is near-continuous data for more than 25 years is still limited. Most importantly,
however, differences in buoy hull types, instrumentation, and analysis methods over time
mean that long-duration records from individual buoys are seldom homogeneous. The
non-homogeneity manifests as discontinuities over time, which results in unacceptable bias
in trend estimation [11–13].

By far the longest record of measurements to assess trends in significant wave height
comes from Voluntary Observing Ships (VOS). Quality controlled VOS data date from the
1950s and have been extensively used to assess trends in wave height [14,15]. Despite the
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long temporal duration of such data, VOS observations suffer from a number of limitations,
including the non-homogeneous spatial distribution of data (limited to shipping routes),
bias introduced by ship size, and the nature of visual estimates. Despite careful analysis
to address such issues [16], reliable estimates of relatively small values of trends are
challenging from such data.

Seismic records span long durations (more than 100 years), and it is well known that
interacting ocean waves generate noise signatures in such records (microseisms) [17–19].
Despite the obvious potential of such long duration records for the investigation of wave
climate change, microseisms still represent a research field that is too immature to yield
results of the accuracy required [20].

As with other fields of climate science, numerical modelling has represented a core
component of wave climate research. Third generation global wave models, such as
WAM and Wavewatch III [21,22], have shown an ability to model historical wave climates
accurately [23–25]. As such, these models have been extensively used for studies of changes
in wave climate over the historical period [26–38]. In addition, they have been forced
with winds from climate models to project future changes in wave climate [39–44]. Long-
duration wave model simulations fall into two categories: hindcasts, in which the model
is driven by a given wind field [25,45], and reanalyzes, where they also include satellite
data assimilation [23,26]. The application of reanalysis models to determine long-term
trends in wave height has been questioned due to the non-homogeneity introduced with
the commencement of satellite assimilation in the early 1990s [20]. However, even hindcasts
are not completely free of such non-homogeneities as the wind fields which drive such
hindcasts are generated by atmospheric circulation models, which include assimilated data
from buoys, ship observations, and satellites. The density of these assimilated data has
changed significantly over time, impacting the wind fields and hence the resulting wave
conditions [46].

In order to assess the performance of models in reproducing long-term trends in wave
climate, validation or ground-truth data are required. Noting the limitations of buoys, VOS,
and microseismic data, satellite altimeter data have filled this need. Satellite altimeters have
been in operation since the launch of GEOSAT in 1985. With the exception of the gap from
1989 to 1991, when ERS1 became operational, there has been a continuous global altimeter
record from multiple satellites [47]. Altimeters relate the leading edge of the return signal
from the altimeter to Hs. The accurate determination of this relationship requires careful
calibration against buoys, particularly if data from multiple altimeters are to be pooled
to determine long-term changes in wave climate [20,47–51]. As a total of 14 altimeters
have been operational over this period, care must be taken to ensure they are consistently
calibrated and free from drift and discontinuities if they are to be used to determine long-
term changes in wave climate. Two such multi-mission altimeter databases have been
developed [47,51]. Ribal and Young [47] calibrated each of the altimeters independently
against a large number of offshore buoys from the U.S. National Data Buoy Center (NDBC)
buoy archive. We subsequently term this process “altimeter–buoy” calibration. The dataset
of Dodet et al. [51] builds on the earlier GlobWave project [52], which also used “altimeter–
buoy” calibration. A number of more recent missions were then added. Dodet et al. [51]
adopted the GlobWave [52] “altimeter–buoy” calibrations for the earlier missions but
calibrated JASON1, JASON3, CRYOSAT, and SARAL against the JASON2 altimeter at
cross-over points between the satellites. We subsequently term this process of calibrating
one altimeter against another mission as “altimeter–altimeter” calibration. This approach of
calibrating one satellite mission against another has also been adopted to develop long-term
datasets of wind speed from multi-mission radiometer data [53].

Timmermans et al. [20] determined long-term trends in mean Hs and compared these
trends against both the ERA5 reanalysis [24] and the CY46R1 hindcast [54]. Both altimeter
datasets showed results similar to the model trends, but the Dodet et al. [51] dataset
showed stronger positive trends than that of Ribal and Young [47]. Timmermans et al. [20]
speculated that the differences may be a result of the different calibration processes adopted.
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Liu et al. [25] showed that compared to their hindcast model results, global averages of
the Ribal and Young [47] altimeter data showed non-homogeneity between missions. This
suggests that the “altimeter–buoy” calibration process may not produce the long-term
stability desired for determining small trends in wave climate.

A further issue concerning altimeter data is the potential for under-sampling due to the
orbit parameters and footprint of the altimeters. Altimeters measure over a footprint size of
between 5 and 8 km in diameter. When radar returns are averaged at 1 Hz (normal period
for data), they record a value of Hs approximately every 8 km along the track. Altimeters
are typically placed in near-polar orbits with exact repeat missions (time between orbits
repeating the same ground track) between 3 and 30 days. This means that the cross-track
separation between ground tracks can be hundreds of kilometers. This has raised the
question of whether altimeters potentially miss the peaks of storms and hence under-
sample the wave field, particularly at the extremes [20,49,50,55].

This paper aims to investigate these issues of calibration method and sampling density
for long-duration, multi-mission altimeter data. Based on this analysis, the limitations of
this data source can be understood when used to assess changes in global wave climate.
Section 2 outlines the analysis used. The altimeter dataset used [47] is described, and two
calibration methods are applied to the data, “altimeter–buoy” and “altimeter–altimeter”.
The details of these calibration methods are described. In Sections 3.1 and 3.2, global trend
analysis is undertaken for both calibration methods and the differences investigated. The
impacts of sampling density of altimeters on resulting trends in mean and extreme values
are assessed in Section 3.3. Section 4 discusses the suitability of multi-mission altimeter
data for the determination of long-term trends in significant wave height based on the
analysis.

2. Materials and Methods
2.1. Altimeter Data

The multi-mission altimeter dataset of Ribal and Young [47], archived on the Australian
Ocean Data Network (AODN) (https://portal.aodn.org.au/ (16 March 2020)), was chosen
as the reference dataset for the analysis. The following 12 altimeter missions, in order of
launch, were used in the analysis: GEOSAT, ERS1, TOPEX, ERS2, GFO, JASON1, ENVISAT,
JASON2, CRYOSAT, SARAL, JASON3, and SENTINEL3 (note SENTINEL3 is actually
SENTINEL3A but is defined in this manner as SENTINEL3B was not operational during
this period). The duration of each mission is shown in Figure 1.

The AODN altimeter data records contain both the uncalibrated values of Hs and the
data as calibrated by Ribal and Young [47]. The 1 Hz data for both quantities from each of
the altimeters above were used in the analysis below.

2.2. Altimeter–Buoy Calibration

Following Ribal and Young [47], a matchup between a buoy and altimeter was defined
if the altimeter ground track was within 50 km of the buoy location and the time of the
satellite pass was within 30 min of the buoy recording. A linear Reduced Major Axis
(RMA) regression [56] was then applied to calibrate the altimeter values based on the buoy
observations (“altimeter–buoy” calibration). Outliers were detected and removed before
calibration using robust regression [57]. The final calibration results are given in Ribal and
Young [47] (their Online Table 1). The NDBC buoy dataset was used for this calibration,
with the buoy locations shown in Figure 2.

https://portal.aodn.org.au/
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2.3. Altimeter–Altimeter Calibration

As shown in Figure 1, for the period 1991 to the present, there have been multiple
altimeters in orbit at the same time. This allows comparisons to be made between these
altimeters at matchup points. The same matchup criteria as used for the “altimeter–buoy”
calibration were adopted: 50 km and 30 min. JASON2 was firstly calibrated against buoys.
JASON1, CRYOSAT, SARAL, JASON3, and SENTINEL3 were then calibrated against JA-
SON2 (“altimeter–altimeter” calibration). To calibrate the earlier missions which were not in
operation at the same time as JASON2, the JASON1 (“altimeter–altimeter” calibration) was
taken as reference and ENVISAT, GFO, and ERS2 were calibrated against JASON1. TOPEX
was then calibrated against ERS2, and ERS1 was calibrated against TOPEX.

The aim of the calibration is to “correct” the raw significant wave height measurements
based on the previously calibrated/corrected altimeter mission. This was undertaken using
linear regression. However, both the previously calibrated altimeter and the altimeter
being calibrated will contain both sampling and calibration errors [58]. As a consequence,
a conventional regression analysis is not appropriate. In such cases, however, a Reduced
Major Axis (RMA) regression can be used [56]. This regression minimizes the triangular area
bounded by the vertical and horizontal offsets between the data point and the regression
line and the cord of the regression line. This is in contrast to a conventional regression
which minimizes the vertical axis offset from the regression line. In addition, standard least
squares regression analysis is highly sensitive to outliers. Such outliers can be removed by
the use of robust regression [57]. Robust regression assigns a weight to each point, with
values between 0 and 1. Points with a value less than 0.01 were designated as outliers
and removed from the analysis before applying the RMA regression analysis. The results
of the RMA regression, as outlined above, for the “altimeter–altimeter” calibration for
all altimeters are shown in Table A1 (Appendix A). This is the same process used for the
“altimeter–buoy” calibrations [47].

As shown in Table A1, the number of matchups ranges between 1631 (SENTINEL3–
JASON2) and 49,264 (JASON1–JASON2). Although matchups typically are distributed
across the globe, they are concentrated at high latitudes, as shown in the examples
in Figure 3.
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Figure 3. Matchup locations used for the “altimeter–altimeter” calibrations of (a) ENVISAT against
JASON1, (b) ERS1 against TOPEX, and (c) SARAL against JASON2.

3. Results
3.1. Global Trend in Mean Significant Wave Height

Following the approach of Young and Ribal [50], the data were pooled into 2◦ by
2◦ bins and mean monthly values of Hs determined for each bin. The trend was then
determined as the Sen slope [59–61]. Figure 4 shows the global distribution of trends
for the “altimeter–buoy” calibration (Figure 4a) and the “altimeter–altimeter” calibration
(Figure 4b). Both approaches show a band of increasing Hs across the Southern Ocean.
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Consistent with the results of Timmermans et al. [20], the “altimeter–altimeter” calibra-
tion generally shows more positive trends than the “altimeter–buoy” calibration. The
“altimeter–altimeter” calibration shows positive trends across the Southern Ocean of up to
1 cm/year. Smaller positive trends also extend across both the North and South Atlantic
(0.3 cm/year). The Indian Ocean shows no clear trend, and the North Pacific shows a
small negative trend (−0.3 cm/year). In contrast, the “altimeter–buoy” calibration shows
a generally positive trend across the Southern Ocean of approximately 0.3 cm/year. The
South Atlantic shows no clear trend, and the North Atlantic has a positive trend of less
than 0.3 cm/year. The North and South Pacific show a negative trend of approximately
−0.6 cm/year, and the Indian Ocean shows a negative trend of less than −0.6 cm/year.
Overall, the “altimeter–buoy” calibration results are approximately 0.2 cm/year smaller
than the “altimeter–altimeter” results.
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Figure 4. Trends in values of mean monthly significant wave height, Hs (units–cm/year) from altime-
ter data over the period 1985 to 2018. Multi-mission altimeter dataset calibrated using (a) “altimeter–
buoy” calibration and (b) “altimeter–altimeter” calibration. Values which are statistically significant
at the 95th percent level are shown by small dots.
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Based on the results in Figure 4, it is clear that the calibration approach has impacted
the values of the trend. In order to investigate how the calibration differs for each altimeter
globally, mean values were determined over each altimeter mission for each 2◦ bin. Values

of the global distributions of differences were then formed as: ∆Hs = Halt−buoy
s − Halt−alt

s ,

where Halt−buoy
s and Halt−alt

s are mean values of Hs for the “altimeter–buoy” and “altimeter–
altimeter” calibrations, respectively. As JASON2 was only calibrated against buoys in both
approaches, it is taken as the reference, with all values being zero. Figure 5 shows the
values of ∆Hs for each altimeter. It is clear from this figure that for all altimeters earlier than
JASON2, ∆Hs is negative and for all altimeters later than JASON2, ∆Hs is positive. That is,
for each of the altimeters in operation after JASON2, the “altimeter–altimeter” calibration
yields globally a higher wave climate than the corresponding “altimeter–buoy” calibration
for that altimeter. For altimeters in operation before JASON2, the opposite occurs. Hence,
it is not surprising that the “altimeter–altimeter” calibration results in a globally more
positive trend (see Figure 4).

For the majority of the altimeter missions shown in Figure 5, the difference between
the “altimeter–altimeter” and “altimeter–buoy” calibrations are relatively constant across
the globe. However, for both CRYOSAT and SENTINEL3, there are larger differences
at higher latitudes, compared to equatorial regions. The reason for this is not entirely
clear and may be a subject for further research. However, it is interesting to note that
these instruments are both Delay Doppler or SAR mode altimeters [62]. It may be that
the calibrations of SAR-mode altimeters differ geographically compared to conventional
Low-Resolution Mode (LRM) altimeters. This issue of geographic variation in calibration is
explored for all altimeters in Section 3.2.

3.2. Homogeneity of Calibrated Multi-Mission Altimeter Data

As shown by Figures 4 and 5, there are clearly differences in the trend as a result of the
calibration method used for the multi-mission altimeter dataset. It has also previously been
suggested that the “altimeter–buoy” calibration approach can result in a non-homogeneous
record (i.e., inconsistencies in values of Hs between altimeter missions operating at the
same time) [20,25]. These issues were investigated by considering the globally averaged
monthly and annual values of Hs as determined by each mission, as a function of time.
Data between latitudes of ±60◦ were averaged, the latitude limits ensuring issues with
variability in the extent of sea-ice were excluded. Figure 6 shows the monthly and annual
globally averaged values of Hs for each altimeter, as a function of time.

Figure 6a shows the monthly values for each altimeter mission for the “altimeter–buoy”
calibration. As the data used in the analysis were on a 2◦ grid, the different surface areas
of each grid square were accounted for in the averaging by weighting each grid square
by the cosine of the latitude of that square. The significant seasonal (annual) variation in
the globally averaged mean Hs is clear in this figure. Because of the much larger seasonal
cycle in the wave climate of the Northern Hemisphere [63–65] compared to the South, this
seasonal cycle follows that of the Northern Hemisphere, with the maximum values of mean
Hs occurring in the Boreal winter (January). The seasonal cycle is clearly reproduced by
each of the altimeters, and there is consistency between altimeters operational at the same
time. However, the seasonal cycle is so large that it obscures any systematic calibration
differences between missions.

The seasonal cycle can be removed by considering annual means, as shown in
Figure 6b (“altimeter–buoy” calibration) and Figure 6c (“altimeter–altimeter” calibration).
The stronger positive trend in the “altimeter–altimeter” calibration is clearly visible (i.e.,
a stronger trend in Figure 6c than Figure 6b). It is also clear that for the “altimeter–buoy”
calibration, there are inconsistencies (non-homogeneities) between altimeters operational
at the same time, which are as large as the total trend. Surprisingly, however, similar
non-homogeneities also exist for the “altimeter–altimeter” calibration (Figure 6c), despite
the fact that, in this case, the altimeters were calibrated against each other.
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Figure 6. Global (−60◦ to 60◦) average values of significant wave height, Hs as a function of time.
(a) Monthly mean values for the “altimeter–buoy” calibration, (b) Annual mean values for the
“altimeter–buoy” calibration, (c) Annual mean values for the “altimeter–altimeter” calibration. Note:
for plotting convenience, a different scale exits in panels (b,c) compared to (a).
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As seen in Figure 3, the matchup locations used for the “altimeter–altimeter” calibra-
tions are not uniformly spread across all latitudes. Rather, they are concentrated at high
latitudes, particularly in the Southern Hemisphere. There is also some evidence from Young
and Donelan [64] (their Figure 9) that calibrations of altimeters against buoys may change
at high latitudes. The differences [64] may be as large as 5%, consistent with the differences
in Figure 6c. In order to test this possibility, the annual average values of Hs shown in
Figure 6c were recalculated but only averaged over latitudes from −40◦S to −60◦S. That is,
the average is performed over the latitudes where the majority of the “altimeter–altimeter”
matchups are located. The averages of these Southern Ocean latitudes are shown in Fig-
ure 7 for each of the altimeters. Comparing Figure 7 with Figure 6c, it is clear that the
inconsistencies between the altimeters are much reduced when the averaging occurs over
similar latitudes to where the majority of the matchups are located. Not surprisingly, there
is greater year-to-year variability in Figure 7 than in Figure 6c, as the averaging occurs over
a much smaller geographical region of the Earth.

Remote Sens. 2022, 14, 974 12 of 19 
 

 

 

Figure 7. Average significant wave height, sH  as a function of time, as in Figure 6c, but averaged 

over latitudes −40°S to −60°S. Note: to aid comparison, the range of values on the sH  axis is the 

same as in Figure 6c. 

Jiang [55] investigated these issues by adopting a “virtual observation”, VO, 

approach, in which a numerical model was used as ground truth and satellite tracks were 

superimposed on this to simulate the altimeter sampling pattern. The model output used 

was on a 1° × 1° grid with output every 1 h. The altimeter observations were taken as the 

closest 1° model location and hourly output, and the virtual observations were binned at 

2° resolution. As noted by Jiang [55], the 1 Hz data from the altimeter mean that multiple 

altimeter measurements will be associated with the same model value under this 

approach (i.e., altimeter pass is almost instantaneous and there could be up to 10 values 

across a 1° grid region). Jiang [55] therefore collapsed these values to just a single 

observation. Effectively, this reduces the along-track resolution of the virtual altimeter to 

approximately 100 km (from the actual 8 km). This appears a significant difference from 

the approach which has been used in altimeter trend studies, where all 1 Hz data have 

been aggregated in each 2° square. Such an approach reflects the advantages of the high-

density along-track data. These high-density along-track data have the potential to 

observe storm peaks at a resolution that is actually higher than, for example, a 0.5° 

resolution numerical model. The VO approach has potential, but to accurately reflect the 

true situation, the model being used would need to have a spatial resolution comparable 

to the along-track sampling density of the altimeter (~8 km). Moreover, the wind fields 

used to force the wave model would need to have spatial and temporal densities 

consistent with such a spatial resolution. Otherwise, the wave model will produce wave 

fields with spatial scales much larger than the wave model spatial resolution. That is, 

small-scale events will be missed. Global wave modelling at this spatial resolution is still 

not computationally feasible. Jiang [55] concluded that altimeter trend estimates are 

biased for both 90th and 99th percentile values. However, as noted above, this approach 

may overestimate the true impact of the sampling pattern. 

Here, we adopt an approach similar to that of Young and Ribal [50] and resample the 

altimeter database to investigate the sensitivity of trend estimates of higher percentiles 

(90th and 99th) on the sampling pattern. Two sets of experiments were performed. In the 

first, the data were decimated by a factor of 5. In the second experiment, the altimeters 

JASON3, SENTINEL3, and SARAL were excluded, resulting in a more uniform density of 

Figure 7. Average significant wave height, Hs as a function of time, as in Figure 6c, but averaged
over latitudes −40◦S to −60◦S. Note: to aid comparison, the range of values on the Hs axis is the
same as in Figure 6c.

The results in Figures 6 and 7 indicate that the different calibration approaches clearly
result in different values of long-term trends. However, both approaches tend to be
impacted by non-homogeneity between altimeter missions.

3.3. Altimeter Sampling Patterns

As noted above, altimeters have a sampling pattern whereby they have a relatively
high along-track resolution (~8 km) but a relatively sparse across-track resolution (300 km
to 500 km). In addition, ground tracks are repeated only every 3 to 10 days. Moreover,
as shown in Figure 1, the number of altimeter missions operating at the same time has
increased over time, meaning a greater density of observation in recent years compared to
earlier times. To address these sampling issues, previous estimates of trends from altimeters
have aggregated all data into relatively large, 2◦ × 2◦ spatial regions, as also used here.
A number of studies have investigated the potential impact of sampling issues on trend
estimation for both mean quantities and higher percentiles [49,50,55]. Young et al. [49]
and Young and Ribal [50] resampled the altimeter data to investigate the impact on trend
estimation from both monthly and annual values. They concluded that mean and 90th
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percentile values were not significantly impacted but that 99th percentile values of trend
were biased, largely due to the increase in altimeter measurement density over time.

The basic issue is that extremes, by their nature, occur infrequently. Whereas low
density of altimeter observations may be able to accurately determine mean conditions,
higher sampling rates are required to accurately define extremes, as often represented by
higher percentiles (e.g., the 90th or 99th percentile values of significant wave height). In
addition, if the sampling density increases over time (as is the case for the altimeter record,
see Figure 1), then more extremes may be observed in recent years, where more satellites
have been operational compared to earlier years. This would potentially result in a spurious
positive trend in values of extreme wave height (e.g., 90th or 99th percentiles). Thus, the
nature of the historical altimeter record may limit its ability to accurately determine long-
term significant wave height trends, particularly for the upper percentiles.

Jiang [55] investigated these issues by adopting a “virtual observation”, VO, approach,
in which a numerical model was used as ground truth and satellite tracks were superim-
posed on this to simulate the altimeter sampling pattern. The model output used was
on a 1◦ × 1◦ grid with output every 1 h. The altimeter observations were taken as the
closest 1◦ model location and hourly output, and the virtual observations were binned at
2◦ resolution. As noted by Jiang [55], the 1 Hz data from the altimeter mean that multiple
altimeter measurements will be associated with the same model value under this approach
(i.e., altimeter pass is almost instantaneous and there could be up to 10 values across a
1◦ grid region). Jiang [55] therefore collapsed these values to just a single observation.
Effectively, this reduces the along-track resolution of the virtual altimeter to approximately
100 km (from the actual 8 km). This appears a significant difference from the approach
which has been used in altimeter trend studies, where all 1 Hz data have been aggregated
in each 2◦ square. Such an approach reflects the advantages of the high-density along-track
data. These high-density along-track data have the potential to observe storm peaks at a
resolution that is actually higher than, for example, a 0.5◦ resolution numerical model. The
VO approach has potential, but to accurately reflect the true situation, the model being used
would need to have a spatial resolution comparable to the along-track sampling density of
the altimeter (~8 km). Moreover, the wind fields used to force the wave model would need
to have spatial and temporal densities consistent with such a spatial resolution. Otherwise,
the wave model will produce wave fields with spatial scales much larger than the wave
model spatial resolution. That is, small-scale events will be missed. Global wave modelling
at this spatial resolution is still not computationally feasible. Jiang [55] concluded that
altimeter trend estimates are biased for both 90th and 99th percentile values. However, as
noted above, this approach may overestimate the true impact of the sampling pattern.

Here, we adopt an approach similar to that of Young and Ribal [50] and resample the
altimeter database to investigate the sensitivity of trend estimates of higher percentiles
(90th and 99th) on the sampling pattern. Two sets of experiments were performed. In the
first, the data were decimated by a factor of 5. In the second experiment, the altimeters
JASON3, SENTINEL3, and SARAL were excluded, resulting in a more uniform density of
observations over time. For each experiment, the trends in the 90th and 99th percentile
significant wave height were estimated from the Sen slope [61] of monthly values. Figures 8
and 9 show the global trends for the 90th and 99th percentile Hs, respectively. Each figure
shows (a) trend using all the data, (b) trend with data decimated by a factor of 5, and (c)
trend with the data density approximately constant over time.



Remote Sens. 2022, 14, 974 13 of 19

Remote Sens. 2022, 14, 974 13 of 19 
 

 

observations over time. For each experiment, the trends in the 90th and 99th percentile 

significant wave height were estimated from the Sen slope [61] of monthly values. Figures 

8 and 9 show the global trends for the 90th and 99th percentile sH , respectively. Each 

figure shows (a) trend using all the data, (b) trend with data decimated by a factor of 5, 

and (c) trend with the data density approximately constant over time. 

 

Figure 8. Impacts of altimeter sampling density on trend for the 90th percentile significant wave 

height. (a) All altimeter data used, (b) Data decimated by a factor of five, (c) More recent altimeter 

Figure 8. Impacts of altimeter sampling density on trend for the 90th percentile significant wave
height. (a) All altimeter data used, (b) Data decimated by a factor of five, (c) More recent altimeter
missions removed to yield approximately constant data density as a function of time. Values which
are statistically significant at the 95th percent level are shown by small dots.
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Figure 9. As for Figure 8 but trend for 99th percentile significant wave height. (a) All altimeter data
used, (b) Data decimated by a factor of five, (c) More recent altimeter missions removed to yield
approximately constant data density as a function of time. Values which are statistically significant at
the 95th percent level are shown by small dots.
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Figure 8 shows that there is no major change in values of the 90th percentile trend due
to decimation of the data and only a very small change by ensuring approximately constant
data density with time. At the 99th percentile level (Figure 9), there is a slightly larger
impact due to the decimation of the data. There is, however, a more significant impact on
the 99th percentile trend caused by ensuring approximately constant data density over
time. These results are, not surprisingly, consistent with the results of Young and Ribal [50],
who used a similar approach.

4. Discussion

The results in Figures 4–7 clearly show that the calibration method impacts the mag-
nitude of the global values of trends in Hs. However, this is not simply due to non-
homogeneities in the “altimeter–buoy” calibration method. Both calibration methods result
in such non-homogeneities. As noted above, it is known that individual buoys can be
non-homogeneous over time due to changes in hull types and data processing methods [13].
However, the “altimeter–buoy” calibration pools data from many buoys of differing hull
types and instrumentation/processing configurations. Hence, it is likely that such issues
would be smoothed out across the full buoy network, compared to individual buoys. The
“altimeter–altimeter” calibration showed that there seems to be a latitudinal dependence
of the altimeter calibration for Hs. As the altimeter return signal responds to physical
properties of the interaction between the electromagnetic radiation and the water surface,
it is likely that latitude is a proxy for a parameter related to the water surface. Possibilities
may be aerodynamic roughness, wind speed, temperature, etc. Both the “altimeter–buoy”
and “altimeter–altimeter” calibration methods use data from limited geographic regions.
In the case of the “altimeter–altimeter” calibration, the data are disproportionally located
at high latitudes in the Southern Ocean (see Figure 3). In the case of the “altimeter–buoy”
calibration, data are concentrated in the North Pacific and North Atlantic (see Figure 2). As
the calibration seems to vary by geographic location (latitude), when means are formed
over all latitudes, using a single calibration, non-homogeneities result in the multi-mission
time series of the mean Hs.

Noting that both calibration methods have issues with non-homogeneity, it is not
obvious why the “altimeter–altimeter” approach yields stronger trends than the “altimeter–
buoy” method. As the “altimeter–altimeter” method does have data from the full globe
(although concentrated at high latitudes in the Southern Ocean), it is possible that it is less
impacted by such non-homogeneities. It is certainly in better agreement with trends from
model hindcasts [20].

The data resampling analysis shown in Figures 8 and 9 shows that a reduction in
the density of altimeter measurement, which is constant over time, does not significantly
impact the trend calculations of either the 90th or 99th percentile values (and presumably
the mean values). This is clear in Figure 8a,b and Figure 9a,b. However, the changes in
the density of altimeter observations over time do result in a spurious positive increase
in the magnitude of the global trend of significant wave height, particularly as the 99th
percentile (compare Figure 9c to Figure 9a,b). It, therefore, appears that sampling issues do
not significantly impact measurements of trends for mean and 90th percentile significant
wave height. However, such sampling issues result in a spurious positive trend at the
99th percentile.

5. Conclusions

The analysis shows that the ability of multi-mission altimeter datasets to determine
trends in long-term significant wave height is limited by the accuracy and consistency
with which each of the altimeter missions can be calibrated. Two commonly used cal-
ibration approaches are investigated. These are: “altimeter–buoy” calibrations, where
each altimeter is independently calibrated against buoy data, and “altimeter–altimeter”
calibrations, in which a reference mission is calibrated against buoy data and all other
altimeters are calibrated against altimeters operational at the same time. Consistent with
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previous results [20], we find that “altimeter–altimeter” calibration yields stronger positive
trends than “altimeter–buoy calibration”.

Both calibration approaches result in datasets that are non-homogeneous as a function
of time (i.e., differences between mean global values of altimeters in operation at the same
time). This non-homogeneity is a result of apparent differences in altimeter calibration
as a function of latitude (or geographical location). As a result, a single calibration result
is not valid over the full globe. Based on the comparisons, it appears that these inconsis-
tencies mean that accuracy of altimeter trends is limited to approximately ±0.2 cm/year
(see Figures 4 and 7).

The analysis also indicates that altimeter measurements of trends for higher percentile
values of significant wave height are reliable up to the 90th percentile but biased high at
the 99th percentile.

Based on these results, we conclude that multi-mission altimeter datasets can measure
trends in mean and 90th percentile Hs to an accuracy of order ±0.2 cm/year and that the
resulting trends are similar to the results of long-duration model hindcasts. In assessing
the accuracy of such model hindcasts, one must also consider the accuracy of the “ground
truth” data source. Neither buoys nor altimeter data are free from errors in determining
trends. In fact, model results may well have a similar level of accuracy to altimeters for this
application.
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Appendix A

Table A1. “Altimeter–altimeter” calibration relationships. H∗
s is the calibrated value and Hs the

uncalibrated value. 95% confidence limits on the slope and offset show in columns 3 and 4. Number
of matchup points in the RMA regression shown in column 5. Percentage of outlier points shown in
column 6. JASON2 is shaded as this calibration is against buoy data (the reference mission).

Altimeter Calibration
Relation 95% Limit Slope 95% Limit Offset N Outliers

(%)

ERS1 H∗
s = 1.143Hs + 0.089 1.140 to 1.147 0.080 to 0.099 3290 0.52

TOPEX
Before 25/4/97

1.021 to 1.029 −0.082 to −0.056 1809 0.66H∗
s = 1.025Hs − 0.069

25/4/97 to 30/1/99 - - -
H∗

s = Hs + 0.010 − 0.054[exp(0.0027t)]1.108

After 30/1/99
1.011 to 1.016 −0.055 to −0.038 4562 0.64H∗

s = 1.013Hs − 0.046
ERS2 H∗

s = 1.057Hs − 0.007 1.054 to 1061 −0.017 to 0.003 2262 1.15
GFO H∗

s = 1.045Hs + 0.086 1.043 to 1.047 0.081 to 0.091 5470 0.68
JASON1 H∗

s = 1.031Hs − 0.054 1.030 to 1.031 −0.056 to −0.053 49,264 0.34
ENVISAT H∗

s = 1.004Hs + 0.014 1.002 to 1.005 0.011 to 0.018 9992 0.77
JASON2 H∗

s = 1.032Hs − 0.070 1.028 to 1.035 −0.078 to −0.062 7750 1.66
CRYOSAT H∗

s = 1.012Hs − 0.165 1.010 to 1.014 −0.172 to −0.159 3724 0.48
SARAL H∗

s = 1.007Hs − 0.055 1.005 to 1.009 −0.061 to −0.050 3250 0.95
JASON3 H∗

s = 1.026Hs − 0.051 1.026 to 1.027 −0.053 to −0.050 35,402 0.20
SENTINEL3 H∗

s = 0.989Hs + 0.008 0.986 to 0.992 −0.002 to 0.020 1631 0.37

https://portal.aodn.org.au/
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