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Digital Transformation: Meeting the Challenges 
 

ANDREJA PUCIHAR, MIRJANA KLJAJIĆ BORŠTNAR, PASCAL 

RAVESTEIJN, JUERGEN SEITZ & ROGER BONS 
1 

Abstract Bled eConference, organized by University of Maribor, Faculty 

of Organizational Sciences, has been shaping electronic interactions since 

1988. Bled eConference is the oldest, most traditional and well renowned 

conference in the field with more than 30 years of tradition. The theme of 

this year’s conference is dedicated to “Digital Transformation – Meeting 

the Challenges”. 

 

The evolution of digital technologies and solutions has significantly 

impacted the way in which business is conducted and have big implications 

on our lives. Nowadays digital economy calls for transformation of 

businesses, governments, education and societies as whole. It also calls for 

enabling policies and politics for cross border and global digital business. 

 

In this year’s conference, we address various aspects of digital 

transformation and provide directions and guidelines for organizations to 

meet and overcome these challenges on their way towards successful digital 

transformation. Themes covered in the papers of these proceedings are 

focused on: digital transformation; business model innovation; blockchain 

and social media; big data, data science, and decision support systems; e-

health, digital wellness and wellbeing; new applications and organizational 

models; and novel approaches and cases in education in digital economy. 

 

Keywords: digital transformation • business model innovation • digital 

technology • innovation • digitalization • 
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Integrating Maritime National Single Window with  

Port Community System – Case Study Croatia 
 

EDVARD TIJAN, MLADEN JARDAS, SAŠA AKSENTIJEVIĆ &  

ANA PERIĆ HADŽIĆ 
2 

Abstract A single point of data entry for documentary requirements and 

procedures in maritime transport - Maritime National Single Window 

(MNSW) includes process integration of all stakeholders in the entire 

seaport system.  The primary goal of the MNSW is to eliminate data 

redundancy in a way that the entered data is instantly visible in other 

systems, according to the set level of authorization and authentication. In 

many seaports, the administrative MNSW is connected to the commercial 

Port Community System (PCS), an information system for the exchange of 

cargo related commercial data. The linking of the MNSW and the PCS 

connects the administrative with the commercial business aspect, making 

seaport business processes more efficient and more effective. Both 

interfaces can only be developed by using process reengineering and 

presume significant investments in underlying information technologies. 

Such implementation requires in-depth analysis of all stakeholders’ 

processes in the seaport system, in order for both systems to complement 

each other.  

 

Keywords: • Maritime National Single Window • Port Community System 

• business integration • reengineering • 
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1 Introduction 

 

According to the Directive 2010/65/EU of the European Parliament and of the Council 

(Directive 2010/65EU, 2010) each Member State should implement the Maritime 

National Single Window (MNSW) in order to optimize and facilitate the process of 

announcement and registration of ships which arrive to ports and/or depart from ports of 

the Member States. Single Window is defined as a facility that allows parties involved in 

trade and transport to lodge standardized information and documents using a single entry 

point to fulfil all import, export, and transit-related regulatory requirements (Moïsé, E. et 

al., 2011). MNSW is the place where according to the Directive, all information is entered 

only once, and becomes available to various competent authorities and the Member 

States. The aim of the Directive is to simplify and harmonize the administrative 

procedures applicable to maritime transport by electronic data exchange prescribed by 

standards and rationalization of formal reporting (European Commission, 2015).  

 

According to the new directive, which should be published mid-2018, a better cooperation 

is required between national authorities in the development of the MNSW and the 

implementation of the eManifest.  The main objective of the eManifest is to demonstrate 

the way in which cargo-related information required by both maritime and customs 

authorities can be submitted together with other reporting formalities required by 

Directive 2010/65/EU in a harmonised manner, and using a European Maritime Single 

Windows environment (EMSA, 2015). The Republic of Croatia, as an EU member, is 

obligated to invest in the development of information technologies and thus in the 

development of the MNSW (EMSA, 2015). The development of MNSW should 

accelerate business processes, which also means increasing competitiveness in relation to 

neighboring ports. Croatia is currently using an integrated maritime information system 

(CIMIS) (Čičovački, 2013) for electronic delivery and exchange of data about ships, 

cargo and passengers in the official processing of announcement, arrival and departure of 

the ships, their stay in ports, as well as the related official procedures.  

 

The problems occur in subsequent official procedures due to multiple entries of the same 

data in several diverse applications where errors often occur during repeated data input. 

Data is still duplicated using paper and electronic means (inputting the same data in 

different systems). It is therefore necessary to develop a Port Community System (PCS) 

which represents a neutral platform for electronic data exchange between all stakeholders 

of the port process (Bezić et. al., 2011). By harmonizing MNSW and PCS, the ultimate 

goal would have been achieved, which is the elimination of data duplication in a way that 

once entered data is visible to all stakeholders of the seaport system, resulting in more 

efficient and more effective business processes. 

 

2 Maritime National Single Window and Port Community System 

 

One of the most acute problems of seaport processes is the lack of automatic data 

exchange between existing systems. Processes are being slowed down due to the 

administrative load, which refers to the entry of data related to the announcement and 
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registration of the arrival of ships into the port. Processes are being slowed down even 

further in the commercial part of the port activities (cargo-related data) because of the 

similar reasons. Stakeholders involved in seaport processes are still burdened with the 

manual inputting of data into paper documents, documents that contain almost the same 

information as already electronically submitted data. Therefore, data and/or document 

distribution to the competent authorities creates confusion caused by data redundancy. 

These administrative tasks significantly increase shipping costs by utilizing excessive 

waiting time for cargo processing, also causing delays in the next port of call. This archaic 

method of doing business reduces the competitiveness of maritime transport. Therefore, 

the EU has adopted a Directive 2010/65/EU about reporting formal reports, whose goal 

is to harmonize administrative procedures applicable to maritime transport. To achieve 

this, it is necessary to develop the MNSW that would be connected with the SafeSeaNet, 

eCustoms and other regional and supranational electronic data exchange systems. 

Safeseanet, a system of EU for the exchange of maritime information to promote efficient 

maritime transport (SafeSeaNet, 2016) provides almost real-time information for about 

17 thousand ships that operate on a daily basis throughout the EU (EMSA, 2018). The 

data that are exchanged in SafeSeaNet are identity of the ship, position and condition of 

the ship, time of departure and arrival, incident reports, details of dangerous cargo, waste 

and ship safety. eCustoms is defined as an application of IT technologies in public 

administration. It is connected with the organizational changes and new abilities of public 

services, which aim to improve quality of provided services by the government 

(Granqvist et al., 2012.) 

 

MNSW are systems that combine data from all ports of a state and have B2G features 

(Single Window Directive for formalities in maritime traffic, 2015). Usually a smaller set 

of data is shared through these systems because this data is important on the national 

level. For the past several years, the EU has been working on the development of the 

European Maritime Single Window (EMSW) with the aim to fully harmonize interfaces 

available to operators of ships in order to provide required information all across the EU. 

The purpose of EMSW is to standardize information needed for port management so that 

the submitted data can be publicly available to all relevant stakeholders. (EMSA, 2018) 

To improve business processes, EMSW and MNSW should be synchronized and fully 

integrated with the PCS. The PCS combines and exchanges data among all the 

stakeholders involved in the operation of a particular port cluster (van Oosterhout et al., 

2008). Many countries do not have a developed MNSW, but they have very diverse and 

well developed PCS systems instead. There is no global and standardized PCS model 

applicable to all ports as it may be the case with the MNSW. Each PCS is specific, each 

country has specific legal regulations and therefore each port community develops its 

own PCS according to its needs. Each PCS should communicate through the interface of 

MNSW so that the data would not be duplicated and in order to speed up business 

processes (Kapidani et. al., 2015).  

 

PCS helps stakeholders of the port processes to reduce logistics costs through faster 

information flow, deliver the cargo faster, enable the flow of goods, and finally, boost 

economic growth. As a secondary result it helps in reduction of externalities such as 
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pollution and harmful emissions (IPCSA, 2018). Therefore, conclusion can be derived 

that there is no unique way to define MNSW. Each Member State will have its own 

requirements and conditions, for example, should the MNSW be associated with other 

systems of the authorities or will the authorities only collect information from the 

MNSW’s user interface; should the national maritime transport system (in Croatia - 

CIMIS) be part of the holistic MNSW solution or will it be a separate system; which legal 

regulations will be included in the development of the MNSW environment. 

 

3 Current State of MNSW Development in the Republic of Croatia 

 

Beginning with 2013, an integrated maritime information system (CIMIS) has been in 

development in the Republic of Croatia for electronic delivery and data exchange about 

ships, cargo and passengers in the official proceedings of announcement and registration 

of arrival and departure, as well as related official procedures except in one segment - 

customs supervision of ship`s cargo. Using announcement of the ship’s arrival, the agent 

receives the documents that are entered into the CIMIS system (The regulation on forms, 

documents and data in maritime traffic, their collection and exchange, and the issuing of 

Free Pratique, 2017).  In the relevant documents, some fields are redundant, but in the 

CIMIS system they are entered only once, and the entered data is automatically 

propagated into the fields of other documents, where applicable.  

 

Documents entered into CIMIS are Notification of arrival, Ballast Water Reporting Form, 

Notification of Ship-Generated Waste, ISPS Code Arrival Notification, Dangerous Goods 

Manifest, PortPlus Announcement - PSC MEI, IMO FAL forms (Tijan et al., 2017). By 

entering data related to the announcement of the ship’s arrival, the data becomes visible 

to all users of the process and they can use them for planning and implementation of their 

own activities. During the announcement of ship’s arrival, the data about the ship, the 

voyage, passengers, crew, cargo and documents that are submitted during the procedure 

of the ship’s arrival are entered into the system (Tijan et al., 2017). At the time when the 

foreseen operations are completed during stay of the ship in the port, be it commercial 

activities related to loading or unloading of cargo, the ship’s agent (or ship`s captain) 

submits required documents through the CIMIS system that are then used by all 

stakeholders involved in the administrative reception of the ship such as the Harbor 

Master Office, Port Authority, Ministry of Health, Ministry of Internal Affairs and 

Customs. Data provided through the CIMIS system are the crew and passengers list, 

stability calculations of the ship, the permit to complete all customs procedures, ETD, 

actual quantity of the cargo and exact number of passengers on board.  The port authority 

defines location of the mooring or berthing through CIMIS and confirms the ETA. 
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Scheme 1: Current procedures in Croatian ports 

 
The problem occurs after the ship’s arrival in the port at the cargo registration through 

Cargo Declaration - IMO FAL 2 form, (IMO, 2018) which in the current system does not 

have the possibility of uploading so the data must be manually entered which requires 

quite a lot of time. Often, multiple errors occur when entering the data.  

 

At this point, it is important to distinguish the ship’s agent (usually one) from the freight 

agent (possibly multiple). Several freight agents can sometimes handle the cargo 

formalities for different cargo aboard the same ship. The freight agent takes the cargo list 

from CIMIS and must enter the cargo data in detail in the IMO FAL 2 form, which is 

after completion sent to the Customs administration. It should be emphasized that the 

Customs interface is functioning independently of the CIMIS system and that is the reason 

why it is necessary to constantly retype the data manually (Čičovački, 2018). The 

Customs administration communicates directly with the freight forwarder and the freight 

agent during cargo processing (Tijan et al., 2017).  

 

The same procedure is applicable when the ship leaves the port. The freight agent 

manually fills out the data (Export manifest) and only then the ship can leave the port. 

This problem occurs also because the whole procedure does not use electronic signature 

resulting in processes being performed both in electronic and in paper form (Port of 

Rijeka Authority, 2018).  

 

The procedure is even more complicated in the case when the ship is moored outside the 

customs gate (Tijan et. al., 2017). Then the ship agent needs to submit the request to the 

Ministry of Internal Affairs and to the Customs Administration that approves the request. 

The Harbor Master`s Office gives the consent to such request which is previously 

approved by the Ministry of Internal Affairs and the Customs administration.  

 

In terms of delivering real and accurate data of the ship, the ship’s agent announces the 

ETA via CIMIS (Čičovački 2018). This data can be used by the Harbor Master Office, 
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pilot service, tug service, and the number of available tugs can be checked if they are 

necessary for the ship's entry process. The Harbor Master's Office then issues the formal 

permit which enables the start of port operations that are not directly under the jurisdiction 

of the Port Authority. This permit may only be issued after the following services have 

ascertained that there are no obstacles in their domain of jurisdiction: consent must be 

given by the Sanitary Inspection, the Border Phytosanitary Inspection, the Ministry of the 

Internal Affairs - Maritime Police and the Customs Administration. The port authority 

shall provide (in the CIMIS system) a certificate of the quantity of the ship’s really 

delivered (unloaded) waste to the Harbor Master`s Office for inspection so that the ships 

can receive the permit to navigate to the next port without the delivery of the waste and/or 

cargo residues (Tijan et. al., 2017).  

 

If a ship is travelling in an international voyage from the mooring or berthing that is 

outside of the customs gate, the agent must submit a request. Upon receipt of the request, 

the Ministry of Internal Affairs can make the necessary checks and issue a decision that 

is available to the Customs, or to the Harbor Master Office through the CIMIS. On the 

basis of the received data, documents related to the international voyages departing from 

the last Croatian port, the port authority issues the permission to the ship to leave the port 

when all conditions for departure are met in accordance with special regulations. 

4 Development of MNSW and PCS with EMSW in Croatia 

 
At the beginning of 2017, the EU ministers agreed on a declaration that would harmonize 

the data between ports of the Member States (European Commission, 2018). The 

European Maritime Single Windows (EMSW) is a place where all information (except 

eManifest) is registered and accessible to all various competent authorities (EMSA, 

2018). The data would be available to all providers of the ship-related data (agents, ship 

masters, ship owners), relevant public authorities associated with the seaport and other 

Member States of the SafeSeaNet. The data that is entered in the EMSW are port arrival 

and departure, ship particulars, cargo and dangerous goods, ship`s stores, crew and 

passengers, crew`s effects, security, waste and health data. The ship agent registers the 

described information in previously described CIMIS system, which in Croatia currently 

serves as the MNSW.  

 

In the development of the single interface, MNSW would represent an information bus 

established between the CIMIS and the EMSW. By linking these systems, administrative 

procedure of the ship’s arrival and departure would be significantly accelerated, which 

would also accelerate other administrative and commercial procedures between the 

stakeholders of the seaport system. Data redundancy would also be avoided. In a real life 

scenario, the ship agent inputs the ship identification data, crew list and other relevant 

data in the CIMIS system, which could be avoided because of established connection to 

the EMSW through the MNSW bus. For example, if the ship is leaving the port of Trieste 

for the port of Rijeka, all data related to the ship would be visible through the EMSW in 

the next phase(s) of the voyage.  
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Scheme 2: System orchestration in Croatian Maritime National Single Window 

 

Further problems that slow down the seaport processes are caused by an underdeveloped 

or non-existent PCS system (current exception is the port of Ploče, where PCS is partially 

introduced and still in development), thus making the customs procedures and the work 

of freight agents more difficult. By introducing the eManifest into the EMSW, the work 

of the freight agent and customs would be considerably simplified.  

 

The eManifest project started in February 2017 and will encompass the Arrival Manifest, 

using the existing Maritime Single Window prototype which was developed by the 

European Maritime Safety Agency (EMSA) in compliance with the Directive 

2010/65/EU on reporting formalities (EMSA, 2016). The eManifest, or electronic cargo 

list, contains information about the status of transported goods and is considered to be a 

practical solution by which this could be achieved. The eManifest would assume the form 

of a harmonized electronic cargo list and as such would represent an instrument for further 

facilitation of the maritime transport which is done by ships that operate in seaports of 

the EU and third countries. The eManifest must be available in electronic form to the 

customs authorities at the next port of call where the cargo will be unloaded, whereby 

quick transit would be enabled to cargo from the EU (European Commission, 2018). By 

referring to the information about the cargo that is collected in the previous port in the 

eManifest, an additional factor of compliance with the fiscal and safety requirements of 

the EU would be provided. By introducing the electronic signature within the PCS system, 

administration procedures would be additionally validated and secured. 
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5 The Example of MNSW and PCS Integration  

 

The integration of MNSW and PCS would greatly contribute to the development of 

seaport processes, while at the same time the cost to the ship owners or shippers would 

be reduced. Therefore, it is of a common interest to speed up and facilitate the procedures 

required for the arrival, stay and departure of the ship, throughout the business processes. 

For example, when a ship departs from one port, the ship's port of entry would convey 

the EMSW data regarding the arrival of the ship to the next port. The data entered in the 

EMSW would be synchronized to national platforms or the NMSW. The next step is 

establishing the connection of the NMSW with the PCS. The data entered in NMSW 

(synchronized data from EMSW) would be visible in the PCS (an integration of the entire 

port community is required as shown in Scheme 3.). 

 

 
 

Scheme 3. Communication between individual seaport stakeholders (a) without the PCS and 

(b) with the PCS (Irrannezhad et. al., 2017) 

 
Using the data related to the type and size of the ship, the port authority could plan in 

advance or define the place of mooring or berthing, so all stakeholders of the port process 

could be optimally organized such as pilots, Harbor Master Office, customs, etc. (scheme 

4). The described communication would greatly accelerate and facilitate the ship's agent 

work through the announcement and registration procedures of the ship, as well as other 

operational activities during the ship’s stay in the port. 
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Scheme 4: Integration between MNSW and PCS 

 

6 Conclusion 

 

According to the presented research, Croatia will have to develop the MNSW to comply 

with the present EU recommendations. For the development of the MNSW, it is necessary 

to analyze the existing systems that will participate in the exchange of data, their ability 

to communicate through exchange of the messages, receiving, storing and exchanging the 

documents and information. It is important to emphasize that there is no unified or 

universally applicable method of establishing the MNSW. It is necessary to establish a 

broader integration infrastructure of seaport stakeholders. In Croatia, the MNSW should 

be integrated with the CIMIS system, which proved to be successful and well accepted 

by stakeholders. Therefore, the MNSW should represent a “government service bus” that 

will be used for the exchange of data, ensure the compliance with business processes and 

conversion of the various data formats entered by stakeholders. This means that the 

MNSW system should not be used for the active entry of documents and data in the sense 

of a single data entry point. The relevant data exchange will be achieved through the 

existing or future systems (the new PCS systems of Croatian seaports). The construction 

of the PCS system is essential for the stakeholders of the port processes to whom business 

operations would considerably be facilitated through faster information flow and the 

reduction of errors that occur through multiple data entry. In order to achieve this, it is 

primarily necessary to invest in information and communication technologies that 

represent the basis for the described development. This should substantially accelerate 

business and port operations, both in the seaport itself, and among stakeholders. In 

addition to the acceleration of the processes, it would also simplify data entry procedures, 

resources would be used more efficiently, redundant data would be eliminated, cargo 

would be processed faster (which especially applies to the Customs part) and security, 

integrity and transparency of the process would be greatly increased.  
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Abstract As part of an advancing digitalization, many enterprises feel the 

need to explore the possibilities big data may provide for their business. 

However, only a few companies use big data applications productively, 

despite its high expected potential. How companies examine the 

possibilities of big data, is therefore a highly interesting and relevant 

question. Based on a multiple case study we identify three different 

approaches: Companies either initially focus entirely on business aspects, 

or on a systematic build-up of a big data technology and data platform. 

Innovation adoption research is used as a theoretical basis. 
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1 Introduction 

 

The potential benefits and challenges associated with big data are an important topic for 

companies in all industries – in particular in the current era of an increasing digitalization. 

Big data promises new data-driven services to improve processes and enable innovative 

products and business models (Sivarajah et al., 2017). Against this backdrop, a growing 

number of companies are investing in big data, combined with the hopes of competitive 

advantages (Constantiou & Kallinikos, 2015). Nevertheless, companies seem to have 

difficulties with the productive implementation of big data applications. According to a 

Gartner study, only 14% of enterprises have put big data projects into production (Kart, 

2015). Therefore research on the adoption of big data applications are important and of 

scientific and practical interest. 

 

The introduction of innovations is described by adoption theories. The process of 

innovation adoption typically involves two phases (Rogers, 2003): initiation and 

implementation. Within these phases, new technologies have to overcome several hurdles 

before being used productively. For technology-driven innovations, like big data (Nam, 

Kang, & Kim, 2015), the initiation phase, where companies search for valuable use cases 

for different big data technologies, poses a first serious obstacle. This initial step towards 

the exploration of big data potentials is the focus of our study. In particular we address 

the following research question: 

 

Which generic approaches can be identified when companies explore the potentials of 

big data in the initiation phase of innovation adoption? 

 

Despite the high relevance, there are no specific studies on the initiation phase of big data 

adoption. Current research mainly investigates general influencing factors and hurdles 

during the implementation of big data technologies. In contrast, this paper analyses 

current approaches for the exploration of new big data potentials in the initiation phase. 

For this purpose, a multiple case study with ten companies from different industries was 

conducted. The organizational adoption process of Rogers (2003) has been used as a 

theoretical starting point. 

 

This report is organized as follows: The current research on big data adoption is 

summarized in the next section. Section 3 presents our conceptual framework. Section 4 

introduces the research design. Section 5 presents the findings from our cases. A 

discussion of the results in section 6 and a summary of the main points in section 7 

complete this work. 

 

2 Current research 

 

Big data is defined by the TechAmerica Foundation (2012) as "a term that describes large 

volumes of high velocity, complex and variable data that require advanced techniques 

and technologies to enable the capture, storage, distribution, management, and analysis 

of the information." Obviously, big data is a bundle of new technological and 

methodological possibilities that allow to process and analyse large, complex and rapidly 
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growing data sets (e.g. stream analytics, in-memory data processing, NoSQL databases). 

Enterprises want to take advantage of these opportunities and promise a wide range of 

benefits through the introduction of big data applications (see, for example, (Brown, Chui, 

& Manyika, 2011; Davenport, Barth, & Bean, 2012; Kiron, Prentice, & Ferguson, 2014)). 

One approach to describe the introduction of technology-driven innovations is the 

adoption theory. On the one hand, this theory covers the identification of factors that 

influence the decision-making process of innovation adoption (Rogers, 2003). On the 

other hand, it describes the process which innovations have to go through, ranging from 

an initial awareness in companies to its productive use (Fichman, 2000). Previous work 

in the context of big data adoption mainly focuses on the investigation of general 

influencing factors through the Technology-Organization-Environment Framework 

(TOE) (see, for example, (Agrawal, 2015; Malaka & Brown, 2015; Sun et al., 2016)). 

The TOE describes the impact of technological, organizational and environmental aspects 

on organizational decision making with respect to technology innovations (Tornatzky, L. 

G., Fleischer, M. & Chakrabarti, 1990). As a result, it has been shown (Agrawal, 2015; 

Malaka & Brown, 2015; Sun et al., 2016) that the protection and integration of data are 

considered as important technological challenges. Organizational aspects, such as, 

unclear processes, lack of analytical skills and indistinct prioritization of use cases are 

further obstacles to the successful adoption of big data. However, the adoption is 

positively influenced by company size and competition intensity. 

 

Nam et al. (2015) have investigated the change of influencing factors during the adoption 

process. As a result, Nam et al. (2015) prove that existing information systems (IS) 

competence has a positive impact in the beginning of the adoption process, while 

competitive intensity and financial readiness significantly support the successful 

implementation of use cases. 

 

Bremser et al. (2017) have used the TOE to identify factors that influence the approaches 

companies use to explore big data potentials. IS competence, perceived complexity of the 

big data technologies, as well as the financial and strategic readiness of companies were 

identified as major influencing factors. 

 

So far an investigation of the big data adoption process has been carried out only by Chen 

et al. (2015). They use a multiple case study to describe the implementation phase and 

corresponding influencing factors. TOE (Tornatzky, L. G., Fleischer, M. & Chakrabarti, 

1990), diffusion of innovation (Rogers, 2003) and the IT fashion theory (Wang, 2010) 

were used as sources for influence factors. The diffusion theory describes the spreading 

of an innovation among members of a social system (Rogers, 2003). The IT fashion 

theory highlight the social settings of emerging IT trends, e.g. the influence of consultants 

and technology analysts (Wang, 2010). According to Chen et al. (2015) the 

implementation phase involves far-reaching organizational changes that are necessary for 

the productive implementation of big data applications. As a result, they present a "limbo 

stage", where companies continuously experiment with big data technologies for a long 

time and do not proceed to deployment, despite their intent to adopt. 
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This overview of current research shows that influence factors on the adoption process 

for big data have already been extensively discussed. An investigation of the adoption 

process was conducted by Chen et al. (2015), but only with focus on the implementation 

phase. Despite its high relevance, no scientific investigation exists for the initiation phase 

when companies start to approach the potentials of big data. 

 

3 Conceptual Framework 

 

In order to address this research gap by investigating the initial exploration of big data 

applications, Rogers’ adoption process (2003) is used as a theoretical starting point which 

is illustrated in figure 1. According to Rogers (2003), the process of innovation adoption 

is described by two major phases: initiation and implementation, with both phases being 

separated by an adoption decision. The initiation phase consists of two stages:  

 

The first stage agenda-setting is triggered by an organizational problem or by the 

perception of an innovation. The organizational problem manifests itself through a 

perceived performance gap, which is the result of internal inefficiency or altered 

environmental conditions (Damanpour & Schneider, 2006). The observation of an 

innovation is achieved by continuously scanning the business environment (for example, 

monitoring competitors or technological developments). Both triggers force enterprises 

to consider the potentials of innovations. Within the agenda-setting stage the 

entrepreneurial range of possible reactions with respect to innovations is weighed. For 

example, a company decides how to react on the availability of a new technology. 

 

 
Figure 1: Innovation adoption process by Rogers (2003) 

 

The second stage matching includes all activities that proof whether an identified 

innovation is suitable for fulfilling the organizational needs in context of the current 

situation of a company. Typically, some members of an organizational unit explore the 

capabilities of the innovation to make a prediction on its potential for specific use cases. 

If this forecast is positive, the implementation phase is triggered in the adoption process. 

This phase consists of the stages redefining, clarifying and routinizing, and includes all 

the activities and decisions that are necessary to put the innovation into production. The 

present research focuses on the initiation phase of the adoption process. The 

implementation phase is not the subject of this work. It has been investigated already by 

Chen et al. (2015). 
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4 Research Design 

 

Phenomena around big data adoption are complex and certainly not well understood so 

far. For this reason, a case study approach is suitable (Dubé & Paré, 2003; Yin, 2003). 

Our main information sources are in-depth expert interviews with key-informants. 

Interviewees were heads of business and IT divisions, chief architects and chief strategist. 

In the sense of a strict implementation of the research design, four established quality 

criteria were used (Yin, 2003): external validity, internal validity, construct validity and 

reliability. 

 

The external validity focusses on the generalizability of the results. This is ensured by 

replicating the case studies. In the context of big data adoption, it was decided to conduct 

a multiple case study. The case studies were selected according to the “literal replication 

logic” (Dubé & Paré, 2003). In order to ensure a comparable organizational and 

technological context pure internet companies were excluded in the selection phase of the 

case studies. In addition, the reference to big data has been validated by scientific big data 

taxonomies (see, e.g. (Kune et al., 2016)). Big data taxonomies represent a classification 

scheme and show which technologies, methods and data are typically used in the context 

of big data. 

 

In order to ensure internal validity, the interview guide was developed on the basis of the 

conceptual framework described in chapter 3. The expert interviews were semi-structured 

and we kept our questions open to allow interviewees freely to speak. The first part 

contains general questions about the role and responsibility of the interviewee, the current 

strategic and tactical challenges of the company and their influence upon dealing with 

new possibilities of big data. The second part of our questions concentrates on the current 

use of data, methods and technologies for data-driven decision making as well as 

corresponding organizational structures and processes. For example, we asked about the 

relevance of data and data-driven decision making in different organizations and inquired 

which kind of analytical applications were currently in use. The third and most extensive 

set of questions was directed upon “why” and “how” organizations explore the potentials 

of big data. These questions concerned the trigger of big data initiatives, their focus and 

their organizational setup. Also we inquired the process for the evaluation of big data 

potentials and the criteria applied therein. 

 

Yin (2003) suggests triangulation to ensure construct validity. Within the case studies, 

different data sources were therefore used. In addition to the key-informant interviews, 

public and - if available - internal documents of big data initiatives and strategies of the 

investigated companies were used. Furthermore, interviews with other organizational 

members, consultants and software vendors specialized on big data adoption were 

conducted to triangulate the data. 

 

In order to minimize errors and biases, the reliability of the case studies was ensured by 

establishing a case study database. There, we stored all information about the data 

collection process, the data itself and the case study results. According to Yin (2003), this 

helps to provide the same results in repeated trials. 
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The data collection started in June 2016 and stretched over a period of seven months. 

Each interview lasted approximately 90 minutes and was conducted on site or by 

telephone conference. The conversations were recorded and transcribed. Shortly after 

each interview, the main points and key findings were recapitulated in a contact summary 

sheet (Miles, Huberman, & Saldana, 2013). The interviews were then analysed and coded. 

We used first-level coding (Miles et al., 2013) to identify in particular all statements 

related to company’s procedures for the initiation phase of big data adoption. 

 

Table 1 presents an overview of the participants of the case study. In the case selection, 

we focused on companies that have more than 10,000 employees and their headquarters 

in Germany. The investigated companies operate business-to-consumer as well as in 

business-to-business segments. The interviewees had roles in business and IT and were 

responsible for big data activities within their organizations. 

 
Table 1: Participating companies 

 

 Industry 
Number of 
employees  

business 
segment 

Role of Interviewee 

1 Transport >50,000 B2C, B2B Head Domain Architecture 

2 Banking >50,000 B2C, B2B Head IT Architecture 

3 Insurance >10,000 B2C, B2B Head Group Strategy 

4 Manufacturing Vehicle >50,000 B2B IS Chief-Architect 

5 Retail Trade >50,000 B2C Head Business Intelligence 

6 Utilities >50,000 B2C, B2B Chief Digital IT Strategist 

7 Manufacturing Vehicle >50,000 B2B Head Analytics Lab  

8 Manufacturing Apparel >50,000 B2C Head Data Analytics Lab 

9 Manufacturing CPG >10,000 B2C 
Head Marketing & 
Analytics 

10 
Manufacturing 
Chemicals 

>10,000 B2B Head BI Architecture 

 

The analysis of these cases was carried out in a twofold way. First, we have used a within-

case analysis (Yin, 2003) to extract all characteristic content related to the agenda-setting 

and matching stages of individual cases. The corresponding results are shown in chapter 

5. For data presentation we apply the process definition of Hammer and Champy (1993) 

, showing in particular input, activities and results. In the second step, a cross-case 

analysis (Yin, 2003) was conducted and the cases were compared to each other. The result 

of this comparison is discussed in chapter 6. 

 

5 Results from cases 

 

The trigger for a company to deal with the possibilities of a technological innovation is, 

according to Rogers, a performance gap of the company or the perception of new 

possibilities (Rogers, 2003). In the case of a technology-driven innovation, a company 
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examines in the subsequently launched agenda-setting phase, how it shall react upon the 

availability of a new technology (Rogers, 2003). The result is a so-called agenda, which 

defines the goals of the next steps in the adoption process. 

 

The following matching phase examines the extent to which an innovation could be used 

to address entrepreneurial needs. If a promising forecast can be given for a specific 

application scenario, the innovation will be proposed for implementation (Rogers, 2003). 

Table 2 shows an overview of the agenda-setting and matching phase. 

 
Table 2: Agenda Setting and Matching by Rogers (Rogers, 2003) 

 

Agenda-Setting 

Input Performance gap or perception of an innovation 

Activity Consideration of possible organizational reactions 

Result Agenda, containing company-specific goals for the next activities 
in the adoption process 

Matching 

Input Agenda 

Activity Exploration whether  organizational needs can be addressed 
with the innovation 

Result Decision-making document for the possible implementation of an 
use case 

 

In all observed cases, the big data adoption process was initiated by senior management. 

Always the perception of the hype surrounding big data was decisive, not a search for 

ways to solve existing requirements. This is described by an interviewee from case 8 as 

follows: "It was our former CIO [...], who said that big data is a megatrend, which I will 

definitely not miss ...". 

 

The long-term expectations companies relate to big data span from possible 

improvements of existing processes to entirely new business services or business models. 

A quote from case 5 confirms this: "... [we hope to use big data] either for rationalization 

or for other value-creation opportunities, which are not necessarily connected to 

rationalization, but where really new fields are opened up." 

 

In order to determine the direction of the next big data activities, the topic was discussed 

at senior management level in all companies. As a result, first objectives and 

corresponding steps have been defined. Personnel responsible for big data initiatives and 

resources for project teams were named. Table 3 shows the short-term goals, i.e. the 

agenda, for the different big data initiatives. 
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Table 3: Agenda of the interview participants 

 

As Table 3 shows, the aim of companies in cases 1, 6, 8, 9 was directed towards 

application use cases. For the remaining enterprises (cases 2, 3, 4, 5, 7, 10), the creation 

of a good technological starting point and a solid basis of data was at the forefront. 

 

Following their agenda, the examined companies have carried out different activities in 

the matching phase. The main activities of the investigated cases are shown in Table 4.  

 

  

1 Portfolio for innovative data-driven products, services, business models 

2 Possibilities for the cost-neutral minimization of technological hurdles for future 
big data applications  

3 Roadmap for a systematic development of internal capabilities to use big data 
technologies and to provide data appropriately 

4 Consistent data basis for company-wide analyses, initially for the identification of 
potential efficiency enhancements within the existing value chain 

5 Opportunities for a future-oriented development of a data and technology platform 
for analytical applications 

6 Portfolio of innovative digital products for public, commercial and private 
customers 

7 List of necessary requirements with respect to technologies and organizations for 
future data-driven product innovations as well as a consistent data base 

8 Potentials for innovative products and process optimizations along existing value 
chains 

9 Possibilities of data analyses to increase the efficiency of existing processes with 
focus on marketing and sales 

10 Data basis out of existing and new data for future data-driven services 
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Table 4: Main activities of the matching phase 

1 - Search for new, data-driven products and customer services carried out by business departments 

- Evaluation of use cases in terms of their economic value 

- Implementation of prototypes in cross-functional project teams partly with external support by 

consultancies 

- Validation of prototypes in selected market segments 

2 - Analysis of existing requirements conducted by the IT architecture organization to identify 

opportunities for implementing big data technologies 

- Search for opportunities to replace existing IT components cost-neutrally with big data 

technologies (for example Hadoop file system instead of Oracle cluster) 

3 - Gap analysis for big data capabilities and corresponding pre-requisites through industry-specific 

big data use cases 

- Roadmap definition for the development of missing capabilities focussing on big data technologies 

and data management through a work group guided by middle management 

4 - Definition of performance key performance indicators (KPI) through top management for cross 

functional business processes  

- Validation of KPIs and identification of weaknesses in the data architecture via data lab 

- Planning of a cloud data lake to provide a consistent and central database throughout the enterprise  

5 - Continuous evaluation of technology innovations for the evolution of the central data platform 

through employees of the internal IT department 

- Identification and integration of new data sources for future big data use cases 

6 - Search for new data driven customer services in the B2C and B2B segment by cross-functional 

teams staffed with employees from business and IT departments 

- Development of potential services as prototypes using agile project methodologies 

- Evaluation of the big data use cases from an economic perspective as a proof of concept (PoC) 

within a time-limited test phase in selected market segments  

7 - Reduction of data silos and creation of a central data basis 

- Exploratory implementation of industry-specific big data uses cases in a laboratory environment 

- Evaluation of typical big data requirements and their impact on the technology landscape and 

organization 

8 - Search for use cases in business divisions with focus on potential growth fields and customer 

benefits 

- Establishing a laboratory within the IT department for exploratory data analysis; recruitment of 

data scientists and data engineers 

- Identification of lighthouse use cases and implementation as PoC in a laboratory environment 

9 - Identification of new opportunities for data driven personalized customer services in marketing 

and sales departments 

- Use case driven extension of the enterprise-wide data platform through external IT providers 

focussing on the integration of external data, e.g. media data from external agencies 

10 - Development of a cloud data lake and integration of enterprise data by the business intelligence 

and advanced analytics departments 

- Design and implementation of data governance processes 

- Recruitment of Data Scientist to investigate future big data use cases 

 

The matching phase aims at the provisioning of appropriate information to decide upon 

the adoption of specific big data use cases. As Table 4 shows, some enterprises (cases 2, 
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3, 4, 5, 7, 10) develop a data platform and capabilities to deal with big data technologies, 

in line with their agenda. Investigations of company-specific big data use cases were 

planned by these companies after these activities. Companies (cases 1, 6, 8, 9) which 

implement and evaluate prototypes for specific use cases, take these into a project or 

innovation portfolio in case of a positive adoption decision. There, the use cases compete 

with other enterprise projects for the resources required for a productive implementation. 

 

6 Discussion 

 

A comparison of the case studies shows that three different approaches can be identified. 

Figure 2 illustrates this in a schematic way. 

 

The first approach (Business First) focuses entirely on a business perspective. 

Companies in this category search for use cases with high expected business value. These 

use cases span from possible improvements of existing processes to entirely new business 

services or business models. A quote from case 1 emphasizes this: "... on the one hand 

you have to adapt the existing business to the current market [...], i.e. to improve existing 

processes [...] On the other hand you have to invent new processes or tackle new business 

models”.  A technical evaluation of the use cases with regard to their possible integration 

into existing IT landscapes is not carried out during the initiation phase. This is shown by 

a quotation from case 6: "At the beginning, the integration is actually subordinated [...] 

If a product that has been developed in a sandbox is successful on the market, of course, 

we want to integrate it." Typically, big data use cases are developed as stand-alone IT 

systems with necessary big data technologies and data in a laboratory environment. 

Developed prototypes are then tested with selected market participants. If this phase is 

successful, the use cases are suggested for productive implementation. For example, case 

6 states: "[the goal is to] test use cases in 6-12 months with several thousands, maybe 

even ten thousands of customers in real use. And then there's the decision: go or no-go." 

In case of a positive decision, applications will initially operate as independent IT 

systems, being then integrated step by step into existing IT landscapes. Companies with 

this approach can be found in cases 1, 6, 8 and 9. 
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Figure 2: Approaches to the analysis of big data potentials: A) Business First, B) Platform 

Building, C) Data Integration 

 

The second approach (Platform Building) aims upon the development of a technology 

and data platform for big data. For this purpose requirements derived from industry-

specific use cases are analyzed for orientation. In addition, existing business demands 

were used to introduce new technologies, for example in case 2: "... it is the strategy [...] 

to use new technologies for existing demands that we are obliged to do, in order to [...] 

reduce the hurdle for hardly-calculable [big data] use cases.". Companies with this 

approach want to keep the monetary expenses for future use cases as low as possible – 

mostly due to financial restrictions. Therefore, e.g. in case 2, existing data management 

technologies are successively substituted by big data technologies (e.g. hadoop for 

archiving bank account movements). To keep pace with current developments – although 

business departments have not identified convincing big data use cases yet – is another 

observed motivation for platform building, e.g. in case 5: "In memory technology, [...] in 

the next 10 years, this will be used in all areas. Then I can already invest now, without a 

concrete use case in mind". The big data platform resulting from this approach forms the 

basis for the subsequent identification and evaluation of big data use cases. This approach 

can be found in case 2, 3, 5 and 7. 
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The primary objective of the third approach (Data Integration) is to provide a consistent 

basis of data for future analyses. Consistent and integrated data are considered as a 

fundamental basis for all further developments in the area of big data. For instance, case 

10 emphasizes: "... this is our approach [...], we want to build up an enterprise data 

repository, [...] step by step, to integrate and organize all data there, to build a semantic 

network". In the cases following this approach, the created data platform is first used for 

traditional analyses. If they proof successful, companies plan to deal with big data use 

cases and technologies. Case 4 and 10 follow this approach. 

 

A comparison of the three approaches shows that Business First focuses on the realization 

of business potentials and initially neglects the integration of new technologies and data 

sources. This is in contrast to the approaches Platform Building and Data Integration. 

There, the integration of technologies and data is of primary interest and seen as a 

necessary step towards the successful adoption of big data. In Business First, 

investigations of the required efforts for implementing use cases into the productive IT 

landscape are postponed to a later stage. Also investigations of constraints from a 

technical or data management perspective are ignored here during the initiation phase. If 

a lack of necessary technological or methodical competences arises, organizations 

procure external resources to bridge these gaps, e.g. through external IT service provider 

or consultancies with specialist knowledge. For instance, case 9 states: “Our IT is a profit 

center. They do not expose employees to innovative topics; they only want to put 

employees into projects. But that’s a problem. People are not trained and further 

educated [..] Therefore, I have to hire Accenture or any other consultancy, I pay the 

double day rate, but it can realize my use cases in half of the time.” 

 

Differences can also be found in the organizational set ups of the three approaches. In 

Business First, the identification of possible use cases is carried out by business 

departments, while the evaluation and implementation of prototypes is mainly conducted 

within cross-functional teams staffed with employees from business and IT. In Platform 

Building and Data Integration, traditional IT projects are carried out in IT departments 

introducing and integrating new technologies and data sources. IT-driven laboratory 

environments are often used to identify requirements for a future big data infrastructure. 

This is emphasized by a statement from case 7: “We [the data lab] do not necessarily 

need to solve the Autonomous Driving. We [the company] have enough engineers for that. 

Our goal is to provide the technical possibilities that this can work.”   

  

7 Summary and outlook 

 

In this paper we have investigated how companies start exploring big data potentials and 

how companies proceed to an adoption decision. The theoretical framework was the 

adoption process of Rogers (2003), whose first stages of the agenda setting and matching 

phases were examined in detail based on a multiple case study. As a result, three different 

approaches could be identified. Companies either initially focus on business aspects, or 

on a systematic build-up of a big data technology and data platform. 
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The next step is to examine in detail the influence factors that are responsible for these 

different strategies and the advantages and disadvantages associated with them. The 

insights gained from current and upcoming studies will be then used to construct a method 

kit for the identification and evaluation of potential big data use cases, catering to the 

specific needs of individual enterprises. 
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1 Introduction 

 

Some current streams of e-government research focus on customer centric service 

development and performance assessment (see Scott et al. 2009; Alomari 2012; Barbosa 

2013; Nica 2015; Carter et al., 2016). This perspective acknowledges the key role of 

citizens as end users of e-government services (Clarke – Pucihar 2013). One of the main 

questions of citizen centric e-government research – and also e-government research in 

general – is: why do or do not citizens use e-government services, what motivates 

technology acceptance on the field (Bannister – Connolly, 2012; Rana et al., 2013). In 

order to develop citizen-centred electronic services that create value for citizens and 

society alike, government agencies must explore and understand the factors that drive 

adoption and usage of these digital innovations first (Carter – Belanger 2005). 

 

The theories of technology acceptance are relatively often used in e-government 

literature: amongst the most cited 15 e-government articles 5 used TAM (Technology 

Acceptance Model) or DOI (Diffusion of Innovation) (Belanger – Carter 2012, 371). Rana 

et al. (2013) identified 54 articles using TAM, 20 using DOI and 13 based on UTAUT 

(United Theory of Acceptance and Use of Technology) in the e-government literature. So 

technology adoption by individuals has been the subject of several studies, as we will 

show in a literature review in the next section. Although this field is not underresearched 

most of the studies fall into the following categories: 

 analysing technology adoption of e-government services under hypothetical 

circumstances (e.g. Alomari et a. 2014; Nemeslaki et al. 2016 ); 

 analysing only intent to use not actual usage of an e-government service (e.g. 

Carter – Belanger 2005, Lin et al. 2011); 

 analysing actual usage of only one system or service (e.g. Hung et al. 2006, 

AlAwadhi – Morris 2008).  

 

In this paper we aim to present a more comprehensive research on e-government 

adoption: we explore adoption factors of 12 different Hungarian e-government services, 

focusing on actual usage, using a large and representative sample. These 12 service areas 

represent the whole palette of currently available e-government services in Hungary. 

Also, our research is broad from a theoretical point of view: we examined many of the 

possible factors of technology acceptance suggested by the literature, this way presenting 

results independent of the different models. We believe that this rich evidence will give 

researchers and practitioners a more detailed view of factors driving citizen adoption of 

e-government services. 
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2 Literature review 

 

In the end, the success of e-government initiatives depends significantly on whether users 

– public employees or citizens – are willing to accept and use the innovation, the new 

tool, system or service. One of the most utilised models for the exploration of information 

technology innovation acceptance is the TAM (Technology Acceptance Model – see 

Davis 1989; Venkatesh – Davis 2000). The essence of the model is rather simple: attitudes 

regarding use, intention to use, and actual use are defined by two variables: perceived 

usefulness of the system and its perceived ease of use. In the IT literature, more than 100 

empirical studies tested these simple relationships of the TAM model. The effect of 

perceived usefulness was supported in 74% of these studies, while ease of use often 

proved to be a necessary, but not sufficient condition (Lee et al. 2003).  

 

Regarding e-government innovation adoption, a considerable number of empirical 

research papers utilised the TAM model, or its expanded versions. Carter and Belanger 

(2005) also performed their research using a modified version of TAM, finding that 

regarding e-government services, three primary factors define citizens’ intention to use: 

perceived ease of use, compatibility (congruency with and similarity to citizens’ normal 

way of communication or transactions) and reliability (whether users judge the service to 

be reliable and safe, and trust it). Many also used the TAM model regarding the 

acceptance of other e-government innovation, for example, e-voting technology (Schaupp 

– Carter 2005; Chiang 2009; Choi – Kim 2012, Nemeslaki  et al. 2016), and found its 

explanatory power to be strong. 

 

The original TAM model was extended by many, and the UTAUT model (United Theory 

of Acceptance and Use of Technology, Venkatesh et al. 2003; see Figure 1) attempted to 

unify these improvements into a single model. In the last decade, the use of the UTAUT 

model gained acceptance in the e-government literature as well (e.g. Gupta et al. 2008; 

Powel et al. 2012). Here, along with the original two TAM variables, the moderating 

effects of social environmental influence, other workplace driving factors, and individual 

characteristics (users’ age, gender, experience, and voluntary nature of use) are also 

present in the model’s context. Hung et al. (2006) used an expanded TAM and UTAUT 

model to research factors influencing willingness to use a Taiwanese online tax system, 

and found the following significant factors that effected attitudes regarding use: perceived 

usefulness, perceived ease of use, perceived risk, trust, compatibility, as well as external 

influence, interpersonal influence, self-efficacy (one’s mental image of one’s own 

efficiency) and facilitating conditions. Along with external factors, factors such as media 

influence should be mentioned, while interpersonal influence may take the form of 

colleagues and friends’ positive opinions on e-government services, and their 

encouragement to use it. Finally, the easy accessibility and availability of the necessary 

devices, hardware, and software is a must among the facilitating conditions. 
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Perceived Usefulness

Perceived Ease of Use

Behavioral 

Intention

Use 

Behavior

Social Influence

Facilitating Conditions

Moderators:

Age, Gender, Experience

Hedonic Motivation

Price Value

Habit

 
Figure 1: The TAM (elements in bold; Davis 1989) and the expanded UTAUT model 

(elements underlined, Venkatesh et al. 2003) and UTAUT 2 (the entire figure; Venkatesh et 

al. 2012) 

 

While UTAUT is a popular model, Venkatesh et al. (2012) proposed a further extended 

version, UTAUT2. With three new constructs – hedonic motivation, price value, and habit 

– the predictive power of their model increased significantly.  

 

Diffusion of Innovation (DOI, Rogers 2003) is also a widely used model in IT adoption 

research, but e-government researchers claim that its core constructs are similar to and 

substitutable by TAM factors: relative advantage with perceived usefulness and 

complexity with perceived ease of use (Carter – Bélanger 2005; Colesca – Dobrica 2008). 

Rana et al. (2013) compared the explanatory power of the five most used IT adoption 

models in a meta-analysis based on 87 studies of citizen centric e-government services. 

Based on their results, all of the basic relationships of TAM could be confirmed. This was 

the most widely used model in research focused on e-government adoption, and this also 

seemed the most appropriate one for studies that focus on citizens. Although DOI was the 

second most common research framework, only a small number of its relationships were 

validated, and empirical research only concentrated on three of its explanatory variables 
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(compatibility, complexity, relative benefits). The most important of the new variables of 

the UTAUT model is the social effect, while the effect of facilitating conditions was 

under-researched. This meta-analysis also highlighted that factors – that all central 

models lack – such as trust, safety, privacy, and risk – appear rather often in empirical 

studies on e-government adoption and seem to have significant effects. 

 

Naturally, along with using the theories of the scientific mainstream, independent e-

government acceptance theories have also been constructed. Ziemba and co-authors 

(2013, 2015), for example, examine factors of a successful e-government in one such 

model. In their model of e-government adoption at the local and state levels, they attempt 

to explain the three factors of e-government adoption (ICT availability, ICT competence 

and awareness, ICT use) with economic, socio-cultural, technological, and organisational 

factors. In Table 1 we summarise a number of further e-government technology adoption 

models, to demonstrate the diversity of theoretical approaches. 

 

  



32 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

M. Aranyossy: Citizen adoption of e-government services – Evidence from Hungary 

 
Table 1: Special e-government technology adoption models  

(partially based on Panda – Sahu 2013) 

 

 

The model of Ziemba et al. (2015) is one of the few e-government adoption researches in 

Central and Eastern European context. While the usage of TAM is not without exception 

in Hungarian technology adoption research as well (e.g. Keszey – Zsukk 2017), 

Hungarian e-government adoption research is still rare (e.g. Nemeslaki et al. 2016; 

Molnár et al., 2017). 

 

3 Research model and methodology 

 

The empirical basis of or research was the Good State Public Administration Opinion 

Survey (henceforward referred to as Survey; Kaiser 2017) carried out in Hungary 2017. 

The data collection was planned, tested and carried out by Szociometrum Social Science 

Research. The survey questions were tested on a representative sample for the adult (age 

18+) Hungarian population. The sampling method was multistage, proportionally 

stratified probability sampling, while the database was also corrected ex post with matrix 

weighting procedure concerning age, gender, region, settlement type and education. (See 

descriptive statistics in Table 2.)  

  

Authors Model focus Studied factors 

TAS – GENIS-

GRUBER 

(2008) 

Cultural Factors’ Affect on 

Adoption, partially based on 

Hofstede (with a focus on e-

procurement) 

Power Distance Index; 

Individualism Index;  

Uncertainty Avoidance Index;  

Trust;  

Technology Acceptance Ratio 

GUHA – 

CHAKRABARTI  

(2014) 

Analysis of adoption factors 

from a network theory viewpoint 

Partner selection 

Network goal 

Institutionalisation 

Network structuring 

Incentive design 

AZADEGAN – 

TEICH (2010) 

Technology adoption based on 

the DOI and TOE (Technology, 

Organization, 

Environment) models and 

motivation theories (with a focus 

on e-procurement) 

Technological factors: perceived benefits, 

relative benefits, compatibility, complexity; 

Organisational factors: organisational 

competence, technical skills, financial skills, 

cultural and organisational skills; 

Partner factors: partner competence, strength, 

other partner factors 

Network factors: network size, internal 

relationships, technology infrastructure, other 

network factors 
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Table 2: Descriptive statistics of the Good State Public Administration Opinion Survey 

sample 

 

 
The Survey contained 70 questions, some with many sub-questions, of which we are only 

using some (see Appendix 1) to explore the influencing factors of e-government service 

usage. The Survey provided the opportunity to use a large (n=2506) representative 

database, with data about citizens’ usage and experience of 12 different areas of e-

government services (see list in Table 3) and the citizens general background as well.  

 

For these 12 administrative areas citizens were asked whether they had to use these public 

services in the past 3 years, if yes, whether they did that themselves, and finally if yes, in 

what way did they gather information (in person, via phone, via e-mail, via website) or 

handled the necessary transaction (in person, via phone, online or via app, via post). This 

data gave us the opportunity to compare citizens using online and traditional channels in 

the information or the transaction phase of public administration on different fields.  

  

Gender Frequency Percent Age     

Female 1352 54% Mean  46.51 

Male 1154 46% Median  45 

Total 2506 100% Range   19 - 89 

Education Frequency Percent St. Dev   16.334 

Maximum primary 

school 

796 32% Type of settlement Frequency Percent 

Secondary school  1211 48% Capital (Budapest) 460 18% 

Bachelor degree 399 16% County centres 539 22% 

Master degree 99 4% Town 635 25% 

Postgradual degree 2 0% Village 872 35% 

Total 2506 100% Total 2506 100% 
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Table 3: List of government service areas and frequency of online usage 

(11. Administration of construction affairs was omitted from further analysis due to the low 

subsample size) 

 

 
 

To test the different factors of e-government adoption we used as many variables from 

the literature (summarized in the previous section) for which we had the corresponding 

relevant data in the Survey. This gave us the opportunity to test the effect of the following 

factors: 

 Effort expectancy (Perceived ease of use) 

 Trust of internet 

 Trust of government 

 Facilitating conditions 

 Experience 

 Habit 

 Age 

 Gender 

 

The basis of this factor selection was Venkatesh et al. (2012). We analysed most of the 

factors and moderators included in UTAUT2 (presented in Figure 1). Notice that we did 

not use one of the key variables of TAM, perceived usefulness, as the survey question 

concerning this was too distant and biased. We also did not include price value and 

hedonic motivation, as by definition these concepts are less relevant in e-government 

settings and also did not have a real history in e-government adoption research.  

 

Government service areas N

Information 

online

Transaction 

online

1. Income tax administration 399 71 (19%) 101 (27%)

2. Tax administration at municipalities 238 18 (8%) 17 (7%)

3. Other tax administration at the national tax and 

customs administration agency

129 25 (21%) 22 (18%)

4. Administration of government issued documents 1041 150 (16%) 59 (6%)

5. Family support administration 222 25 (12%) 15 (7%)

6. Health insurance administration 126 19 (16%) 13 (11%)

7. Unemployment administration 159 8 (5%) 6 (4%)

8. Social benefits administration 239 13 (6%) 5 (2%)

9. Pension insurance administration 97 11(12%) 7 (7%)

10. Land registry administration 147 19 (14%) 13 (9%)

11. Administration of construction affairs 41 7 (18%) 9 (25%)

12. Motor vehicle administration 395 73 (20%) 44 (11%)

Frequency
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Our list of factors under examination is also similar to e-government adoption research 

carried out by Carter – Belanger (2005) in two respects: we tested many potential factors 

from different theoretic models, and we included the factor of trust. Trust related concepts 

are amongst the most common extensions of TAM in e-government research and their 

significance is shown in many studies (e.g. Schaupp – Carter 2005, Powell et al. 2012). 

Just like these previous studies we included both trust in the internet and trust in the 

government in our research.  

 

For measurement of the factors we used direct survey variables in case of age and gender, 

and factor analysis in case of the other six. The original questions, their measurement, 

factor component matrices and KMO statistics can be found in Appendix 1. Although 

answers to the key construct questions were measured on a Likert scale, if a Likert scale 

is equidistant it behaves more like an interval-level measurement and therefore, can be 

viewed as an interval scale and used for factor analysis (see Carifio – Perla 2007). 

 

The operationalization methods of the Good State data collection did not allow us to build 

regression or structural equation model – common in the TAM literature – for the 

analysis. So to test the relationships between the potential influential factors and actual 

usage we used traditional association metrics and statistical tests to identify significant 

differences between online and offline e-government service users. Being aware of the 

limits of the measurement scales used in the data collection not only ANOVA-based mean 

tests, but also nonparametric Mann Whitney U test and median tests where employed to 

identify significant differences of distributions and medians. The limitations of the 

database is also the reason behind our decision that age, gender and experience were also 

be tested as potential influential factors and not as modifiers.  

 

Although the database served as a source of many limitations, but it was also 

advantageous from another point of view: it allowed us not only to test adoption factors 

of actual usage, but we could distinguish between informational and transaction level of 

e-government usage as well. In summary, the guiding research question of our study was: 

Which factors – presented in the technology acceptance literature – are associated with 

informational or transactional e-government service use in comparison to traditional 

forms of public service use concerning a wide range of B2C public administration 

services in Hungary? The research model is represented in Figure 2. 

 

4 Results  

 

A summary of our results is presented in Table 4 and Figure 2. We indicated all the 

connections, where we found statistically significant differences between mean or median 

values of online and offline users of administrative government services.  

 

The sample for construction affairs administration (11.) was too low to carry out in depth 

statistical analysis or find significant results – so in the further discussion we focus on the 

other eleven service areas.  
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Table 4: Results by government service areas where factor values for online users are 

significantly higher than factor values for offline users 

 (*: p<0.05, **: p<0.01, bold: difference in factor is larger than 25% of the range of its 

value) 

 

 
 

Government service areas

Information online Transaction online

1. Income tax administration Effort expectancy*, Trust of 

internet**, Facilitating 

conditions**, Experience**, 

Habit**

Effort expectancy**, Trust of 

internet**, Trust of 

government*, Facilitating 

conditions**, Experience**, 

Habit**

2. Tax administration at municipalities Facilitating conditions**, Habit* Trust of internet**, Facilitating 

conditions**, Habit**

3. Other tax administration at the national tax and 

customs administration agency

Effort expectancy*, Trust of 

government**, Facilitating 

conditions**, Habit**

Effort expectancy**, 

Experience*, Habit**

4. Administration of government issued documents Effort expectancy*, Trust of 

internet**, Trust of 

government**,  Facilitating 

conditions**, Experience**, 

Habit**, Age*

Effort expectancy**, Trust of 

internet**, Facilitating 

conditions**, Experience**, 

Habit**

5. Family support administration Trust of internet**, Facilitating 

conditions**, Habit**, 

Trust of internet**, Facilitating 

conditions**, Experience**, 

Habit**

6. Health insurance administration Trust of internet**, Facilitating 

conditions**, Experience**, 

Habit*

Trust of internet*, Facilitating 

conditions*, Experience*, 

Habit**

7. Unemployment administration Trust of internet**, Habit* Experience*, Habit**

8. Social benefits administration Trust of internet**, Facilitating 

conditions**, Habit**

Facilitating conditions**, 

Experience**, Habit**

9. Pension insurance administration Trust of internet**, Facilitating 

conditions**, Experience**, 

Habit*, Gender*

Trust of internet*, Trust of 

government*, Facilitating 

conditions**, Experience*, 

Habit**

10. Land registry administration Trust of internet*, Facilitating 

conditions**, Experience*, 

Habit**

 Facilitating conditions**,  

Habit*

11. Administration of construction affairs - -

12. Motor vehicle administration Effort expectancy*, Trust of 

internet**,  Experience**, 

Habit*

Effort expectancy*, Trust of 

internet**, Facilitating 

conditions**, Experience**, 

Habit**

Adoption factors found significant
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Figure 2: Model Results 

(the identification  number of the government service area – see numbered list in Table 3 – 

is indicated above the arrows where factor values for online users are significantly higher 

than factor values for offline users, *: p<0.05, **: p<0.01) 

 

We see that the most common relationships related to informational e-government usage 

are with habit, facilitating conditions and internet trust: the level of these factors was 

significantly higher for online users than for offline ones in at least nine of the eleven 

observed service areas. These factors are similarly important in case of e-government 

transactions as well, although here the level of experience is also significantly higher for 

online users. On the other hand, trust in the government, age or gender does not seem to 
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differentiate between citizens using e-government services and citizens that are choosing 

offline administrative options (only in some rare, specific service areas).  

 

5 Discussion 

 

Concerning the original factors of TAM our results seem to be less decisive. The effect 

of performance expectancy was not measurable based on our database and effort 

expectancy seems to be an important determinant in only four out of the eleven Hungarian 

e-government service areas. These areas are: income and other tax administration, 

government issued document and motor vehicle administration – most of these being the 

larger subsamples and still showing significant relationships only at p<0.05 levels. So 

effort expectancy seems not to be the main factor behind Hungarian citizens’ decision of 

using online or offline e-government platforms. One of the reasons behind this result 

could be that we tested effects on actual e-government usage only, and not on behavioural 

intention – while according to the original TAM, effort expectancy has a direct effect on 

intent to use and not on actual usage. 

 

If we look at the extended UTAUT2 factors we see more significant results. Habit seems 

to be the most important differentiator between offline and online usage in all e-

government service areas. The relationship with habit is significant in all 22 cases (all 11 

analysed service areas, regarding both online information and transaction), and in 17 

instances the level of habit for online users is more than 25% higher than others (as a 

percentage of the range of this variable). We conceptualized habit as prior behaviour (Kim 

– Malhotra 2005), so our results suggest that prior general administrative behaviour and 

platform choices influence electronic government adoption of Hungarian citizens the 

most. Habit has been one of the two factors in UTAUT2 with assumed direct effect on 

actual usage – this direct effect has been found significant originally by Venkatesh et al 

(2012) and in case of e-government usage here as well.  

 

The other factor of UTAUT2 (and UTAUT) with hypothesised direct effect on usage is 

the factor of facilitating conditions. Facilitating conditions – measured by the accessibility 

of devices and internet connection – was the second most important factor in our study of 

Hungarian e-government adoption as well: found significant in 18 out of 22 cases. 

According to a study of the Hungarian Central Statistical Office (2015) 76% of adult 

Hungarian citizens are using computers and the internet – only 1-2% less than the 

European average (although some differences between rural areas might still exist; Csótó 

– Herdon, 2008). This means that the significant effect of facilitating conditions for some 

citizens is not caused by a nationwide lagging of ICT penetration. The generally high 

level of connectivity might also be a reason why there is a significant but never above 

25% difference in the value of the facilitating conditions factor when comparing online 

and offline government service users. 

 

We mentioned that internet and government trust are frequent extensions of the 

TAM/UTAUT in e-government literature. The phenomenon that only internet trust has a 

significant effect on e-government adoption is also not uncommon. Trust in the 

government seemed not to be a significant influencer of adoption in international studies 
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(e.g. Powell et al. 2012) or in other Hungarian studies (NEMESLAKI et al. 2016) – and that 

is what we see in our case as well. Examining a broad spectrum of e-government areas 

we found a statistically significant relationship between citizens’ trust in the government 

and e-government adoption only in four cases. Interestingly enough three of these cases 

are tax and pension related transactions, which have serious financial components – these 

seem to be the cases where higher level of government trust leads to more online 

transactions. 

 

Conversely, trust in the internet seems to have a significant effect in a wide range of 

Hungarian e-government areas (in 16 analysed cases). In 8 instances the trust level of 

online government service users is above 25% higher than the offline ones. This is not 

entirely surprising in Hungarian context, as the low level of internet trust among 

Hungarians was one of the factors why Hungary lagged behind in terms of e-commerce 

and especially e-payment market developments (e.g. Aranyossy – Juhász 2013; Fehér – 

Varga 2017). Concerning Hungarians’ e-voting attitude Nemeslaki et al. (2016) found 

that internet trust is the second most important factor, and the statistical data collection of 

HCSO (2015) also stated that 11% of Hungarian citizens are not using e-government 

transactions because they do not trust the systems enough to give their personal data. Our 

results also confirm this important role of trust in the internet in Hungarian e-government 

adoption.  

 

Although we handled the variables of age, gender and experience differently than the 

original UTAUT2 by analysing them as factors and not moderators, our results here are 

also noteworthy. While based on our analysis the age and gender of the citizens are not 

differentiating factors in terms of administrative channel choice (offline vs. online) – 

experience is. Citizens choosing six of the informational and nine of the transactional e-

government services have significantly higher level of experience in other, non-

governmental online transactions than offline citizens. This also suggests, that experience 

is more important when citizens have to choose a transactional channel, and less for 

collecting information online – so to administer online people rely more on prior 

experiences of e-transactions.  

 

6 Conclusions, limitations and implications for theory and practice 

 

In this paper we tested six factors of the UTAUT2 model extended with trust to analyse 

e-government adoption on a large Hungarian sample. One of the novelties of our research 

was that we examined factors of actual e-government usage and not only the behavioural 

intent. Also the robustness of our findings is increased by the fact that not only one but 

eleven, a near total spectrum of Hungarian G2C administration service areas were 

examined. We found that the key factors differentiating e-government users are habit, 

trust in the internet and facilitating conditions, while in case of online transactions prior 

e-commerce experience is also important.  

 

Practitioners might also be interested in some of the detailed results of analysis on the 

level of the eleven individual government service areas. The service with the highest 

proportion of online users (27% vs. the average 9,6%) was income tax administration. 
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This is not surprising knowing that the Hungarian tax authority informs about the 

possibilities of the online income tax administration option every citizen yearly, strongly 

arguing for the usage of the online platform. Also, at the beginning of 2017 a new income 

tax administration service was launched making the tax declaration process faster and 

easier and the usage of the platform more user friendly. While the Hungarian online 

income tax administration platform seems to be a success it is still true that all of the 

examined factors except for age and gender show a significant effect on adoption (see 

Appendix 2), so there are still possibilities to increase the number of online users by 

influencing citizens’ internet trust or facilitating conditions for example.  

 

On the other hand, the most frequently used administrative service seems to be the 

administration of government issued documents: more than 41% of the citizens had to 

deal with this process. While many people search for information online regarding this 

process only 6% of them chose online transactional options. This gives the government 

an opportunity to have a significant impact on e-government penetration based – partly – 

on our results as well: by influencing effort expectancy, trust of internet, facilitating 

conditions, experience or even habit if possible.  

 

Methodological limitations of our study could also guide future research. A more model-

specific data collection method – including direct questions regarding performance 

expectancy and more detailed Likert-scales to measure – would have supported more 

complex analysis, potentially even with PLS method. On the other hand our data and 

analysis could be used to draw more in depth conclusions regarding the individual e-

government areas – the length of this paper did not allow the publication of these details.  
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Appendix 

Good State Public Administration Opinion Survey – selected questions, measurements 

and results of the factor analyses 

 
 

Code Question Measurement Factor 

Component 

Matrix

USAGE

K25. During the last three years – 2014-15-16 – did you have to deal

with any of the following public administration matters? 

binary variables: YES – NO

K25-26-27-28.1. Income tax administration

K25-26-27-28.2. Tax administration at municipalities

K25-26-27-28.3. Other tax administration at the national tax and customs

administration agency

K25-26-27-28.4. Administration of government issued documents

K25-26-27-28.5. Family support administration

K25-26-27-28.6. Health insurance administration

K25-26-27-28.7. Unemployment administration

K25-26-27-28.8. Social benefits administration

K25-26-27-28.9. Pension insurance administration

K25-26-27-28.10.Land registry administration

K25-26-27-28.11.Administration of construction affairs

K25-26-27-28.12.Motor vehicle administration

K26. If yes: Did you administer it yourself? binary variables: YES – NO

K27. If yes: What channels of information did you use before starting

the administrative process? 1. personal customer service 2.

telephone 3. e-mail 4. website 5. none 

binary variables: YES – NO

K28. Did you use the following channels as part of the administrative

process? 1. personal customer service 2. telephone customer

service 3. online service or application 4. postal service 5.

other 

binary variables: YES – NO

EFFORT EXPECTANCY Factor analysis of the following variable (KMO: 0.740)

K6.1 It is characteristic of me that I start an online administration

process, but I get stuck and I quit. 

Likert scale: 1-perfectly true …. 4-not true at all 0.948

K6.2 It is characteristic of me that I start an online administration

process, but I do not finish in time and I quit. 

Likert scale: 1-perfectly true …. 4-not true at all 0.947

K6.3 It is characteristic of me that in an online administration process I

can only partially arrange what I want to. 

Likert scale: 1-perfectly true …. 4-not true at all 0.903

K6.8 I find it easy to orient myself on the websites where I have to

administer.  

Likert scale: 4-perfectly true …. 1-not true at all 0.138

TRUST OF INTERNET Factor analysis of the following variable (KMO: 0.806)

K6.4 I never give my bank account data while shopping online. Likert scale: 1-perfectly true …. 4-not true at all 0.807

K6.5 I do not register on online platforms till I have to. Likert scale: 1-perfectly true …. 4-not true at all 0.843

K6.6 I am averse from giving my personal information on the internet. Likert scale: 1-perfectly true …. 4-not true at all 0.891

K6.7 There are some personal data of mine which I would not give even

while registering on state organisations’ websites. 

Likert scale: 1-perfectly true …. 4-not true at all 0.789

TRUST OF GOVERNMENT Factor analysis of the following variable (KMO: 0.769)

K9.1 If the state registers our real estates, motor vehicles, their

property rights are insured. 

Likert scale: 4-perfectly true …. 1-not true at all 0.660

K9.3 Without official documents we would not be able to enter into

contracts, sign on for jobs. 

Likert scale: 4-perfectly true …. 1-not true at all 0.449

K9.8 Public administration is necessary to care for pensioners and the

ones in need. 

Likert scale: 4-perfectly true …. 1-not true at all 0.678

K9.9 State care actually comes to those who are entitled to it. Likert scale: 4-perfectly true …. 1-not true at all 0.633

K9.10 A country can be efficient only if it has an efficient public

administration. 

Likert scale: 4-perfectly true …. 1-not true at all 0.566

K9.11 The Hungarian public administration works efficiently. Likert scale: 4-perfectly true …. 1-not true at all 0.717

K23.2 State organisations protect are personal information properly. Likert scale: 4-perfectly true …. 1-not true at all 0.609
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Code Question Measurement Factor 

Component 

Matrix

FACILITATING CONDITIONS Factor analysis of the following variable (KMO: 0.675)

K17.1 How many personal computers are there in your household? Integer 0.520

K17.2 How many notebook/laptop/netbook are there in your household? Integer 0.688

K17.3 How many tablet are there in your household? Integer 0.632

K17.5 How many smart phone are there in your household? Integer 0.831

K1. How many internet connections are there in your household? Integer 0.792

EXPERIENCE Factor analysis of the following variable (KMO: 0.810)

K5 How often do you do the following activities? Likert scale: 1 – never …. 4 – almost every day

K5.1 searching online 0.599 

K5.2 reading news online 0.551 

K5.3 e-mail 0.676

K5.4 online messaging 0.571 

K5.5 using social media platforms 0.432 

K5.6 making online phone calls 0.626 

K5.7 e-learning 0.598 

K5.8 working online 0.580 

K5.9 shopping online 0.675

K5.10 selling online 0.565 

K5.11 online banking 0.630 

HABIT Factor analysis of the following variable (KMO: 0.701)

K15.13 If possible I avoid dealing with administration online. Likert scale: 1-perfectly true …. 4-not true at all 0.860

K15.14 I prefer dealing with administration in person than online.  Likert scale: 1-perfectly true …. 4-not true at all 0.839

K15.15 I prefer dealing with administration online than on the phone.  Likert scale: 4-perfectly true …. 1-not true at all 0.818

AGE

D6. Please give the year of your birth From this transformed: Age in years – String

GENDER

D5. Responder’s gender binary variable: male – female
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Appendix 2 

 

 

 

1. PERSONAL INCOME TAX ADMINISTRATION 

(ANOVA, significant mean differences, * p<0.05; ** p<0.01) 

 

 

no yes no yes

n 296 (81%) 71 (19%) 267 (73%) 101 (27%)

Effort expectancy   -0.025* 0.245*   -0.026** 0.324**

Trust of internet   -0.037** 0.452**   -0.125** 0.495**

Trust of government  -0.094 0.043   -0.080* 0.188*

Facilitating conditions 0.278** 0.702** 0.184** 0.766**

Experience 0.143** 0.797**   -0.005** 0.941**

Habit   -0.095** 0.809**   -0.263** 1.015**

Age

Gender

no significant relationships

no significant relationships

FACTORS 

INFLUENCING USAGE
online information online transaction

4. ADMINISTRATION OF GOVERNMENT ISSUED DOCUMENTS 

(ANOVA, significant mean differences, * p<0.05; ** p<0.01 

Nonparametric Mann Whitney U test (p<0.05), significant distribution differences with bold) 

 

no yes no yes

n 815 (84%) 150 (16%) 972 (94%) 59 (6%)

Effort expectancy   -0.026** 0.307**   -0.002** 0.366**

Trust of internet   -0.052** 0.571** 0.039** 0.572**

Trust of government   -0.121** 0.192**  -0.098 0.114

Facilitating conditions 0.141** 0.786** 0.183** 0.816**

Experience   -0.016** 0.650** 0.048** 0.873**

Habit   -0.179** 1.001**   -0.017** 1.108**

Age 44 years 42 years

Gender

no significant 

relationships

no significant relationships

FACTORS 

INFLUENCING USAGE
online information online transaction
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1 Introduction 

 

Field-based case studies are uniquely suited to exploring complex challenges 

organizations face in adopting and implementing emerging technologies (Eisenhardt 

1989). We propose that real discussion cases, developed from rigorously-researched 

field- based case studies, can trigger useful scholarly discourse. Because case discussants 

can interpret real cases richly, holistically, and freely, discussions can help the researcher 

appreciate new perspectives on study findings, particularly if disscussants vary in their 

backgrounds, experience, and other dimensions. New perspectives, in turn, may help the 

researcher identify useful new questions for further study. Thus, when real cases are 

critiqued through discussions among scholars and with practitioners, scholars should 

develop ideas that lead to stronger theories. 

 

To advance this argument, we present an extreme-case study which examined the work 

and research practices of an exceptionally impactful scholar in a non-IT domain: 

Sumantra Ghoshal. As explained in Yin (2018) and Mills et al. (2010) an extreme-case 

study is an appropriate research method if the objective is to learn from a rare or unusually 

positive or negative example. In a 20-year academic career (1985-2004) Ghoshal 

published more than 70 papers, 12 books, and 36 (or more) discussion cases1 before his 

death at age 55 in 2004. One of the most influential management scholars of the 20th 

century (Rugman 2002), Ghoshal is best known for conceptualizing the multinational 

corporation (MNC) as an inter-organizational network confronting the dual challenges of 

integration and differentiation (first articulated by Lawrence and Lorsch, 1967 as intra-

organizational challenges). Later, Ghoshal's papers considered why human resources 

management practices were not keeping pace with socio-economic and technical forces. 

He also published much-cited critiques of rational-actor management theories which, he 

asserted, harm both business education and management practice (Ghoshal 2005). 

 

In 2010 the Sumantra Ghoshal Conference was established at London Business School 

(LBS) in his honor; its annual Ghoshal Award for Research Relevance and Rigour has 

gone to Kathleen Eisenhardt, Michael Tushman, Ranjay Gulati, David Teece, Robert 

Sutton, Ron Adner, Laurence Capron, and Amy Edmondson. 

 

Thus, the extreme case of Sumantra Ghoshal is that of a scholar who made an 

exceptionally strong impact on the field of international management, as well as more 

generally on theories of management, leadership, and organization design and business 

education. His documented enthusiasm for translating field-based case studies into both 

scholarly publications and practitioner publications – including real discussion cases -- 

provides an opportunity for us to consider whether and how case research and discussion 

cases influence research outputs and practices. In this paper we show that Ghoshal's case 

research was complemented by vigorous case discussions with co-authors, business 

leaders, and students. Consistent with ideas advanced by Vermeulen (2007), we contend 

that case discussions were important to a virtuous cycle of communication that improved 

both the relevance and rigor of his research. The extreme-case study evidence presented 

here supports our proposition that real discussion cases can trigger a process of mutually-

informing collaboration among scholars and practitioners. 
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In this paper, we first define and discuss foundation concepts: discourse, case research, 

complex IT challenges. Next, we report on our extreme-case study (of Ghoshal as an 

extreme case of exemplary double-impact research). After discussing how cases informed 

Ghoshal's work, we consider implications for research on digital transformation. We 

conclude with a broader consideration of how rigorously researched real discussion cases 

contribute to theories addressing complex IT challenges. 

 

2  Foundation Concepts: Discourse, Complex IT Challenges, and Discussion 

Cases 

 

2.1 Discourse 

 

Ideas are socially constructed in discourse among an “invisible college” of scholars 

(Paisley 1972), within and across disciplinary and geographic boundaries. Impactful 

research may contribute to the invisible college, to practice, or to both, and scholarly 

research and teaching can be synergistic: “Theory surely leads to practice, but practice also 

leads to theory. Teaching, at its best, shapes both research and practice. …” (Boyer 1990, 

p. 16). Vermuelen (2007) proposes that two communication loops help a scholar produce 

rigorous and relevant work (Figure 1). Consistent with this view, Tushman and O’Reilly 

(2007) report that doing case interviews and discussing real cases in executive programs 

are mutually-reinforcing activities. 

 

Thus, a real discussion case can trigger virtuous cycles of reflection and feedback. While 

Figure 1 emphasizes executive education discussions, we propose a broader view of the 

Relevance communication loop: case discussion with undergraduate or MBA students, 

PhD students, colleagues, and/or people in various jobs at various levels in various 

industries may give a researcher new ideas that trigger new studies in the Rigor 

communication loop.  

 

Figure 1: Loops of Communication (Vermeulen 2007, p. 757) 

  



50 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

J. L. Gogan & D. M. Murungi: Studying Complex IT Challenges? Discuss Real Cases 

 

Vermeulen’s rigor-relevance communication loops are supported by discourse theory, 

which explains how arguments are translated from one domain to another. 

“Argumentation” -- broadly construed as a way to justify knowledge claims (Habermas 

1984; Toulmin 2003) – is categorized in two complementary types: Dialectical and 

Rhetorical (Hohman 2000; Leff 2002). Dialectical argumentation, corresponding to 

Vermeulen’s Rigor communication loop, is an abstract and structured form of 

propositional logic that tests arguments by applying formal rules (Rowland 1987). 

Rhetorical argumentation, corresponding to Vermeulen's Relevance loop, tests the 

plausibility of a proposition relative to a particular audience, rather than in relation to 

alternative propositions (Jacobs 2000). Some theorists view the two forms of argument 

as antagonistic, since the tendency of dialectical argument is to transcend, while the 

tendency of rhetorical argument is to situate (Leff 2002). Aristotle saw the two forms of 

argument as complementary. He argued that rhetoric is the necessary counterpart of 

dialectic, since rhetoric is needed to defend decisions (you may be right, but you still need 

to convince others (in Krabbe 2000). Leff (2002) also sees rhetoric and dialectic as 

complementary, in that dialectic depends on rhetoric to “close and define the situations in 

which it can operate.” In this view, rhetoric can provide provisional, local closure when 

conclusive agreements are not reached through inference. However, the addition of 

dialectical rationality to an argument helps achieve the goal of effective persuasion. 

 

In the IS subfield of systems design and development, Peter Checkland's engaged 

scholarship (action research) resonates in ways similar to Vermeulen's Loops of 

Communication, particularly in the Inquiring Learning Cycle of SSM (Checkland 1999, 

p. A9). He states optimistically that “as long as the interaction between the rhetoric and 

the experienced 'reality' is the subject of conscious and continual reflection, there is a good 

chance of recognizing and pinning down the learning which has occurred.” Yet, he 

cautions, “The process of learning by relating experiences to ideas is always both rich and 

confusing.” (Checkland 1999, p. A7). The field of IS is grateful that Checkland and 

colleagues did not give up; their ability to rethink classic systems engineering 

methodology led to the important “distinction between 'hard' and 'soft' systems thinking”: 

the world may be 'hard' but the essential 'process of inquiry' is the 'soft' and all-important 

'learning system' (Checkland, 1999, p A7) 

 

2.2 Complexity and Case Research 

 

Complex problems (and especially-complex “wicked” problems) arise in many contexts, 

including government policymaking (Nickerson and Sanders 2014), corporate strategy 

(Camillus (2008 and 2016), software development (DeGrace and Stahl 1990), and other 

domains (e.g., Conklin 2005; Ritchey 2011). A wicked problem is “a social or cultural 

problem… that is difficult or impossible to solve for as many as four reasons: 

 

1) incomplete or contradictory knowledge, 

2) the number of people and opinions involved, 

3) the large economic burden, and 

4) [being] interconnected … with other problems.” (Kolko 2012) 
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Methods of engaged scholarship, including action research (Checkland 1999) and case 

research (the topic of this paper) are well suited to the study of complex problems, 

including emerging-IT challenges. Several recent case studies show the benefit of using 

case research to study complex emerging-IT challenges: 

 

 A recent multiple-case study aimed to understand how “big old” companies 

achieve digital transformation. That study homed in on two key capabilities: 

building and continuously improving an organization's “operational backbone” 

for highly reliable systems and data, and building and refining a flexible and 

responsive “digital services platform” (Sebastian et al., 2017). 

 Another multiple-case study (Ma and McGroarty 2017) considered how three 

disruptive technologies – high- frequency trading, social network analytics and 

smart mobile applications – change financial markets and introduce important 

societal implications. Their case findings demonstrate that while innovations led 

to improvements (e.g., harnessing crowd wisdom, leading traders to produce 

more accurate price estimates) the increased transaction velocity gave rise to 

new or exacerbated challenges (e.g., misinformation due to complex information 

networks, speculative trading behavior, increased market volatility). 

 An ethnographic case study (Niemimaa and Niemimaa 2017) investigated how 

universal best-practice prescriptions for information systems security are 

translated into actual organizational practices. While the literature had shown 

that best practices should be contextualized, little was known about how 

organizations actually translate these into situated practice. This case study both 

illuminates important translational mechanisms and reveals hurdles which an 

organization faced during this translation process. 

 

Case researchers disseminate their findings via three routes: scholarly journals (e.g. EJIS, 

MISQ), practitioner outlets (e.g., MISQe, Harvard Business Review), and discussion cases 

(distributed by CaseCentre, HBS Publishing and others). We argue that these varied 

publication outlets make it possible for case researchers to produce stronger and more 

useful theories about complex IT challenges, by triggering discourse among scholars, 

practitioners and future leaders (e.g., MBA students). Real discussion cases are 

particularly well suited to this process, as we discuss next. 

 

2.3 Discussion Cases 

 

An ideal high-quality real discussion case (per Naumes and Naumes 2012) is based on 

primary data gathered in the field (via interviews and observation, data from an 

organization’s web site, annual reports, internal memoranda, etc.). The case provides 

truthful evidence about multiple facets of a focal situation (that is, it is real). It takes the 

point of view of a particular protagonist at a point in time and (if written well) it has a 

story-like tone that helps readers empathize with the protagonist. Skilled case discussion 

facilitators encourage discussants to “stand in the shoes” of this manager at this 

organization, facing this particular challenge. The problem the manager faces “has not 

yet been solved, and may even remain to be identified” (Naumes and Naumes, 2012 p. 

33). As is true of most complex problems, there is no single “right” answer, and the 
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discussion case does not explicitly state the author's interpretation (thus freeing 

discussants to offer their interpretations). In discussion, participants usually come to 

appreciate facets they did not consider during individual case preparation (Andersen and 

Schiano 2014).  

 

These characteristics make the preparation of a real discussion case a useful (maybe 

optimal) early step in a program of research on a complex emerging-IT problem. Emerging 

IT challenges involve equivocal technologies: IT appplications for which “information is 

incomplete, hyperbolic, or highly ambiguous” (Berente et al. 2011). Most emerging IT 

challenges are equivocal because of the essential flexibility of software; its potential is 

limited primarily by the imagination and skill of its developers. Similarly, the potential 

of a flexible IT-enabled platform is limited primarily by the imagination and skills of its 

end users. Consider the many emergent forms that an Excel spreadsheet or Word 

document (examples of end-user platforms) can take through use. ERP and other 

enterprise and inter-enterprise software may be tightly restrictive, but other IT platforms 

offer great flexibility -- so much so that Cash et al. (2008) observe that every IT 

organization faces a continual challenge of effectively managing known technologies and 

applications (with low or manageable equivocality), while exploring a continuous stream 

of new equivocal technologies (via separate processes, structures and controls that are 

conducive to experimentation). 

 

Relevant individual and collective sensemaking about equivocal technologies is 

supported by collective discourse, in which varied interpretations of use and value are 

aired. Reporting on a case study of sensemaking in a virtual world (Second Life), Berente 

et al. (2011, p. 705) concluded: “From rational argumentation around conceptual 

capabilities to the metaphorical association with earlier waves of innovation, individuals 

draw upon a rich tapestry of sensemaking strategies to confront the equivocality that they 

encounter. ” 

 

Having laid out our arguments for the importance of discourse for making sense of 

equivocal technologies in general, and for how real discussion cases support flexible 

sensemaking that may improve theory, we next report on the extreme case of an 

exemplary double-impact researcher: Sumantra Ghoshal. Our findings will reveal how 

real discussion cases support the dual communication loops of rigor and relevance (or of 

dialectic and rhetoric).  

 

3 The Extreme Case of Sumantra Ghoshal 

 

3.1 Case Study Overview 

 

This study is part of a broader investigation of how exemplary double-impact scholars in 

several management disciplines use case studies to investigate complex problems. Our 

investigation began with an exploratory single-case study, in which we  examined the 

extreme case of an influential international management scholar (Sumantra Ghoshal's 

home discipline was management, not IS management). We drew primarily on archival 

sources (his papers, discussion cases, and books, as well as presentations, articles and 
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books about him). We also conducted a one-hour telephone interview with his main 

collaborator, Christopher Bartlett, who co-authored four books and ten Financial Times 

(FT)50 journal publications with Ghoshal. 

 

Born in 1948 in Calcutta, Ghoshal studied physics at Delhi University, and worked for 

Indian Oil for about a decade, before moving to the United States to pursue graduate 

studies. His MIT Master’s thesis (1983) asked 32 US managers in Fortune 500 

multinational corporations (MNCs) about their external information needs. Similar to 

Aguilar (1967) Ghoshal reported that competitive and market information were important 

to these managers; however, respondents’ rankings of other factors differed from prior 

studies. Ghoshal built on this initial work while earning two doctorates: a PhD from MIT 

in 1985 and a DBA from Harvard in 1986. His rise was meteoric. His scholarly career 

began at INSEAD in 1985 and he also was founding dean of IBS- Hyderabad. He joined 

the LBS faculty in 1994 and remained at LBS until his death in 2004. Our case study time 

period covers his doctoral studies until his death. Exhibit 1 summarizes Ghoshal's work 

over his two-decade scholarly career. His Top Ten most highly-cited journal publications 

for his career (four with Bartlett) yielded more than 38,800 citations. 

 

3.1 Sumantra Ghoshal's Two-Decade Scholarly Career, 1985-1995 

 

Our purpose is to elucidate how Ghoshal successfully blended rigorous case research, 

story-like discussion cases, and practitioner articles and books, leading to strong and 

useful new theories of international management. However, this section should not be 

approached as a literature review, since our purpose is to illustrate the value of conducting 

rigorous case research, producing discussion cases, and discussing them -- not to fully 

inform the reader about international management research. 

 

Ghoshal's MIT PhD dissertation reference list shows Ghoshal (1985) was influenced by 

many scholars in the “invisible college” (175 works cited). This was a multi-method study 

(surveys, cases, non-case interviews) of environmental scanning at both individual and 

organizational levels of analysis. It aimed to answer two questions: RQ1) What 

environmental, organizational, and individual attributes affect the way managers scan 

their business environments? RQ2) How might a firm organize the environmental 

scanning function? Ghoshal saw organizations as complex systems and noted that 

organizational complexity is second only to a “transcendent” level of complexity in 

general systems theory (Boulding, 1956), similar to a wicked problem (Rittell and 

Webber 1973). To learn how managers allocated time to various informational tasks, 

Ghoshal surveyed 55 managers at six Korean global trading companies and 56 managers 

at 10 Korean manufacturers (similar to Mintzberg, 1978 and 1990). To learn why, he 

interviewed 36 managers in three Korean firms, and visited environmental scanning 

departments at two firms which each used a scanning methodology that was pioneered by 

a former Samsung employee. Ghoshal also reported in detail on a Samsung case study that, 

he stated, led him to believe that organizational capabilities are heavily affected by 

individual competencies/behaviors. This theme pervades much of his later work. 
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For his Harvard DBA Ghoshal worked under the supervision of Christopher Bartlett, who 

had already launched what would be a nine-case study in three industries and three 

countries (US, Europe, Japan): 

 

Electronics Telecom Packaged Goods 

GE ITT Unilever 

Philips Ericsson P&G 

Matsushita NEC Kao 

 

Bartlett’s project aimed to create teaching cases and a book for a new course, Managing 

International Business (MIB). “Everything we worked on showed up in that MIB course,” 

Bartlett told us. The nine cases (of which, the Matsushita case was led by Ghoshal) are the 

“core” of Managing Across Borders (Bartlett and Ghoshal 1989). Before being made 

available via HBS Publishing2, they were taught in a short executive education course and 

the MIB course, and described in three early practitioner publications (Ghoshal & Bartlett 

1986; Bartlett & Ghoshal 1987a and 1987b). By 1991, four discussion cases from their 

work were in the HBSP system: GE (391-144), Komatsu (390-037), Matsushita (388-

144), and P&G (384-139). 

 

Ghoshal’s DBA thesis (Ghoshal 1986) asked: “How can relations between the 

headquarters and subsidiaries of a large multinational corporation be organized so as to 

facilitate innovations in the company?” His study was conducted in three stages: 

1) 100 interviews on 38 innovation cases at Ericsson (Sweden), Matsushita (Japan), 

NEC (US), Philips (Netherlands). 

2) Surveys of 300 + managers at Matsushita, NEC, and Philips. 

3) Survey sent to 500 N American and European multinationals, with 65 responses. 

 

The case studies revealed four innovation processes (center-for-global, local-for-local, 

local-for-global, global-for-global) and three MNC subsidiary types: Innovator, 

Contributor, Implementer. Ghoshal (1986) stated: “The organizational factors that 

facilitate each process are not only different but mutually contradictory. Herein lies a key 

challenge for MNC managers: designing an organization that can facilitate all three 

innovation processes simultaneously. … Based on both case and survey research, a 

framework is developed to suggest a basis for differentiation in allocation of subsidiary 

roles and structuring of headquarters-subsidiary relations….” 

 

In the Acknowledgements section of his 1986 DBA thesis, Ghoshal's praise for his 

supervisor points to how their discussions helped him form and reform ideas. He stated: 

“Professor Christopher Bartlett, the chairman of my thesis committee, must share both 

credit and discredit for this thesis, not only because of his personal involvement with the 

research ... but also because of his overall influence on the ways in which I have come to 

think about the task of business administration in general, and about management of 

multinationals, in particular. … Many of the ideas and concepts presented in this report 

arose in the course of many, many hours of discussions with him in the lobbies of strange 

hotels in three continents, in deserted class rooms of Aldrich and Cotting, and in 

overcrowded airplanes. …” 
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The thesis, centered on the 38 cases in four companies (an embedded-cases study design), 

launched both his career and Bartlett's. Together, they published 16 case-infused journal 

publications by 1995. Meanwhile, Ghoshal authored seven other case-infused FT-50 

publications and 14 discussion cases (alone or with other co-authors) by 1995. In the 

second decade of his career Ghoshal produced another five scholarly FT50 papers (none 

with Bartlett), 11 practitioner papers (seven with Bartlett), 20 real discussion cases (none 

with Bartlett, who produced 36 other cases during the same time3), and nine books with 

six sets of co-authors (some with Bartlett, including new editions of books). 

 

Ghoshal's view of organizations as complex social systems was strongly linked to his 

belief in the value of case research, both in terms of the data gathered in each case study 

and discussions about them with students and colleagues. In a paper published the year 

after he died, Ghoshal urged business schools to embrace Boyer’s recommendations for 

pluralistic scholarship4: “We need to … reengage with the scholarship of integration, 

application and pedagogy to build management theories that are broader and richer than the 

reductionist and partial theories we have been developing over the last 30 years.” 

(Ghoshal, 2005, p. 87). In this paper he cites Friedrich von Hayek's 1989 Nobel Memorial 

Lecture, in which Hayek asserted that a dangerous “pretense of knowledge” is often 

produced when positivist “scientific” methods are applied to complex social phenomena 

(such as institutional change). Physical systems, Hayek explained, operate independent of 

research; the earth is round and gravity exerts its pull regardless of what or how we think 

about these phenomena. Thus, Hayek asserted, positivist research on a physical 

phenomenon can change our understanding but does not change the phenomenon. In 

contrast, when positivist research is applied to a social phenomenon, people who believe 

the resulting theory may change their actions based on it – in turn, changing the 

phenomenon. Ghoshal urged management scholars to “temper the pretense of 

knowledge” through engaged scholarship, including through conducting and discussing 

rigorous field-based case studies (Ghoshal 2005, p. 87). 

 

3.3 Christopher Bartlett Reflecting on his Research Collaboration with 

Sumantra Ghoshal 

 

A conference presentation or journal publication can trigger a useful discussion about a 

complex phenomenon, and, we suggest, another valuable way to trigger useful scholarly 

discussion is to prepare real discussion cases as part of one's program of case research. 

Our extreme-case study of Ghoshal, an extraordinarily impactful scholar in the field of 

international management, reveals that case discussion among scholars and with leaders, 

managers, and business students can yield useful insights about a complex problem, 

which in turn can improve theory or generate new theory.  

 

Christopher Bartlett, who has produced 74 real discussion cases in his career so far (most 

recently in 2017) also believes cases trigger fruitful conversations that improve theory. In 

2007 Bartlett gave a talk at the inaugural Sumantra Ghoshal Conference at London 

Business School. A summary and commentary about this talk (Rynes 2007) restated 

Bartlett's view that Ghoshal exemplified several characteristics important to engaged 

scholarship, including “1) A commitment to field research, built on a profound respect for 



56 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

J. L. Gogan & D. M. Murungi: Studying Complex IT Challenges? Discuss Real Cases 

 

practitioners. 2) Engagement and ongoing dialog with practitioners … 3) Teaching and 

research as interdependent activities, with teaching cases being the first output of field 

research.” 

 

We conducted a telephone interview with Bartlett, in fall 2017. Asked to reflect on his 

collaboration with Ghoshal, he stated: “Case research, teaching, and publications are 

tightly bound and closely intertwined. I’ve always thought of a three-legged stool: 

academically engaging plus managerially engaging plus pedagogically engaging. All 

three are always an explicit part of the case research engagement.” Bartlett’s first 

publications with Ghoshal were “driven by both our three-industry research design and 

the ability to come into the MBA and executive classrooms with cases. Also, we were 

doing a lot of outside consulting activity. ...We were not, at first, led by a strong 

conceptual model in this research…” 

 

Bartlett described their collaboration: “We beat each other up in discussions; pushing 

ideas back and forth. Out of these cases came a belief that a very different managerial 

model was developing at companies.” Discussions with students and with each other led 

Bartlett and Ghoshal to ideas discussed in their books and many of their journal 

publications. Bartlett stated, “I learned a huge amount from my MBA students. Discussing 

a case was a way to test ideas; students would push back. Executive Education 

participants would push back especially hard; they were quite a reality check on the ideas. 

... Sumantra and I could really push each other to go far deeper. ... It was intense ... yet we 

had such an easy rapport.” Their work practice was punctuated by energetic conversations: 

“I would take the lead on managerial articles; Sumantra would take the lead on the 

academic papers. Once a first draft was written, we would switch; I’d work on his, he’d 

work on mine. We beat each other up in the process, butting heads until we agreed we 

had a compelling story to tell. … It was a pretty constant ongoing collaboration.” 

 

All 20 papers that Bartlett published in the FT50 during his career were co-authored with 

Ghoshal (in addition, Ghoshal produced 16 other FT50 papers, alone or with others). 

 

4 Discussion and Implications for Research on Complex IT Challenges 

 

4.1 Main Findings from the Extreme Case of Sumantra Ghoshal 

 

Our extreme-case study of one scholar's work practices and influence illustrates how 

rigorous case research – and, importantly, real discussion cases produced from this 

research-- contribute to understanding complex challenges and to helping researchers 

identify plausible solutions and build better theories. Ghoshal and Bartlett produced many 

cases about international management, and discussing them was essential to developing 

their influential theories. We also observe that Ghoshal's extensive reference lists point 

to his respect for the “invisible college” (a form of asynchronous scholarly discourse). 

Cases were central to his work, but not the only tool in his kit. His respect for other research 

methods is evident in his other qualitative studies (questioning managers in similar jobs in 

many organizations) and quantitative studies (surveys).  
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Ghoshal's engaged scholarship helped him deeply understand the messy complexity of 

organizational life and to avoid Hayek's “pretense of knowledge.” Both his papers and 

discussion cases triggered important conversations about management and (later) 

management education (in his later years Ghoshal criticized managerial theories and 

teaching approaches that, he felt, over- emphasize analytic techniques and a rational-actor 

perspective, while underemphasizing behavioral and social aspects of organizational life). 

Evidence of his impact on theories that address complex challenges of global 

management is incontrovertible (nearly 40,000 citations to his Top Ten FT50 papers; see 

Appendix 1), as is the evidence (presented here) of how case research contributed to his 

(and Bartlett’s) thinking. 

 

Ghoshal's body of work, combined with Bartlett's description of their work practices, point 

to the potential that real discussion cases offer for helping managers and scholars avoid 

faddish discourse –in any managerial domain, including IS management. Based on the 

extreme case of impactful research described here, we propose that a program of research 

on a complex IT phenomenon should include some field-based case studies, from which 

it is helpful to produce some real discussion cases. 

 

4.2 Case Studies, Case Discussions and Discourse 

 

Case research demands cognitive flexibility. When evidence pointed in new directions, 

and/or when other scholars and practitioners offered alternative interpretations, Ghoshal 

looked in those directions. For example, an early paper (Ghoshal 1987) explained that 

strategic competencies and organizational structures for international operations vary, 

yielding three enterprise archetypes: multinational, global, international. Later, Ghoshal 

proposed that effective leaders of transnational enterprises master multinational, global, 

and international strategic competencies and structures (all of these, not just one). 

Importantly, this insight arose from discussing cases with his students and his main 

collaborator. Bartlett and Ghoshal had many vigorous and productive conversations, with 

each other and with MBA and executive students and other scholars. 

 

Case discussions often reveal new facets of a phenomenon. Discussants are encouraged 

to identify with the case protagonist and to recognize that there are usually several right 

answers (and also many wrong answers) to a complex situation. To some extent, 

discussants are free to focus on aspects that interest them and to argue why these matter. 

Conventional scholarly discussions (such as those triggered at conferences) can also 

produce helpful insights, but if these discussions are confined to small circles of interested 

scholars, diverse voices may not be mixed into the stew of ideas they stir. Discussing a 

case with students or practitioners can help a scholar see other facets. Thus, real 

discussion cases can play a useful role in triggering conversations that scholars have with 

other scholars and with business or public leaders, managers, and students. 

 

Addressing the problem of IT fads (unreasonable expectations and irrationally skewed 

perceptions of IT innovations), Hirschheim et al. (2012) argue that while scholarly 

analysis can validate reasonable claims about an innovation, the analysis can also help 

prevent detrimental “flighty” claims from taking off. However, lengthy peer review 
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processes delay publications, which in turn can delay the emergence of scholarly 

discussions about new IT phenomena. How to get scholars involved sufficiently early to 

influence the trajectory of a management fad? Hirscheim et al.'s answer: don't wait for 

the final journal publication; improve discourse by making fine-grained scholarly analysis 

available at an earlier stage in a program of research. That argument assumes that ideas 

flow from one scholar to another as we read each other's works. However, we caution that 

an important earlier study based on discourse analysis reported that only about 5% of 

papers that cited “Power, Politics and MIS Implementation (Markus 1984) had engaged 

with that study's central tenets. In its Conclusion section this paper glumly asked: “Does 

the IS discipline support a true and active dialogue around concrete research questions 

about phenomena of interest? Or are we just ships passing in the night, using selected 

referential spotlights to see the shape and direction of other vessels?” (Hansen et al. 2006, 

p. 419). We argue that real discussion cases might more quickly help scholars and 

practitioners jointly evaluate complex IT phenomena -- such as cognitive computing 

initiatives, digital transformation tactics, or rapidly changing cyber-attack practices and 

related incident response practices. For fast-moving topics like these, scholarly theorizing 

can greatly benefit when scholars and practitioners talk with each other about practices in 

the field. 

 

To study complex IT phenomena, curious scholars with complementary expertise and 

interests, who are skilled in various methods and theories, may produce very helpful case 

studies. Subsequently, when smart people from multiple theoretical and methodological 

perspectives argue vigorously about the cases, good ideas should emerge. Sumantra 

Ghoshal greatly valued his collaboration with Chris Bartlett, and Bartlett greatly 

appreciated how “butting heads” together produced great ideas. 

 

4.3 Study Limitations and Suggestions for Further Research 

 

Ghoshal’s scholarly journey leads us to believe that, for a program of research about a 

complex IT challenge, an optimal starting point is to conduct one or more rigorous field-

based case studies and to produce a few real discussion cases from these. However, our 

research has limitations. We conducted a single extreme-case study, whereas a more 

comprehensive embedded- cases study could use content analysis to trace specific 

Ghoshal ideas through his discussion cases, practitioner articles and scholarly papers 

(each stream of Ghoshal research would be treated as an embedded case). 

 

We have not yet deeply considered rival explanations. For example, could Ghoshal's strong 

impact be a function of his superior intelligence or superior ability to persuade, 

independent of his choice to conduct case research and his enthusiasm for discussion cases? 

Other rival explanations may emerge from further studies of how other exemplary scholars' 

ideas propagate and develop - such as by considering Kathleen Eisenhardt (first recipient 

of the Ghoshal Award), other recipients of that award, and various influential IS case 

researchers. Thus far, no IS researcher has received the Ghoshal award, so to identify 

exemplary dobule- impact scholars to study, it will be necessary to apply similar criteria 

as those which are used by the Ghoshal Award committee to identify influential 

researchers in other domains who exemplify both rigor and relevance. By studying other 
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influential scholars we will have an opportunity to learn to what extent conversations 

about real discussion cases help shape theory, compared with other forms of individual 

and collaborative sensemaking. 

 

One could also choose to study the contrasting case: research practices of influential 

management and IS scholars who never conduct case research. By examining how these 

scholars engage in individual and collaborative sensemaking, compared with case 

researchers, we might be able to home in on the unique contribution played by real 

discussion cases and also identify alternative mechanisms that support discourse which 

improves theory. We acknowledge that many influential scholars (and many good-

enough scholars) in the field of IS are neither case teachers nor case researchers. Surely 

other forms of discourse contribute to how scholarly ideas are aired and shaped and 

considered in terms of their potential to extend or build management theory or IT 

management theory. 

 

Another limitation arises from our choice to focus on an extreme case, from which we 

cannot easily generalize -- Ghoshal set a nearly-unattainable standard of research 

productivity and excellence, whereas most scholars produce far fewer papers and books, 

and with modest impacts. We also recognize that case research skill is honed with practice 

and tempered by the researcher's deep knowledge of his/her field and related business 

fields. Discussion leadership skill is also honed through practice and tempered by broad 

knowledge. So, a scholar who seeks to emulate Ghoshal's approach to research first needs 

to read deeply and widely, and to develop expertise in carrying out high quality field case 

research, and to become skilled at writing real discussion cases, and become skilled at 

facilitating case discussions. It may be useful to study the scholarly journeys of good (not 

great) case researchers, to learn whether and how good-enough case research produces 

ideas that benefit theory and practice, and whether extensive discussion involving 

participants from multiple occupations and representing mulitple perspectives is fruitful 

in this context. 

 

Prior studies that employed discourse analysis in social media and other IT-enabled 

contexts suggest opportunities for future research that would explore whether and how 

case discussions trigger theoretically-important ideas. For example, a three-case 

Wikipedia study of editing and written discussion on three topics -- Armenian Genocide, 

Ethanol Fuel, Intellectual Property - analyzed the findings in light of the Theory of 

Rational Discourse (Habermas 1984) and concluded that it is possible to design an 

information system that supports “the emancipatory objectives of critical social theory ... 

[by circumventing] much of the influence of relations of power and domination.” (Hansen 

et al. 2009). Examining how “software development team members achieve a level of 

understanding that allows them to work in parallel yet create interdependent components 

or modules that work together seamlessly” another study (Hansen and Rennecker 2010) 

sought to understand how hermeneutic interpretation takes shape through collaboration. 

Further building on prior work by Weick (1995) and Weick et al. (2005), a third study 

proposed that “individuals make sense of new information technologies through 

discourse.” It concluded: “In making sense of innovations, individuals present, negotiate 

and argue for a range of perspectives on the value of the emergent techology ... in a 
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sensemaking process ... ultimately influencing the adoption and evolution of a 

technology.” (Berente et al. 2011, p. 686). 

 

Just as the three studies described above captured peoples' arguments about new IT or IS 

work, an important next step in our program of research could be to conduct a study which 

analyzes transcripts of one or more recorded discussions (by MBA and/or executive 

participants) of real cases that address complex IT challenges. That study could examine 

the arguments advanced in discussions, in light of each argument's potential for extending 

or building relevant theory. Once this first step is taken (to verify that theoretically-

important ideas are aired and shaped in case discussions), a next step would be to conduct 

further studies to investigate whether, how, and to what extent ideas aired in case 

discussions actually do inform theorizing, and whether, how and to what extent the 

theorizing actually informs influential research on complex IT challenges. 

 

Based on one extreme-case study of an extraordinary scholar in the field of international 

management, we have argued for how discussion of rigorously-researched real cases may 

help IS scholars propose and improve theories addressing complex digital transformation 

challenges. We hope we have identified a way for the field of IS to avoid the fate of “ships 

passing in the night.” 
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Ghoshal. Bad management theories are destroying good management 
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* 

AoM 
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1 Introduction 

 

Business is subject to rapid change in technology, regulation, and customers and 

competitors behaviors. To sustain continued growth, to become more profitable or simply 

to survive, firms have to adapt their business logic. Since the advent of the Internet, the 

notion of Business Model (BM) and Business Model Innovation (BMI) gained a lot of 

attention in industry and academia. BMs describe the logic of how a company creates, 

delivers and captures value (Teece, 2010). As a means of renewal and adaptation to a 

changing market (Hartmann, Oriani, & Bateman, 2013), Business Model innovation has 

the potential to create competitive advantage (Magretta, 2002), can enhance value 

creation (Teece, 2010) and opportunity recognition (Guo, Tang, Su, & Katz, 2017) to 

exploit a market niche not addressed by competitors (C. Zott & Amit, 2007). Since 

performance improvement is at the heart of any firms, the contribution of BMI on 

performance has attracted more and more attention (Hartmann et al., 2013; Lambert & 

Davidson, 2013; Karimi & Walter, 2016). Although these studies have enriched 

knowledge on the link between BMI and performance, this line of research is still at an 

infant stage (Zott and Amit, 2013).  

 

Unlike innovation in product, service, and process, BMI requires fundamental changes in 

core components of the organization’s BM (Nair, Paulose, Palacios, & Tafur, 2013). BM 

Innovation (BMI)  is therefore associated with high risk and uncertainty also due to the 

possible turmoil and resistance in the organization (Yannopoulos, 2013). The best-

formulated BM may fail to lead to improved performance if not handled properly 

(Chesbrough, 2010; Knab & Rohrbeck, 2014). For instance, Christensen, Bartman, and 

Van Bever (2016) identified that more than 60% of BMI efforts did not deliver the 

expected improved performance.  

 

BMI does not automatically trigger impressive performance gains.  So far, most academic 

studies looked primarily at types and components of BMs and proposed a large number 

of distinct explanations of BM performance (Haggège, Gauthier, & Rüling, 2017). To 

date, we have no understanding of cause-effect relationships and mutual dependencies in 

the linkage between the BMI and firm performance (Methlie & Pedersen, 2008). BMI 

scholars, recently, have called for causal analyses of antecedences and effects of BM, for 

large-scale investigations and application of advanced methodologies  (Zott et al., 2011; 

Spieth et al., 2014; Clauss, 2016; Methlie & Pedersen, 2008). With the exception of some 

qualitative studies, there is little empirical research examining factors which influence the 

success of BMI initiatives in firms (Patrick Spieth et al., 2016). In the literature, the causal 

relation between BMI activities and firm higher performance remains unclear (Sebastian 

Knab, René Rohrbeck, 2014).  

 

In this study, we are not focused on the question of whether BMI has performance 

implications. This study attempts to address deeper questions about (1) ‘WHY’ and 

‘HOW’ BMI affects performance, i.e. researchers simply directly relate BMI to 

performance without understanding what is in between, and (2), ‘WHEN’ and under 

which conditions, the relationship between BMI and firm performance can be 
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strengthened. The first question leads to the need to understand mediators, and the second 

to understand moderators factors.  

Therefore, our objective is:  

 

to develop a conceptual framework that explains the complex mechanisms through 

which BMI influences firm performance.  

 

We contribute to existing Business Model literature in two ways. First, the proposed 

model considers mediating and moderating effects elucidate how managers can ensure 

that  BMI brings more benefits for the firms in terms of performance, and provides a 

conceptual foundation for practice and future research. Second, it helps practitioners to 

align their BMI efforts with firm’s strategy and daily operational activities by providing 

a big more concrete picture of what is going on in the firm.  

 

This paper is structured as follows: First, the literature on mediating factors between BMI 

and performance of the firm is shortly presented, followed by a discussion of our 

empirical constructs. Our research method is then described. Next, the conceptual model 

is presented. Finally, we draw conclusions, discuss limitations and come up with some 

suggestion for future research. 

 

2 Literature Review 

 

Business Model Innovation. A business model, which serves as a tool to analyze and 

communicate strategic choices (Lambert & Davidson, 2013; Shafer, Smith, & Linder, 

2005), is seen as a realized expression of strategy (Casadesus-Masanell & Ricart, 2010; 

Dahan, Doh, Oetzel, & Yaziji, 2010) and articulates how available resources can be used 

effectively, how costs can be reduced, and how new sources of revenues can be leveraged 

(Chesbrough, 2007). According to  Bock, Opsahl, George, and Gann, (2012), firms 

striving for a long-term performance need to innovate their BM. Moreover, the potential 

of technologies can often only be realized by using a new BM (Chesbrough & 

Rosenbloom, 2002). At a fundamental level, scholars and practitioners agree that the BM 

is vital to growth (Teece, 2010; Terrenghi, Schwarz, Legner, & Eisert, 2017), gain 

competitive advantage (Mitchell, 2003; Afuah, 2000), enhance long-term performance 

(Bock et al., 2012), and enable further innovation (Zott, 2011).  

 

Through BMI, a firm may be able to exploit a new market which is not addressed by its 

competitors and open up a niche market (Hartmann et al., 2013). However, BMI is a 

highly complicated and risky process with an uncertain outcome (Waldner, Poetz, 

Grimpe, & Eurich, 2015; Marc, Sosna; Rosa Nelly, Trevinyo-Rodriguez; Ramakrishna, 

2010; Chesbrough, 2010), because it necessitates experimentation (McGrath, 2010), 

managing conflicts, interaction with people on different level of expertise and modifying 

the ongoing process of BM (Latifi & Bouwman, 2017) and asks for specific leadership 

style (Smith, Binns, and Tushman, 2010). Hence, knowing how and when to innovate a 

BM is a serious challenge (Hartmann et al., 2013). 
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Firm Performance. Performance has been at the core of management thinking (Haggège 

et al., 2017), as performance directly affects the continuation of the firm, it became an 

essential concept in management research (Rauter, Jonker, & Baumgartner, 2017). 

Venkatraman and Ramanujam (1986) have pointed out that firm performance is a multi-

dimensional construct. They proposed three general levels of firm performance, i.e. 

financial performance, business performance and organisational effectiveness, each 

which their own indicators like for example return on assets (ROA) (Parker, 2000), 

growth, market share, diversification, and product development (Gray, 1997), and 

employees satisfaction, quality, and social responsibility (Rauter et al., 2017).  

 

Initial research model. Building on the short review and following Foss and Saebi 

(2016), we consider performance,  innovativeness, as outcomes. Moderators can be 

studied on a macro, or on a micro/firm level as depicted in figure 1. This model is 

elaborated upon based on a systematic literature review. 

Moderators
 Macro-Level

 Firm-Level

 Micro Level

BMI Outcomes

 
 

Figure 1: Initial Research Model adapted from Foss & Saebi (2016). 

 

 

3 Research Method 

 

A systematic literature review is based on replicable, scientific, and transparent process 

(Cook et al.,1997). Using such an approach researcher's potential bias will become 

explicit, effects of chance decrease, and the validity of data analysis will enhance (Reim, 

Panda, & Ortqvista, 2015). As mentioned, we were looking for finding out under which 

moderating and mediating mechanism BMIs has an effect on performance. Next, we 

made use of academic databases such as Web of Science, ABI/INFORMS, Science 

Direct, and Wiley Online Library. ‘Business model,’ ‘mediating,’ ‘moderating,’ and 

‘performance’ were used as keywords in search of databases. We did not set any 

limitations on papers’ publication date or types of documents. So we included journal 

papers, conference articles, working papers as well as book chapters. This search yielded 

115 publications considered to be relevant based on titles, abstract and keywords. 

Omitting duplications, these produced 97 unique citations.  
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In the third step, based on the abstracts, collected publications were screened for their 

match and correspondence with our research objective. We include papers based on the 

following criteria:  

 Are explicitly and empirically tested hypotheses about the relation between BMI 

and Business Performance by using a quantitative, empirical, analytical 

approach being proposed.  

 Is reference made to BMI as a way to change main components of the BM by 

introducing a new system of value creation, value proposition and value capture?  

 Refers to Business Performance, as discussed before 

 Refers to the firm as a unit of analysis. 

 

Based on criteria mentioned above, thirty-five papers found to be irrelevant at this stage. 

Only reviews reporting relevant outcomes (remaining fifty-two publications) were 

reviewed to find out that articles met the above-specified inclusion criteria. Through in-

depth review, twenty-seven papers were identified as relevant. Furthermore, references 

of identified articles were used as a secondary source of literature analysis. This resulted 

in identifying ten additional papers. These papers were included in our sample. As a 

result, our systematic literature review was built on thirty-seven articles.  

 

As said before, many research has recently revealed that there is a lack of knowledge in 

the causal relationship between BMI and firm performance and asked to consider 

mediation and moderation effects between these two. Therefore, we expected to find few 

numbers of studies, hence did not set any limitation on publication years and paper types.  

Figure 2 has been shown that the topic has received attention in recent years, and 

approximately 76% of our 37 selected articles were published between 2012 and 2017. 

Moreover, 33 out of them were journaled papers (89%), three conference papers (8%), 

and one working paper (3%). 

 

 
 

Figure 2: Number of selected papers in the final analysis (Yearly) 

 

In describing, classifying and analyzing the selected papers, we employed a coding 

approach classifying mediator, moderator, and control variables. All key points were 
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listed on a coding sheet (Dey, 1993) and classified into new categories (Burnard, 1991). 

After this open coding, the categorized list was jointed under higher level classifications. 

To limit the number of categories, data were grouped (Dey, 1993).  

 

4 Results  

 

4.1 Moderation Effects  

 

Different factors introduced in the literature as contingency and moderating variables 

which can effects relationship between BMI and fir performance. Some factors were not 

linked directly to the firm but are related to its environment such as industry sectors. Other 

factors were associated with firm’s attributes, for instance, its size and age.  We could 

find a great amount of identified factors were related to how the BMI was implemented 

within the firm, for example, the employees’ skills and commitment can strengthen the 

relationship between BMI and performance. There was another group of factors were 

mostly related to BMI practices, such as the speed, scope, and novelty of BMI which can 

influence the relationship. Therefore based on abovementioned criteria, we categorized 

identified moderating factors into four groups; BMI-Implementation, BMI-Practices, 

Firm-Characteristics, and Industry-Characteristics.  

 

BMI-Implementation. In our previous study on why BMI fail to deliver expected 

outcomes (Latifi & Bouwman, 2017), we revealed that about 60% of identified barriers to 

accomplish BMI objectives and attain expected performance lies in the implementation 

stage of BM. Although managers mostly concentrate and spend a lot of time and energy 

on (re-)designing a viable BM, the major challenges can be found in the implementation 

of a BM, as BMI implies fundamental (Nair et al., 2013). Various studies mentioned 

“poor implementation” as one of the main reasons of BM failure (Osterwalder, 2012; 

Batocchio, Ghezzi, & Rangone, 2016; Chesbrough, 2010; Yannopoulos, 2013). Therefore 

the more skilfully and knowledgeably firm implement their BMI, the more performance 

enhancement will occur. Many studies revealed that key source of BM failure is 

connected to its management (Batocchio et al., 2016; Zott, Amit, & Massa, 2010; 

Chesbrough, 2010). Moreover, Martins, Gerasymenko, De Clercq, and Saprienza (2014) 

affirmed a positive relationship between BM change experience of a firm’s CEO and 

performance.  

 

People in a company are key to success or failure of a BM innovation program (Hittmár, 

Varmus, & Lendel, 2014). Depending on the degree of changes in the BM, not only some 

employees’ training is required to develop relevant capabilities (Batocchio et al., 2016; 

Hittmár, Varmus, & Lendel, 2014), but hiring new personnel with special qualification 

also might be needed (Knab & Rohrbeck, 2014).  

 

BM is often used as an approach to make clear what the core logic of a company is; it is 

also important to share and to communicate the BM within the organization. Serrano, 

Serrano, and Al-Debei (2010) stated that lack of communication is an important issue of 

successful implementation of BMI. Lack of communication also leads to distrust between 
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employees, departments,  and management (Hittmár et al., 2014), therefore can influence 

the effective implementation of BMI.  

 

BMI-Practices. Foss and Saebi (2017) reported that different organizational capabilities 

and practices are required to support BMI such as experimentation and learning through 

trial-and-error (Marc Sosna; Rosa Nelly, Trevinyo-Rodriguez; Ramakrishna, 2010), and 

tools to support practitioners in managing the BMI process were presented. 

 

Moreover, as one of the management practices in BM innovation, Bocken, Weissbrod, 

and Tennant, (2016) stated that business experimentation not only can lead to creating 

more BMI but also is viewed as a process to achieve greater levels of innovation in the 

BM. According to Brunswicker, Wrigley, and Bucolo (2013), the BM ‘experimentation’, 

helps firms to test assumptions and hypothesized outcome through empirical observations 

such as usage data and market share. Yli-huumo, Rissanen, Maglyas, and Smolander 

(2015) argued that most of their research participant acknowledge that even though using 

experimentations might require investing more time to create and release the features to 

the end-user, it is still a better approach when expanding business and introducing high-

quality products. 

 

Although there are some commonly used tools and frameworks such as Canvas, STOF, 

CSOFT, and VISOR  and tools (see businessmakeover.eu) to support the process of BMI, 

Terrenghi et al. (2017) expressed the necessity for developing of software and tools that 

support the entire process of BM management. There is however hardly empirically 

studies on whether BM tooling contributes to the process of BMI or not (de Reuver et al., 

2018, forthcoming). Karimi and Walter (2016) argued that companies mostly use the BM 

concept for analysis and design, but have not yet fully embraced it as management 

instrument in the implementation and control phases. Moreover, according to 

Gerasymenko et al. (2015) and Nicholls-Nixon and Cooper (2000); the scope of 

innovation in BM, for instance, to change in one or two components or to change entire 

the BM, i.e., an architectural change, can impact the outcome of BMI. Apart from the 

scope, the speed of change and the path followed to reach the new BM plays a critical 

role (Foss & Saebi, 2016).  

 

The degree of novelty of BM also can be important.  There is a different level of 

performance expected for new to the firm than for new to the industry or even new to the 

world BMs (Dahlin & Behrens, 2005; Zott & Amit, 2007).   

 

Firm-characteristics. Prior research revealed that firms do not attain equally from 

innovativeness because their capability to capture the value of innovativeness depends on 

different characteristics of firm and industry (Sorescu and Spanjol 2008; Tellis, Prabhu, 

and Chandy 2009). Therefore, some specific characteristics of organizations can 

strengthen the relationship between BMI on performance. Based on our literature review, 

firm-characteristics consists of firm size, firm experience, firm age, advertising intensity, 

expenditures on R&D, the intensity of change, and scope of change in BM.   
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Hartmann et al. (2013), found the size of the firm and experience of the firm to be 

positively related to performance (Zott & Amit, 2007; Klepper & Simons, 2000) and 

revealed the moderating role of firm size and firm experience. The size of the firm has 

been associated with firm innovation in a variety of research (Gronum, Steen, & 

Verreynne, 2016; Heij, Volberda, & Van den Bosch, 2014; Rubera & Kirca, 2012; 

Damanpour, 1991). Rubera and Kirca (2012)  argued that larger the firms,  the more likely 

to benefit from innovativeness in terms of market and financial positions. They can utilize 

more resources and reach consumers more quickly because they have better access to 

distribution channels, enjoy economies of scale, benefit from brand reputation.  

 

Gronum et al. (2016) consider firm age, measured by the number of years since its 

founding, as moderating variables on the relationship between BMI and performance. In 

their research, Heij et al. (2014) also took into account firm age as a moderator variable. 

Rubera and Kirca (2012) and Zott and Amit (2007) considered the advertising intensity 

as a moderating effect in their research. Furthermore, expenditures on R&D has been seen 

as an important factor which influences the relationship between BMI and firm 

performance (Zott & Amit, 2007). Gerasymenko et al. (2015) revealed that the intensity 

of change in BM innovation,  incremental or radical change, has a moderating effect on 

the relationship between BMI and firm performance. They also consider the scope of 

change, innovation in the core or peripheral aspects of the firm BM  as a moderator.  

 

Industry-characteristics. Industry-characteristics impact has theoretical foundations in 

the Industrial Organisation theory discussing environmental factors in relation to the 

industry in which a firm acts and having a significant influence on firm’s performance 

(Rauter et al., 2017). We considered industry sector, industry life cycle, industry 

competition, environmental conditions (dynamism, complexity, and turbulence), high-

technology versus low-technology industries as relevant industry-characteristics factors. 

Gronum et al. (2015), Heij et al. (2014), and Brettel, Strese, and Flatten (2012) considered 

industry sector as a moderating factor between BMI and firm performance.  Moreover, 

industry life cycle has an important role to play in affecting BMs (Wei, Song, & Wang, 

2017). Waldner et al. (2015) expressed that most BMI to occur in the emergent life cycle 

stage of the industry, but not in mature or in decline stages. 

 

Rules of the game in the business world are not only determined by the firm’s actions but 

also by competitors and environmental causes (Carayannis, Sindakis, & Walter, 2015). 

When a potential competitor decides to enter the industry, the firm may have to modify 

its plan of action based on competitor’s BM (Casadesus-Masanell & Ricart, 2010). 

Waldner et al. (2015) in their empirical research on a sample of 1,242 Austrian firms, 

argued that industry competition negatively influences the degree of BMI.  

 

In different studies, dynamic environments were considered as moderating variable. 

Dynamic environments can be seen as a source of opportunities (Schneider and Spieth, 

2013). Thus, in more dynamic environments, developing and running a new BM can be 

expected to have a stronger effect on firm performance than in less dynamic environments 

(Heij et al., 2014). On the other hand, regulation changes occurring within and outside 
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the industry can influence the performance of an ongoing BM innovation (Bohnsack, 

Pinkse, & Kolk, 2014; De Reuver et al., 2009).  Zott and Amit (2007) in their research on 

190 entrepreneurial firms, found a little support to moderating effect of environmental 

conditions on the relationship between BM design and the performance of a firm. 

Rubera and Kirca (2012) argued that since innovation has a different impact on high-

technology and low-technology industry, the technology level of industry can be taken 

into account as a moderator. Innovation is crucial for competition in high-tech industries, 

in which firms are forced to constantly introduce new products to meet rapidly changing 

consumer needs. 

 

4.2 Mediation Variables 

 

We found ten mediating effects and categorized them into four groups which are 

associated with Efficiency Growth, Revenue Growth, and Enhancing the Organizational 

Capabilities.  

 

Efficiency Growth. Zott and Amit (2007) stressed that one of the key influences of BMI 

on firm performance occurs when it focuses on efficiency. BMI can take the ICT ventures 

to complete its transactions more efficient, by reducing transaction costs within the firm 

and with outsiders (Ben Romdhane Ladib & Lakhal, 2015).  According to Chesbrough 

(2007), BMI  leverage performance through utilizing available resources more 

effectively, as well as reduction in production costs. For instance, by adopting new 

partnering models such as outsourcing, organizations are able to more effectively scale 

down operations.  

 

Efficiency-centered BM design theme, according to Gronum et al. (2015) can enhance 

the firm performance through reduction in inventory costs and decrease in marketing, 

sales, and other communication expenditures for all participants in company supply 

chain. Furthermore, increasing scale leads to reducing operating costs. Therefore, by 

focusing on lowering operating cost, benefits can be passed on to customers. 

 

Revenue Growth. BMI can provide opportunities both during periods of rapid economic 

growth and at times of economic downturn via exploiting ongoing industry 

transformation. Plenty of scholars stated that BMI through creating values (Teece, 2010) 

and opportunity recognition (Guo et al., 2017) leads to exploit a market niche not 

addressed by its competitors (Zott & Amit, 2007) and in such a way, increase firm’s 

revenue growth. To illustrate, by adopting new partnering models, organizations are able 

to create additional access to additional resources to scale up quickly or complementary 

resources as new opportunities for service bundling arise. 

 

BMI using new ways for economic exchanges and focusing on novelty can create value 

for stakeholders (Ladib & Lakhal, 2015). Introducing a new BM with new components 

also can provide opportunities for new complementary effects among existing 

components of services and products (Heij et al., 2014) an in this way it can increase 
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revenues. Vermeer (2016) shows that new revenue model, as one of the components of 

BM,  has the strongest effect on firm performance (Vermeer, 2016). 

 

Gronum et al. (2015) confirmed the mediatory effect of the novelty design theme between 

innovation breadth and firm performance. They stated the BM novelty could improve the 

performance through the following mechanism; firm can offers new combinations of 

products, services, and information to customers (bundling), links customers to 

products/services in novel ways (new experience) (Bouwman et al, 2008),  design new 

transaction mechanism (Zott & Amit, 2007), and finally,  innovating in one component 

needs to be complemented by changes in other components.  

 

Enhancing the Organizational Capabilities.  Organizational capabilities are required to 

make BMI efforts. Firms to be enabled to renew their BM, need to possess a certain level 

of capabilities such as detecting new technology and market needs, open-mindedness and 

innovativeness. Once firm starts to explore, design, test and implement their BMI, this 

process of BMI, enhance its organizational capabilities. For example, being opportunity 

seeker is required for developing a BMI, on the other hand, conducting a BMI after a 

while, improve opportunity seeking capability of the firm.  In other words, with BMI 

firms are expected to improve their organizational capabilities.  

 

The capacity to innovate is one of the most significant factors that improve business 

performance (Burns & Stalker, 1961; Porter, 1990). Culture, defined as expressed norms, 

values, and beliefs, boost behavior ultimately related to business performance (Hult et al., 

2004). When specific attitudes are accommodated in the organizational culture, the 

consequences of behavior are expanded across circumstances, groups, and individuals 

within the firm. As Barney (1986) stated a culture that supports the implementation of a 

strategic attempt, like in our research BMI, is not easy to imitate and then can lead to a 

sustainable competitive advantage. 

 

Another organizational capabilities might mediate the relationship between BMI and 

performance is the capability of opportunity-seeking. The role of BMI in opportunity-

seeking behavior has been emphasized in several studies (Chesbrough, 2010; Dewald and 

Bowen, 2010; Doz and Kosonen, 2010). Exploiting opportunities were proved as a mean 

to impact firm performance by BM (Bock et al., 2012).   

 

BMI is a result of performing innovation in the firm BM. As a consequence, BMI can 

increase the innovativeness of people within the firm in various ways such as sharing the 

business idea entire organization, developing the opportunity seeking capabilities and 

creating real value propositions . 

 

Moreover, organizational learning is one of the critical organizational processes through 

which information and knowledge can be processed, and it can change the attributes, 

behaviors, capabilities, and performance of an organization. Hu (2014) in his research 

conducted on 163 companies confirmed that BMs affect technological innovation 

performance through organizational learning indirectly.  
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Mahmood and Hanafi (2013) affirmed that entrepreneurial orientation is a capability that 

provides a competitive advantage and impressive performance to the firm. In addition, 

research conducted by Ladib et al. (2015) also expressed that by learning how gathering 

the unique know-how and utilizing of rare resources, BMI creates a benefit of a hard to 

imitate innovation.   

 

Building on the literature review, we developed an exhaustive and reference model 

(Figure 3) to explore the relationship between BMI and firm performance.  
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Figure 3: Research outcome: BMI mechanism to boost firm performance 

 

5 Discussion and Conclusion 

 

These days the only thing that is constant is change itself. Adapting to change is crucial 

for businesses. Being aware of this complex and dynamic environment, companies have 

to introduce a new way of earning money and improve their performance by innovating 

their BM. Although in the last two decades researchers conceptualized, defined and 

provided different frameworks and tools to support practitioners and company-owners to 

develop their BMI, there is still ambiguity about how BMI leads to firm performance. We 

found empirical research with contradictory outcomes; some revealed that there is a 

positive, some negative and in some cases they could not find significant relations. 

Understanding the mechanism under which BMI impact performance is not an easy task 
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due to many variables at play, the long assumed causal chain of events, while in practices 

BMI processes are far from linear and can be considered to be a kind of tinkering process 

(Heikkilä et al., 2018). As stated by Foss and Saebi (2016), it is not a linear mechanism 

for creating value starting from suppliers moving to the firm and the customers. Value 

creation comprises a more complicated, interconnected set of interactions and activities 

among different actors. 

 

To fully understand the effect of BMI on performance, it requires clear identification of 

the causal structure in the relationship between BMI and performance (Fry & Smith, 

1987) and in-depth know-how what actually happens in BMI projects, with paths are 

followed and with what outcomes, as is shown by extensive case study research (Heikkilä 

et al., 2018). In this paper, based on systematic literature review of empirical studies, we 

develop a model that presents potential moderating, and mediating effects are playing a 

role when researching BMI and firm performance (see figure 3).  

 

To identify under which conditions, the relationship between BMI and firm performance 

can be affected, we could identify twenty moderating factors and classify them in four 

sub-groups; Firm-Characteristics includes firm size, age, advertising and R&D 

expenditures, and type of ownership; Industry-Characteristics consists of industry sector 

and life cycle, competition intensity, environment dynamism and level of technology; BM 

Implementation comprise of top management support, employees’ commitment and 

skills, communications among different stakeholders and, having detailed plan of action, 

and the last one, BM Practices; includes BM tooling, BM experimentation, Scope of 

change, Speed of Change, and Degree of Novelty. 

 

While looking at this different moderating subgroups, the moderating factors which are 

related to firm-characteristics and industry-characteristics are mostly non-variant, and 

firms cannot manage them to improve the performance of BMI effort. For instance, 

although firm size, firm age, and industry sector can influence the relationship between 

BMI and performance, firm owners and managers are not probably able to change them. 

On the other hand, moderating factors which associated with BM-Implementation and 

BM-Practices are mostly actionable. For example, practitioners can use BM tooling, BM 

experimentation or increase their employees' motivation or not; they can make the 

decision for taking some specific action. BM-Implementation and BM-Practices related 

factors are more manageable. Therefore, there is a lot of room for firm owners, managers 

and even researchers to work in these two specific subgroups to reach a higher firm 

performance. 

 

To answer under which casual mechanism the BMI indirectly influence the firm 

performance, in next step, we found 10 mediating factors and classify them into three 

sub-groups; Efficiency & Cost Reduction, e.g. focus on productivity, reducing time to 

market, and cost reduction due to partnership; New Customers & Revenue Growth, e.g. 

Focus on new value propositions, customer engagement, service bundling and creating 

lock-in effect, and the next mediator sub-group, Enhancing the Organizational 
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Capabilities consists of innovativeness, organizational learning, organizational culture, 

developing opportunity recognition and fostering entrepreneurial orientation. 

 

Although our findings revealed that the research to find the mediation and moderation 

factors between BMI and firm performance are limited, we found 23 studies proposing 

moderating effect and 19 research considered specific factors as control variables (which 

means that they can affect the relationship). However, only eleven studies tested the 

causal relationship and mediation effects between BMI and firm performance. Because 

of the significant role of mediation factors in understanding how BMI improve the 

outcomes of the company, more research in this field is required. Developing a testable 

casual model of how BMI impact on firm performance, we argue that we fill the gap in 

the literature and the model can pave the way for future researchers. Authors, at a next 

step, aim to examine the model by using empirical data gathered from SMEs throughout 

of Europe in 2017 and 2018. 

 

This paper also has some limitations. We were able to identify 37 articles in the selected 

academic database which hypothesized and empirically tested the mediation and 

moderation effects on relationships between BMI and firm performance for in-depth 

analysis; However, by focussing on journal papers only, we might have missed recent 

research, as well as research in other languages than English. Limitations related to 

selection bias may also play a role.  
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1 Introduction 

 

Big Data and Data Analytics have attracted a great deal of attention. However, the 

techniques are now escaping from the laboratory with only a limited degree of 

maturity having been achieved. Unless businesslike approaches are adopted, the 

intentional looseness of academic experiments may become engrained in practice. 

The objective of the work reported here is to specify a business process whereby 

organisations can ensure that applications of data analytics satisfy both strategic and 

policy purposes and legal and ethical constraints. 

 

A design science research approach was adopted (Brown et al. 1978, Hevner et al. 

2004, Hevner 2007). Although primarily applied to the development of information 

technology artefacts, the approach is also relevant to socio-technical artefacts, 

including methods for applying technology (Gregor & Hevner 2013, p.337). As 

Peffers et al. (2007) acknowledges, "for design in practice, the Design Science 

Research Methodology (DSRM) may contain unnecessary elements for some 

contexts" (p.72). DSRM has accordingly been applied as a guide rather than as a 

specification. 

 

The research commenced with problem identification and motivation, followed by 

definition of the objectives. This laid the foundation for design and development of 

the artefact. The approach adopted in  the later phases was to consider a real-world 

case and demonstrate that the use of the method would have been likely to identify 

in advance the problems that arose in the case, and hence would have avoided harm 

and protected investment. 

 

The paper commences with a brief review of the fields of big data and data analytics, 

sufficient to provide a basis for the analysis that follows. Representations of the data 

analytics business process are identified in text-books and the academic literature. 

The risks arising from data analytics activities are then considered, and techniques 

for identifying and addressing those risks are identified. Refinements to the 

conventional business process are proposed that enable data analytics to be conducted 

in a responsible manner. An initial evaluation of the proposed process is performed, 

by applying it to a case study. 

 

2 Big Data and Data Analytics 

 

Stripped of marketing prose, the term 'big data' merely means any relatively large 

data collection. The key characteristics were originally postulated as volume, velocity 

and variety (Laney 2001). Further factors were added later, including value and 

veracity (Schroeck et al. 2012). Such vague formulations as 'data that's too big, too 

fast or too hard for existing tools to process' pervade the definitions catalogued in OT 

(2013), Ward & Barker (2013), and De Mauro et al. (2015). 

 

The term 'data analytics' has been used in technical disciplines for many years. It 

refers to the techniques whereby a data collection is used to draw inferences. Previous 
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decades of work in statistical sciences, operations research, management science and 

data mining have delivered a very substantial array of analytical tools, and more are 

being developed. Chen et al. (2012) uses the term Business Intelligence and Analytics 

(BI&A), and distinguishes two phases to date. Those authors see BI&A 1.0 as being 

characterised by "data management and warehousing, reporting, dashboards, ad hoc 

query, search-based BI, [online analytical processing (OLAP)], interactive 

visualization, scorecards, predictive modeling, and data mining" (p. 1166). BIA 2.0, 

on the other hand, which has been evident since the early 2000s, is associated with 

web and social media analytics, including sentiment analysis, and associated-rule and 

graph mining, much of which is dependent on semantic web notions and text analysis 

tools (pp. 1167-68). The authors anticipated 'BIA 3.0', to cope with mobile and 

sensor-generated data. The term 'fast data' has since emerged, to refer to near-real-

time analysis of data-streams (e.g. Pathirage & Plale 2015). 

 

When considering how to manage data analytics activities, it is useful to distinguish 

categories of purpose to which big data analytics may be applied. See Table 1. 

Hypothesis testing involves quite different approaches from the drawing of inferences 

about populations, and from the construction of profiles. Further, whereas those three 

categories relate to populations, several other functions to which data analytics can 

be applied relate to individuals. 

 

On the basis of this brief overview, the following section presents a description of  

the conventional business processes for data analytics.  
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Table 1: Purposes of Big Data Analytics 

After Clarke (2017), Table 1 

 

Population Focus 

 

Hypothesis Testing 

This approach evaluates whether a proposition is supported by the available data. The 

proposition may be a prediction from theory, an existing heuristic, or a hunch 

 

Population Inferencing 

This approach draws inferences about a population of entities, or about sub-populations. 

In particular, correlations may be drawn among particular attributes 

 

Construction of Profiles 

This approach identifies key characteristics of some category of entities. For example, 

attributes and behaviours of a target group, such as 'drug mules', sufferers from particular 

diseases, or children with particular aptitudes, may exhibit statistical consistencies 

 

 

Individual Focus 

 

Application of Profiles 

A search can be conducted for individual entities that exhibit patterns associated with a 

particular, previously asserted or computed profile, thereby generating a set of entities of 

interest. Similarly, individual entities may be classified according to previously asserted 

or computed profiles so that inferences about individuals may be drawn by referring to 

the behaviours of the class 

 

Discovery of Anomalies 

This approach draws inferences about individual entities within the population. For 

example, a person may be inferred to have provided inconsistent information to two 

organisations, or to exhibit behaviour in one context inconsistent with behaviour in 

another 

 

Discovery of Outliers 

Statistical outliers are often disregarded, but this approach regards them instead as 

valuable needles in large haystacks, because they may represent exceptional cases, or may 

herald a 'flex-point' or 'quantum shift' 
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3 The Conventional Data Analytics Process 

 

A remarkably small proportion of the multitude of papers on big data has as its focus 

the business process or life-cycle of data analytics. There is little evidence of a 

cumulative literature or a dominant authority referred back to by subsequent authors. 

 

Chen et al. (2014) suggests four phases of "the value chain of big data", but from a 

process perspective the authors offer little more than four phase-names and a three-

step breakdown of the second phase. Their phases are: data generation, data 

acquisition (comprising collection, transportation and pre-processing), data storage 

and data analysis. Jagadish et al. (2014) uses instead a five-step process, comprising: 

acquisition; extraction and cleaning; integration, aggregation, and representation; 

modeling and analysis; and interpretation. The framework of Pääkkönen & Pakkala 

(2015) involves seven process phases of source acquisition (implied), extraction, 

loading and preprocessing, processing, analysis, loading and transformation, and 

interfacing and visualisation. 

 

Huang et al. (2015) has six steps, commencing with question formulation and 

proceeding to data collection, data storage and transferral, data analysis, report / 

visualisation, and evaluation. Phillips-Wren et al. (2015) uses the five phases of 

sources, preparation, storage, analysis, and access and usage. Elragal & Klischewski 

(2017) offer 'pre-stage', acquisition, preprocessing, analytics and interpretation. The 

Wikipedia entry for Predictive Analytics is somewhat more comprehensive, with 

Project Definition, Data Collection and Data Analysis, followed by Statistics, 

Modelling and Deployment, and culminating in a Model Monitoring phase. Text-

book approaches include Provost & Fawcett (2013), which proposes the phases 

Business Understanding, Data Understanding, Data Preparation, Modeling, 

Evaluation and Deployment. 

 

In Figure 1, a process model is presented that is a composite of the elements found in 

the above sources.  

 

However, it embodies a key refinement. The majority of the examples that have been 

identified omit any preliminary phase. It would arguably be too constraining to 

impose a 'requirements elicitation' phase on those data analytics activities that are 

oriented towards opportunity discovery and creation. On the other hand, some degree 

of framing is needed, even for creative work. The expression 'Terms of Reference' 

has accordingly been used for the first phase, to encourage pre-thinking about the 

project's context, but also to encompass degrees of formalisation ranging from 

'question formulation' to 'requirements analysis'. 

 

The subsequent phases will vary in their content depending on the nature and purpose 

of the particular project. The second, Data Source Discovery phase, covers such 

activities as search, evaluation, and negotiation of access. The third phase, Data 

Acquisition, deals with the collection or extraction of data from the identified 

source(s) and may include primary data collection from source through surveys, 
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polls, or on-line instrumentation. In the fourth, Data Pre-Processing phase, data from 

various sources may be integrated and may be scrubbed, re-formatted, interpolated 

and/or modified. These lay the foundations for the fifth and sixth Data Analysis and 

Data Exploitation phases, including such activities as inferencing, visualisation, 

interpretation, and application. 

 

 
Figure 1: A Conventional Process Model for Data Analytics Projects 
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The following section discusses risks that arise from the conduct of data analytics 

and conventional approaches to the discovery and management of risks. 

 

4 Risks and Responsibilities 

 

Most of the literature on big data and data analytics is concerned with the 

identification of opportunities, and much of it is highly upbeat and excited about the 

prospects. Some articles do, however, urge caution, e.g. "well-designed and highly 

functional [business intelligence] systems that include inaccurate and unreliable data 

will have only limited value, and can even adversely impact business performance" 

(Park et al. 2012). Elragal & Klischewski (2017) also express concern about 

completeness, correctness, and consistency. The following paragraphs briefly 

summarise the results of prior research by the first-named author on quality factors 

in big data and data analytics, reported in Wigan & Clarke (2013), and Clarke (2015, 

2016a, 2016b, 2017). 

 

Data quality factors comprise those characteristics that can be assessed at the time 

that the data is originally created. They include syntactical validity, appropriate 

association, appropriate signification, accuracy, precision and temporal applicability. 

Information quality factors, on the other hand, are those that can only be assessed at 

the time of use, and in the context of use. These include theoretical and practical 

relevance, currency, completeness, controls and auditability. Blithe claims are made 

about data quality not mattering when very large quantities of data are available. e.g. 

"the need to find a scrupulously accurate sample (the world of small data) has been 

overtaken by the availability of all of the data—much of it messy but in such volumes 

that new correlations can be found. In other words quantity trumps quality" (Turnbull 

2014). Executives know not to take such claims at face value, because there are only 

limited and fairly specific circumstances in which they can be justified. Many of the 

purposes to which data analytics is put may be seriously undermined by low-quality 

data. 

 

Claims are also rife in the data mining literature that data can be 'cleaned' or 'cleansed' 

(Rahm & Do 2000, Müller & Freytag 2003). Such processes are better described as 

'wrangling' (Kandel et al. 2011), and are most honestly referred to as 'data scrubbing'. 

By whatever name, these techniques seek to address such problems as missing values, 

syntactical errors in data content, syntactical differences among apparently 

comparable data-items, low quality at time of capture, degraded quality during 

storage and missing metadata. Energetic as the endeavour may be, however, it seldom 

achieves a state reasonably described as 'clean'. Few of the processes described in the 

literature and applied in practice involve comparisons against an authoritative 

external reference, most of the processes are merely manipulations based on 

statistical analyses of the data-set itself, and the changes made as a result of such 

activities introduce errors. 

 

Decision quality factors must also be carefully considered, because otherwise the 

value of data analytics work will be undermined, and harm will arise if the results are 
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relied upon for real-world decision-making. The meaning of individual data-items is 

frequently opaque, and may be assumed rather than being understood in sufficient 

depth, with the result that misunderstandings and mistaken assumptions readily 

occur. The many and varied analytical techniques all make assumptions about data 

and about context, and some of those assumptions are implicit rather than clearly 

stated. The preconditions for use of each technique may or may not be taught in 

parallel with the mechanics of the technique, and the significance of that information 

may or may not be grasped, and may or may not be remembered. 

 

The rationale underlying the inferences that each data analytics technique gives rise 

to may be clear to the analyst, and may be successfully communicated to the decision-

maker who relies on it. However, the transparency of rationale varies a great deal, 

and in many of the new techniques that have emerged during the last decade, is 

seriously lacking. Neural networks are largely empirical. They are not based on any 

formal model of a solution, of a problem, or even of a problem-domain (Clarke 1991, 

Knight 2017). Further, their behaviour may vary greatly depending on the training-

set used and the detail of the implementation and parameter-setting of the method 

used against the training-set. Similarly, the various forms of AI and machine learning 

(ML) that are being applied in this field provide outputs, but seldom make available 

humanly-understandable explanations of how those outputs were achieved and what 

assumptions underlie them. Another approach that may suffer from the problem is 

'predictive analytics', which is sometimes used in the very narrow sense of 

extrapolations of patterns derived from time-series rather than of the time-series 

themselves. 

 

The plethora of quality factors that can undermine data analytics efforts give rise to 

considerable risks.  

 

Many are borne by the organisation that exploits the outputs of data analytics 

techniques. These include negative impacts on the quality of organisational decisions 

and actions, and hence on return on investment and policy outcomes. There may also 

be opportunity costs, if resources are diverted to big data projects that, with hindsight, 

could have been better invested in alternative activities with higher return. 

 

Some risks are borne by other parties, however, because organisational decisions and 

actions affect other organisations and individuals. Decisions and actions that are 

unreasonable or even wrong can inflict harm ranging from inconvenience, via 

onerousness and inversion of the onus of proof, to serious economic, financial, 

psychological and/or societalharm. Such problems may return to haunt the 

organisation whose actions gave rise to them, in such forms as reputational damage, 

lawsuits and additional regulatory imposts. 

 

Wild enthusiasts such as Anderson (2008), McAfee & Brynjolfsson (2012) and 

Mayer-Schonberger & Cukier (2013) publish claims that science is obsolete and that 

the need is now to know, not to know why. Hard-headed directors, auditors and 

executives, on the other hand, seek assurance that authors of that ilk are unable to 
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provide. Professionals and consultants support executives in managing risk, by means 

of a variety of tools. Quality assurance and formal risk assessment are well-known 

techniques and are the subject of copious documentation in both formal Standards 

(ISO 31000 and 31010, and the 27005 series) and commercial processes (ISACA 

COBIT, ITIL, PRINCE2, etc.). Risk assessment processes of these kinds are 

conducted from the organisation's own perspective. Where risks fall on other 

organisations and individuals, other techniques are needed. Relevant techniques 

include Technology Assessment (TA  - Guston & Sarewitz 2002), Privacy Impact 

Assessment (PIA - Clarke 2009, Wright & De Hert 2012) and Surveillance Impact 

Assessment (Wright & Raab 2012). 

 

The following section considers how the conventional process model identified in 

section 3 can be adapted in order to manage the risks identified in this section.  

 

5 An Adapted Business Process 

Previous research established a set of Guidelines for the conduct of data analytics in 

a manner that is responsible in terms of protecting the interests both of the 

organisation on whose behalf the activity is being performed and of other 

stakeholders (Clarke 2018). Those Guidelines provide a basis on which a business 

process can be established that addresses the weaknesses in existing approaches. The 

following sub- sections identify further process elements that need to be added to the 

conventional process depicted in Figure 1, present an adapted form of business 

process, and discuss alternative ways in which the proposed generic business model 

can be applied. 

 

5.1 Additional Process Elements 

The purpose of the new artefact is to provide a basis whereby an organisation can 

ensure that problems arising during the data analytics process can be detected, and 

detected early. This enables appropriate measures to be put in place in order to 

address those problems. Two categories of process element need to be added to the 

conventional model described earlier: evaluation steps, and selection constructs that, 

under appropriate circumstances, loop the flow back to an earlier phase. 

 

Awareness of risks is a crucial pre-condition for effective risk management, and 

hence there is a need for evaluation of both data and decision processes against 

quality standards. Cai & Zhu (2015) and Hastie & O’Donnell (2017), for example, 

each includes an outline of a data quality assessment process. A few authors, such as 

Koronios et al. (2014), expressly include one or more evaluation elements, and 

feedback or feedforward from those elements. In the Knowledge Discovery in 

Databases (KDD) community, a 'knowledge discovery process' has been proposed 

that recognises the need for loops back to earlier phases where data or processes fall 

short of reasonable standards (Fayyad et al. 1996, Han et al. 2011). Elragal & 

Klischewski (2017) discuss epistemological challenges in data analytics, the 

importance of understanding model assumptions, and the need for results to be 

assessed. 
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Various tests need to be performed, and appropriate locations need to be identified at 

which each test can be applied. Established techniques of quality assurance (QA) 

and risk assessment (RA) can be brought to bear, including requirements elicitation, 

interviews with executive, managerial, supervisory and operational staff, and review 

of the data. Similarly, the conventional classification of risk management (RM) 

strategies can be applied, distinguishing proactive strategies (avoidance, deterrence, 

prevention, redundancy), reactive strategies (detection, reduction/mitigation, 

recovery, insurance) and non-reactive strategies (self-insurance, graceful 

degradation, graceless degradation). 

 

Where significant impacts may arise outside the organisation, the additional 

techniques of impact assessment (IA) and impact management (IM) are needed. 

These activities develop an appreciation of the contexts, needs and values of external 

stakeholders. Many external stakeholders are users of, or at least participants in, the 

system in question. However, it is important not to overlook 'usees', by which is 

meant organisations, but more commonly individuals, who are affected by the 

system without directly participating in it (Clarke 1992, Fischer-Hübner & Lindskog 

2001, Baumer 2015). Developing the necessary appreciation generally depends on 

consultation with representatives or and/or advocates for the various external 

stakeholder groups. 

 

5.2 A Generic Business Process 

 

In this sub-section, the conventional model that was presented in Figure 1 is adapted, 

by building in evaluation steps and conditionally redirected flows. A general 

framework is provided by professional standards in the areas of QA, RA and IA, and 

RM and IM. More specifically, the adapted model reflects the specific risk factors 

identified in the Guidelines for the responsible conduct of data analytics (Clarke 

2018). A copy of the Guidelines is provided as an Appendix to the present paper. 

 

The adapted business process is presented in Figure 2. The discussion in this section 

intentionally uses general and even vague expressions, in order to accommodate the 

considerable diversity of purposes to which data analytics is put, as discussed earlier, 

in section 2 and Table 1. 

 

During Phase 1 – Terms of Reference, it is advantageous to not only clarify the 

problem or opportunity that is the project's focus, but also the governance framework 

that applies, the expertise required within the team, and the legal compliance and 

public expectations that are relevant to the activity (paras. 1.1-1.3 of the Guidelines). 

These provide reference-points that support subsequent evaluation steps. 

 

After Phase 2 – Data Source Discovery, the Evaluation step needs to reconsider 

section 1 of the Guidelines (G1.1-1.3). Of particular significance is the legality of the 

intended acquisition and use of the data. This step also needs to examine the extent 

to which the team has understood the problem-domain (G2.1) and the nature of the 

data sources, including the data's provenance (Clarke 2015), purposes of creation, 
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definitions, and quality (G2.2). Depending on the conclusions reached in the 

evaluation step, it may be necessary to return to Phase 1 and re-cast the Terms of 

Reference, or even to abort the project. 

 

After Phase 3 – Data Acquisition, the theoretical evaluation of data quality that was 

undertaken after Phase 2 needs to be complemented by practical assessment against 

the full suite of data quality and information quality factors discussed in section 4, 

including the incidence and impact of missing data and non- conformant data (G2.2). 

The effects of any merger, scrubbing, identity protection or data security measures 

undertaken prior to the data coming under the control of the project team must also be 

assessed (G2.3-2.8). 

 

After Phase 4 – Data Pre-Processing, the effects of all merger, scrubbing, identity 

protection and data security measures undertaken by or for the project team must be 

assessed (G2.3-2.8). In addition to data and information quality factors, a look-ahead 

to the Data Analysis phase is advisable, in order to anticipate any further issues with 

data characteristics that may arise, such as incompleteness, inconsistency, and format 

and measurement scale incompatibilities. It may transpire that the project flow needs 

to depart from the mainstream. For example, it may be that the project should be held 

in Phase 4 until further work relevant to data quality is performed. Alternatively, it 

may be necessary to loop back to the 3rd phase, e.g. by re-acquiring the data using 

different parameter-settings or procedures, or to the 2nd phase, to acquire data from 

alternative sources, or even to the 1st phase, in order to re-conceive the project. 

 

After Phase 5 – Data Analysis, the evaluation step needs to consider all of Guidelines 

3.1-3.6. These relate to the adequacy of the expertise applied to the analytics, the 

nature of, and the intrinsic assumptions underlying, the relevant analytical 

techniques, the nature of the data, the compatibility of the data and the technique, the 

statistical confidence or error rate supporting the inferences drawn, and the 

transparency of the rationale for inferences drawn. Where the data or the inferences 

drawn involve sensitivity and/or the actions taken as a result are likely to be 

particularly impactful, a look-ahead may be advisable, in particular by performing 

some preliminary reality testing (G4.3).  

  



96 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

R. Clarke & K. Taylor: Towards Responsible Data Analytics: A Process Approach 

 

 
 

Figure 2: A Business Process Model for Responsible Data Analytics Projects 
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After Phase 6 – Data Exploitation, it is important to apply all of Guidelines 4.1-4.11. 

These involve appreciation of the impacts (e.g. by workshopping with staff and others 

with familiarity with the relevant parts of the real world), internal cost/benefit and 

risk assessment, where relevant external impact assessment, reality testing, the 

design, implementation and testing of safeguards (such as metricated pilots, 

interviews, feedback processes, feedback evaluation), proportionality checking, 

contestability, testing of the understandability of the decision-rationale, and review 

and recourse. Depending on the nature and potential impact of the actions that are 

being considered, it may be advisable to commence the evaluation process at an early 

stage in this phase, rather than at the end of it. 

 

The adapted business process features the same phases as the conventional model. 

Evaluation steps have been specified after each phase, together with guidance in 

relation to circumstances in which looping back to prior phases is desirable and even 

essential. The adapted model enables the identification of problems at an early stage, 

and hence the implementation of measures to address them. It therefore fulfils the 

declared objective of the research, which was to specify a business process whereby 

organisations can ensure that applications of data analytics satisfy both strategic and 

policy purposes and legal and ethical constraints. 

 

5.3 Instantiations 

 

The business process model in Figure 2, and the Guidelines on which it was to a 

considerable extent based, were expressed in somewhat abstract terms. That was 

necessary in order to achieve sufficient generality to enable application in a range of 

circumstances. 

 

One dimension of diversity among projects is the category of purpose, as discussed 

in section 2 and Table 1. Another way in which projects differ is their degree of 

embeddedness within a corporate framework. In the case of a standalone project, each 

phase and each evaluation step may need to be planned  and performed as a new 

activity. At the other extremity, every phase and every step may be tightly constrained 

by existing corporate policies and practices, perhaps in the form of an industry 

standard or a proprietary process management framework imposed by or on the 

organisation. 

 

Another factor to consider in applying the model to a project is the extent to which 

the project is ground- breaking or novel. A less painstaking approach can reasonably 

be adopted where the project falls into a well-known category, and is being conducted 

by a team with both expertise and experience in relation to the problem-domain, the 

data-sets, the data analytic techniques, the pitfalls, the stakeholders and their interests, 

and the project's potential impacts. 

 

The following section makes an initial contribution to the evaluation of the proposed 

business process. 
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6 Application and Evaluation 

 

In Peffers et al. (2007), two related phases are defined towards the end of the design 

research approach. These distinguish 'demonstration' of the use of the artifact to solve 

one or more instances of the problem (by means of experimentation, simulation, 

case study, proof, or other appropriate activity), from 'evaluation', which involves 

more formal observation and measurement of the new artefact's effectiveness in 

addressing the stated objectives. The research reported in this paper includes a 

demonstration step, based on a case study. 

 

Centrelink is the Australian government agency responsible for distributing welfare 

payments. During the second half of 2016, Centrelink launched a new system that 

was intended to improve the efficiency of the agency's processes whereby control is 

exercised over overpayments. The new Online Compliance Intervention (OCI) 

system featured simple data analytics that were used to draw inferences about likely 

overpayments of welfare payments, combined with automated decision-making. The 

implementation resulted in a large proportion, and very large numbers, of unjustified 

and harmful actions by the agency, which gave rise to serious public concern and two 

external investigations, which in turn forced the agency to make multiple changes to 

the scheme. 

 

This represents a suitable test-case for the artefact developed in this research project. 

The data analytics used were trivially simple, but the big data collections that were 

matched were not. The project was real – and, indeed, for many of the people affected 

by it, all too real. It involved all steps of the life-cycle. In addition, unlike most private 

sector data analytics projects, it was subject to the glare of publicity, and is 

documented by two substantial and independent reports. A 3,000-word case study 

was prepared by the first-named author, based on the two reports and about 20 

substantive media articles. It is provided as Supplementary Material in support of the 

present paper. 

 

The major problems arising in the case appear to have resulted from a small number 

of factors. The most critical issue was that the new system implicitly assumed that 

the annual income declared by welfare recipients to the taxation agency could be 

divided by 26 in order to establish a reliable estimate of the income that each of them 

earned in each fortnight of that year. Many welfare recipients, on the other hand, earn 

some and even all of their small incomes from short-term, casual and/or seasonal 

employment, and hence they work variable numbers of hours per fortnight. This has 

the inevitable result that their income is unevenly distributed across the year, and an 

assumption of even distribution is seriously problematical. Centrelink failed to 

appreciate how significant that issue was, and remained in denial 12 months after 

implementation. 

 

The generic business process proposed in Figure 2 includes within Phase 1 – Terms 

of Reference the establishment of a governance process, identification of the 

expertise required within the team, and consideration of the legal compliance and 



31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

R. Clarke & K. Taylor: Towards Responsible Data Analytics: A Process Approach 

99 

 

public expectations that are relevant to the activity. If the team had included people 

with strong familiarity with both the real world of benefit recipients and the relevant 

data models, together with experienced data analysts, then the unreasonableness of 

the assumption of income being evenly distributed over a period would have been 

obvious. Similarly, if the agency's legal obligations, and the vulnerability of many of 

its clients, had been clear in the minds of the team-members, they would have taken 

greater care in considering the potential impacts of the design. Even if these  framing 

elements had been overlooked, any and all of the five evaluation steps across the 

recommended life-cycle would have been very likely to identify this major problem 

well in advance of implementation.   In particular, it would have become clear that 

the design process needed to include consultation with the operational staff, the 

taxation agency, and advocates for welfare recipients' interests. 

 

A second major problem was the abandonment of checks with employers, which 

Centrelink had identified as an avoidable cost. The agency sought to transfer these 

costs to the recipients; but this proved to be unreasonable, partly because of many 

recipients' cognitive and performative limitations, and partly for systemic reasons. 

Had the proposed business process model been used, the unreality of this key 

assumption might also have been uncovered during one of the early-phase evaluation 

steps; but at the very least it would have become apparent during Phase 6 – Data 

Exploitation. 

 

A third problem was the automation of both debt-raising and the commencement of 

debt collection. The triggers were nothing more than non-response by the targeted 

welfare recipient, or their failure to deliver satisfactory evidence to prosecute their 

innocence of the accusation. The previous system had involved considerable 

computer-based support, but also a number of manual steps. Under the new, naive 

system of suspicion-generation, the case-load leapt more than 30-fold, from 20,000 

p.a. to 10-20,000 per week. This overwhelmed the support services, resulting in a 

complete log-jam of enquiries and complaints, and escalating numbers of auto-

generated debts and debt-collection activities. Several of the elements making up this 

compounding problem could have been intercepted early in the process, and all of 

them would have become apparent at latest during the Phase 6 evaluation steps, if the 

business process in Figure 2 had been applied. 

 

The Centrelink case demonstrates the benefits of inserting QA elements between the 

successive phases, and the insertion of loops where problems are found. It also 

provides the valuable insight that a conventional requirements analysis that 

incorporated interviews with operational staff, followed by internal risk assessment, 

may well have been sufficient to prevent much of the harm, but that these alone would 

have very likely missed some key factors. Because the system directly affected 

'usees', external impact assessment was necessary, including consultation with 

advocacy organisations. 
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7 Implications and Conclusions 

 

Conventional business processes for data analytics lack three important features: a 

preliminary, planning phase; evaluation steps; and criteria for deciding whether a 

project needs to be looped back to an earlier phase. On the basis of established 

theories and prior research into risk assessment of data analytics  projects, an adapted 

business process model was proposed, which makes good those deficiencies. A recent 

case was considered in the light of the adapted model. 

 

The implications for practice are clear. Data analytics embodies many risks. 

Organisations that conduct or commission data analytics projects are subject to legal 

obligations. In some contexts, such as highly- regulated industry sectors, these may 

be fairly specific; but in any case company directors are subject to broad 

responsibilities in relation to the management of risk. The concerns of consumers and 

citizens are increasing, the media is eager to snowball cases of large organisations 

treating people badly, and social media has provided means for the public to escalate 

issues themselves. Investors, board rooms and executives will demand that a balance 

is struck between data exploitation and due care. QA, RA and RM, and IA and IM, 

need to be applied. The adapted business process shows how. 

 

The research reported here can be strengthened in a number of ways. It is built 

primarily on academic work, because reliable reports of active data analytics projects 

are difficult to acquire. A much stronger empirical base is needed, such that actual 

business processes can be better understood, and the adapted model's efficacy can be 

evaluated. The model is, for the reasons explained above, generic in nature. It requires 

tailoring to the various specific contexts identified above, and further articulation. 

 

A number of implications can be drawn for research in the area. Observation of 

practice, and publications arising from it, are likely to encounter nervousness on the 

part of project teams and the organisations for whom the project is undertaken. Some 

concerns will relate to competitive, commercial and strategic factors, and others to 

ethical, legal and political considerations. Academic projects to apply data analytics 

tools need to incorporate controls at a much earlier stage than is currently the case, to 

ensure that the transitions from research to industrial R&D, and on to live use, are not 

undermined by the late discovery of quality issues. The work reported here 

accordingly provides a substantial contribution to both practice and research. 
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Appendix: Guidelines for Responsible Application of Data Analytics 

 

1. GENERAL  

 

DO's 

 

1.1 - Governance 

Ensure that a comprehensive governance framework is in place prior to, during, and for 

the relevant period after data acquisition, analysis and use activities, that it is 

commensurate with the activities' potential impacts, and that it encompasses: 

a) risk assessment and risk management from the perspectives of all affected 

parties 

b) express assignments of accountability, at an appropriate level of granularity 

 

1.2 - Expertise 

Ensure that all individuals participating in the activities have education, training, and 

experience in relation to the real-world systems about which inferences are to be drawn, 

appropriate to the roles that they play 

 

1.3 - Compliance 

Ensure that all activities are compliant with all relevant laws and established public policy 

positions within relevant jurisdictions, and with public standards of behaviour 

 

 

 

2. DATA ACQUISITION  

 

DO's 

 

2.1 - The Problem Domain 

Understand the real-world systems about which inferences are to be drawn and to which 

data analytics are to be applied 

 

2.2 - The Data Sources 

Understand each source of data, including: 

a) the data's provenance 

b) the purposes for which the data was created 

c) the meaning of each data-item at the time of creation 

d) the data quality at the time of creation 

e) the data quality and information quality at the time of use 

 

2.3 - Data Merger 

If data is to be merged from multiple sources, assess the compatibility of the various 

collections, records and items of data, taking into account the data's provenance, purposes, 

meaning and quality, and the potential impact of mis-matching and mistaken assumptions 
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2.4 - Data Scrubbing 

If data is to be scrubbed, cleaned or cleansed, assess the reliability of the processes for 

the intended purpose and the potential impacts of mistaken assumptions and erroneous 

changes 

 

2.5 - Identity Protection 

If the association of data with an entity is sensitive, apply techniques to the data whose 

effectiveness is commensurate with the risks to those entities, in order to ensure 

pseudonymisation (if the purpose is to draw inferences about individual entities), or de-

identification (if the purpose is other than to draw inferences about individual entities) 

 

2.6 - Data Security 

Minimise the risks arising from data acquisition, storage, access, distribution and 

retention, and manage the unavoidable risks 

  

DON'Ts 

 

2.7 - Identifier Compatibility 

Don't merge data-sets unless the identifiers in each data-set are compatible with one 

another at a level of reliability commensurate with the potential impact of the inferences 

drawn 

 

2.8 - Content Compatibility 

Don't merge data-sets unless the reliability of comparisons among the data-items in the 

sources reaches a threshold commensurate with the potential impact of the inferences 

drawn 

 

 

 

3. DATA ANALYSIS 

 

DO's 

 

3.1 - Expertise 

Ensure that all staff and contractors involved in the analysis have: 

a) appropriate professional qualifications 

b) training in the specific tools and processes 

c) sufficient familiarity with the real-world system to which the data relates and 

with the manner in which the data purports to represent that real-world system 

d) accountability for their analyses 

 

3.2 - The Nature of the Tools 

Understand the origins, nature and limitations of data analytic tools that are considered 

for use 
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3.3 - The Nature of the Data Processed by the Tools 

Understand the assumptions that data analytic tools make about the data that they process, 

and the extent to which the data to be processed is consistent with those assumptions. 

Important areas in which assumptions may exist include: 

a) the presence of values in relevant data-items 

b) the presence of only specific, pre-defined values in relevant data-items 

c) the scales against which relevant data-items have been measured 

d) the precision with which relevant data-items have been expressed 

 

3.4 - The Suitability of the Tool and the Data 

Demonstrate the applicability of each particular data analytic tool to the particular data 

that it is proposed be processed using it 

 

DON'Ts 

 

3.5 - Inappropriate Data 

Don't apply data analytics unless the data satisfies threshold tests commensurate with the 

potential impact of the inferences drawn, in relation to data quality, internal consistency, 

and reliable correspondence with the real-world systems about which inferences are to be 

drawn 

 

3.6 - Humanly-Understandable Rationale 

Don't apply an analytical tool that lacks transparency, by which is meant that the rationale 

for inferences that it draws is expressible in humanly-understandable terms 

 

 

 

4. USE OF THE INFERENCES 

 

DO's 

 

4.1 - The Impacts 

Understand the potential negative impacts on stakeholders of reliance on the inferences 

drawn, taking into account the quality of the data and the data analysis process 

 

4.2 - Evaluation 

Where decisions based on inferences from data analytics may have material negative 

impacts, evaluate the advantages and disadvantages of proceeding, by conducting cost-

benefit analysis and risk assessment from an organisational perspective, and impact 

assessments from the perspectives of other internal and external stakeholders 

 

4.3 - Reality Testing 

Test a sufficient sample of the results of the analysis against the real world, in order to 

gain insight into the reliability of the data as a representation of relevant real-world 

entities and their attributes 
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4.4 - Safeguards 

Design, implement and maintain safeguards and mitigation measures, together with 

controls that ensure the safeguards and mitigation measures are functioning as intended, 

commensurate with the potential impacts of the inferences drawn 

 

4.5 - Proportionality 

Where specific decisions based on inferences from data analytics may have material 

negative impacts on individuals, consider the reasonableness of the decisions prior to 

committing to them 

 

4.6 - Contestability 

Where actions are taken based on inferences drawn from data analytics, ensure that the 

rationale for the decisions is transparent to people affected by them, and that mechanisms 

exist whereby stakeholders can access information about, and if appropriate complain 

about and dispute interpretations, inferences, decisions and actions 

 

4.7 - Breathing Space 

Provide stakeholders who perceive that they will be negatively impacted by the action 

with the opportunity to understand and to contest the proposed action 

 

4.8 - Post-Implementation Review 

Ensure that actions and their outcomes are audited, and that adjustments are made to 

reflect the findings 

 

DON'Ts 

 

4.9 - Humanly-Understandable Rationale 

Don't take actions based on inferences drawn from an analytical tool in any context that 

may have a material negative impact on any stakeholder unless the rationale for each 

inference is readily available to those stakeholders in humanly-understandable terms 

 

4.10 - Precipitate Actions 

Don't take actions based on inferences drawn from data analytics until stakeholders who 

perceive that they may be materially negatively impacted by the action have had a 

reasonable opportunity to understand and to contest the proposed action. Denial of a 

reasonable opportunity is only justifiable on the basis of emergency, as distinct from 

urgency or mere expediency or efficiency. Where a reasonable opportunity is not 

provided, ensure that stringent safeguards, mitigation measures and controls are designed, 

implemented and maintained in relation to justification, reporting, review, and recourse 

in the case of unjustified or disproportionate actions 

 

4.11 - Automated Decision-Making 

Don't delegate to a device any decision that has potentially harmful effects without 

ensuring that it is subject to specific human approval prior to implementation, by a person 

who is acting as an agent for the accountable organisation
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Abstract HIS implementation is complex and involves people issues as 

well as technological issues. The effect of sociotechnical issues such as 

macro level or external factors including political, social, economic, 

environmental infrastructure and technology, laws and regulations; 

meso level or organizational factors such as leadership, management 

style, policies, structure; and micro level or tactical factors such as 

information sharing, training and learning, technical staff or user 

behaviour, have been less widely studied. Yet, it is precisely these issues 

that separately or in combination derail numerous HIS implementations. 

To examine this dilemma, we proffer a unique application of the fit 

viability model (FVM) to facilitate a better understanding of key issues 

pertaining the implementation and adoption of a Point of Care (PoC) 

System at one of the not for profit private hospitals in Australia. This 

will help the decision makers in hospital to understand how the new 

system fits within the different departments and also is it a viable option 

to install such a new system. This study focuses on just two departments 

of the hospital; namely, food services and environment services. An 

exploratory single case qualitative study methodology is adopted. From 

such an analysis, it is possible to identify optimal aspects with the PoC 

solution and opportunities to add value.  
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1 Introduction 

 

Information technology is an important part of almost every industry in the developed 

world. Businesses are expanding their boundaries by using integrated and collaborative 

IT solutions. Due to an ever-increasing need for effective and efficient healthcare services 

and delivery, healthcare organisations are now trying to find integrated solutions for their 

business needs to automate their processes to gain a strategic advantage (Ives and 

Jarvenpaa 1991). In addition, the complex nature of healthcare services is compelling and 

forcing healthcare organizations to adopt best available technologies, but the problem 

here organizations are facing is that they need to adopt technologies according to their 

requirements and best fit having considered their environment, infrastructure, 

government regulations, and scope of their business, availability of funds and local 

culture and norms (Ignatiadis and Nandhakumar 2007). Healthcare organisations are 

inclusive organisations, involving different stakeholders, partners, customers and 

suppliers from different cultures and different systems; they need more sophisticated 

means of communication and interaction (Harris, Moran, & Moran, 2004). Since the last 

decade of the last century, we have witnessed a significant growth in the adoption rate of 

information technology and a big shift towards the deployment of Health Information 

Systems (HIS) (Muhammad et al 2014). Most countries have responded positively to the 

changing global market place and are reaping the strategic benefits by implementing HIS 

(Mukesh and Betsy 2009). 

 

HIS implementation is a difficult and complex decision and system implementation is not 

limited to just installing software; ie, it is much more than a technology adoption. Rather, 

it involves people issues more than technological issues (Cresswell, Worth, & Sheikh, 

2011). Research indicates that people issues are more to blame for the unsuccessful efforts 

of eHealth implementations (Mukesh and Betsy 2009). The effect of sociotechnical issues 

such as macro level or external factors including political, social, economic, 

environmental infrastructure and technology, laws and regulations; meso level or 

organizational factors such as leadership, management style, policies, structure; and 

micro level or tactical factors such as information sharing, training and learning, technical 

staff or user behavior have been less widely studied (Nguyen et al., 2015). Yet, it is 

precisely these issues that separately or in combination derail numerous HIS 

implementations (Nguyen et al., 2015). To examine this dilemma, we proffer a unique 

application of the fit viability model (FVM) (Liang, Huang, Yeh, & Lin, 2007) to 

facilitate a better understanding of key issues pertaining the implementation and adoption 

of a Point of Care (PoC )System at one of the not for profit private hospitals in Australia. 

In so doing, we answer the research question: “How can a FVM assist in unpacking the 

varied sociotechnical issues in the adoption and implementation of PoC system?”. This 

will help the decision makers in hospital to understand how the new system fits within 

the different departments and also is it a viable option to install such a new system. This 

study deals with just two departments of the hospitals namely, food services and 

environment services. An exploratory single case study methodology is adopted. From 

such an analysis, we believe it will be possible to identify optimal PoC solutions and 

opportunities to add value. 



31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

I. Muhammad & N. Wickramasinghe: Examining the PoC System Implementation and Adoption: 

A FVM Perspective 

111 

 

2 Literature Review  

 

Many healthcare information systems have been implemented around the globe with 

mixed results, despite the claims that HIS can play a significant role in efficiency and 

effectiveness of healthcare service delivery (Muhammad et al 2014) The literature 

provides evidence of failed clinical systems and lack of adoption by users (DesRoches et 

al., 2008; Protti et al., 2009). Challenges and barriers to implementation and adoption of 

bedside PoC systems in hospital wards have been extensively debated (Brailer, 2005; 

Choi et al., 2004; Yao, Schmitz, & Warren, 2005; Nguyen et al., 2015). Researchers have 

divided these barriers into different categories ranging from environmental, social, 

technical and Organisational (André et al., 2008). These factors can play a very crucial 

role in the decision-making process of technology adoption (Huang & Palvia, 2001). In a 

healthcare service context, where organisations are now required to work as a networked 

framework, health information technology implementation and adoption would be a more 

complex and challenging endeavor because of the different business processes, the 

available infrastructure, compatibility issues, decision centres, authorization mechanisms 

and hierarchies, enterprise systems and data semantics (Avgerou, 2008; Liu et al., 2011; 

Trudel, 2010). IT implementations can cause serious disruptions in service deliveries and 

in result, at productivity and healthcare services are one of the very critical areas of 

services that cannot afford disruptions (Kralewski et al., 2010; Scott et al., 2005). 

 

There are many organisational barriers to the implementation and the adoption of eHealth 

technologies, for example, poor governance, organisational culture and proper 

management of the change process that could harm the flow of transformation 

(Greenhalgh & Stones, 2010; Kennedy, 2011). These issues can aggravate the resistance 

to the change process and complicate the dissemination of the eHealth technology. 

Technological issues can also exacerbate the resistance to the adoption of health 

information technology (Muhammad et al 2014). The lack of infrastructure, and standards 

results in a fragmentation of healthcare information systems and this contributes to 

creating a very complex situation for coordination (Kennedy, 2011; Trudel, 2010). Pre-

implementation and post-implementation vendor support is another key concern for 

organisations (Kennedy 2011; Liu et al. 2011). Lack of technical resources and 

experience with information technology implementation within healthcare settings are 

other problems faced by many (Trudel 2010; Liu et al. 2011; Kennedy 2011). 

 

People issues, ranging from user acceptance (Trudel, 2010), perceived ease of use (Al-

Azmi et al., 2009), lack of knowledge about the system (André et al., 2008; Liu et al., 

2011), lack of training, lack of stakeholder consultation (Showell, 2011), lack of 

willingness to assimilate the technology in to daily routines and processes (Greenhalgh 

& Stones, 2010) , conflict between system and user embedded values (Greenhalgh & 

Stones, 2010), complex and complicated user interfaces (Yusof et al. 2007), conflict 

between physician activities and training schedules (André et al. 2008; Yusof et al. 2007;) 

and complications in patient-provider communications are some of the major concerns. 

Further, it is paramount that the systems are user centric and have a good fit with user 

values as well as existing healthcare systems (Liang, Huang, Yeh, & Lin, 2007). 
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2.1 Fit-Viability Model 

 

As Tjan (2001) proposed fit viability dimensions for evaluating Internet initiative 

projects. Liang and Wei (2004), by taking these two dimensions and adding Task 

Technology Fit (TTF) theory, proposed a fit-viability model to study m-commerce 

applications. In their framework, viability measures the readiness of the organization for 

the technology adoption and implementation, and fit measures capabilities of the systems 

to optimally perform the required tasks. These two dimensions make a simple matrix with 

fit on horizontal and viability on vertical axis. By using the four corners of the matrix, 

organizations can make an informed decision for technology adoption and 

implementation. 

 

2.2 Task-Technology Fit 

 

The theoretical basis of the fit construct is derived from the Task-Technology Fit model 

which according to Goodhue (1995; 1998) argues that a fit between task characteristics 

and system features need to be high for the better performance and success and this will 

have effect on the decision-making process of an organization. Research (Madapusi 2008; 

Soh et al. 2000) has indicated that if a system is more aligned with the requirements of 

the users there are greater chances of system success which leads to better performance. 

It means that if the features offered by the system fit with the task requirements the users 

will be more incline to use it. 

 

2.3 Viability 

 

Viability refers to the degree of impact of environment and organizational factors on a 

system adoption and implementation decision. These factors at the macro level include 

political and social, economic, environmental as well as infrastructure/technology factors. 

At the organizational level literature has proposed many factors at the strategic and 

tactical levels (Umble et al., 2003). These factors include leadership, management style, 

polices, information sharing, training and learning, technical staff, and user behaviour. 

Taking the example of  PoC, economic and technological factors are crucial factors in 

HIS system implementations; and ignoring these factors could lead to unsuccessful 

projects. Management support, physical and IT infrastructure create stronger desire of 

system implementation and innovation adoption, that positively impact viability of the 

system. 

 

3 Research Framwork 

 

The research framework shown in figure 1 illustrates is used to identify the key constructs 

and factors affecting PoC system implementations. The PoC is a patient bedside solution 

that can be accessed across the hospital by clinicians and also has a patient portal 

component. It is not an EMR (electronic medical record) but has many features and 

capabilities similar to an EMR. It also has a patient entertainment component. The PoC 

system was implemented into the not-for private tertiary hospital system (the chosen case 



31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

I. Muhammad & N. Wickramasinghe: Examining the PoC System Implementation and Adoption: 

A FVM Perspective 

113 

 

study) gradually starting in late 2015. Primary objectives for its implementation included 

to enhance the patient experience and provide value-based patient-centred care. The 

system has many modules of which this paper focuses on catering/food services and 

environmental services. Fit is measured by matching the requirements of the organization 

with the functionalities offered by the PoC system e.g. data format, operating procedures, 

and output format while viability is measured by assessing the impact of national and 

organizational factors on the adoption decision of the organization and individual user 

adoption. 

 

Considering that the PoC has many similar factors to other e-health solutions such as 

political and sociotechnical factor identified by (Muhammad et al 2016) in evaluation of 

MyHealth record in Australia (the Australian national e-health solution) and smart card 

solution in Germany (the German national e-health solution), thus it is logical to use these 

factors as the basis of the model. This conceptual model serves to capture the important 

aspects of the barriers and facilitators for the prediction of the successful adoption and 

implementation of the PoC. The proposed model identifies a network of different actors 

interconnected to each other. It further illustrates that a central issue with the evaluation 

of IT based healthcare is influenced by the complexity of the evaluation objects and 

includes both social and technical considerations (Greenhalgh & Stones, 2010). For 

instance, the nature of the integration of healthcare information systems with the culture 

and business processes of healthcare organisations puts more emphasis on the evaluation 

methods and goes beyond the technology aspects of hardware and software, furthermore, 

external and internal environmental factors as well as an understanding of the diverse 

nature of system effects in the healthcare settings is required (Greenhalgh & Stones, 

2010). This emphasis is on creating a better fit between human, contextual and 

technological factors for the successful implementation and adoption of health 

information systems (Yusof et al., 2008). 
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Figure 1: FVM 

 

4 Methodology 

 

Based on the criteria given by Yin (2010); the appropriate choice of methodology to test 

the use and usability of the proposed framework (figure 1) is a qualitative case study 

research because this is an exploratory study of a new phenomenon of bedside PoC 

information system’s implementation.  Further, we wish to explore how the PoC solution 

at different sites of the hospital can be implemented successfully and what are the factors 

that impact on the implementation and adoption of this HIS based intervention. 

Qualitative research is holistic, humanistic, and interactive, it can provide more support 

to focus on the study of a complex phenomenon of human and system interaction and 

relationship; as in our case multisite bedside PoC system implementations. Qualitative 

research can provide deeper understanding of the phenomenon as compared to 

quantitative study because of the exploratory nature of the study and focus which would 

not be on quantitative measures (Yin, 2010). For this study, several archival records and 

documents relating to the health information and communication technologies 

implementation and adoption in healthcare service delivery settings along with hospital 

and OneView reports and evaluations were critically analysed. These documents were of 

great value in developing an understanding of the need for a PoC system and factors 

important for the implementation and adoption of this system. This analysis assisted in 

developing the theoretical re-search framework and in planning the primary data 

collection strategies for the larger study. A priori themes were developed through a pilot 

study and then literature was analysed using thematic analysis and hermeneutic analysis 

(Boyatziz, 1998; Kvale, 1996), then we performed a gap analysis. The analysis led us 

towards the development of FVM for this study. 
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5 Analysis and Results 

 

Data for this piolet study was collected using unstructured interview and analysis of 

archival material. As far as possible, the multiple stakeholder views (i.e.; Service 

providers, regulator, payer, Food and environment services, and hospital and patient 

perspectives) in healthcare were captured. Data analysis included standard qualitative 

techniques such as thematic analysis where a priori themes were derived from the 

components in the conceptual model. The case studies all exemplify various aspects of 

the proffered conceptual model in this way serving to validate the model and demonstrate 

its usefulness in unpacking critical aspects with HIS implementation. 

 

5.1 The context before and after OneView PoC system 

 

This section presents a process map for two departments of the hospital before and after 

the implementation of the OneView PoC system. It must be noted here that prior to the 

PoC system, there was another system known as Infotainment. This system had many 

problems concerning mainly to poor technical support, frequent hardware and software 

failures, smaller screens, and usability issues especially with the user interface and the 

biometrics registries. That systems really did not fit with in the hospital quality services 

environment thus the change was impending. This section will explain the process before 

and after OneView PoC system within two departments; namely Food Services and 

Environmental Services. These departments are chosen as they are fully transitioned to 

the new PoC system now. 

 

5.1.1 The Context of Food Services 

 

Prior to the current PoC system, the processes in the Food Services were facilitated using 

an application called Delegate. This application had been in use since the opening of 

Epworth Eastern and has been replaced by OneView PoC system. Hence, the old PoC 

system was not used by the staff from Food Services. 

 

5.1.2 The Context of Food Services Prior to OneView PoC system 

 

Managing patients’ meal orders was handled by the Department of Food Services. The 

contact point was the Menu Monitors, who take the meal orders 24 hours prior to the 

actual delivery of meal. A computerized system called Delegate Prior to OneView PoC 

system was used for the order and delivery services. Delegate system was installed on a 

number of computers on wheels (mainly laptops). Taking orders and delivery meals to 

the patient includes discussing the options and personal preferences for the breakfast, 

lunch, and dinner for the next day.  This process would usually consume nearly 70% of 

the Menu Monitor’s work time with a rate of 14 patients per hour. That is 3-4 minute per 

patient. Patients can choose three full courses for the next day from a menu that changes 

every three years hospital wide. The gathered information about the meal preferences was 

then entered by the Menu Monitors into Delegate, and then spread sheets were printed off 

this system to circulate to kitchens. These sheets were then assigned to different chefs as 
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‘Production Lists’. Throughout the day, three production lists were prepared, one in the 

morning (7:00 am), the second is after breakfast (10:00 am), and the third is at 3:30 PM 

for the evening as Figure 2 below illustrates.  

Two main issues were found in this way of handling patients’ meals. The first relates to 

the information collection, and the second issue about Delegate performance and 

functionality. 

 

Although preparing the production lists was time consuming and required loads of time 

for the interaction between patients and menu monitors, still four types of information 

were not possible to capture using Delegate and the process around it. Those are:  

I. Late orders: Meal orders for patients admitted after 8 pm during week days 

and after 7 pm during weekends were not attended. This group of patients did 

not had a choice of food for the first day of their admission because they could 

not see the menu monitors. Rather, they would have the default meal for the 

day.  

II. Food allergy for visited patients: Delegate did not had any capability to 

record any food allergy patients may have. This piece of information normally 

comes from iPM. In many cases this information was then not passed on to the 

chefs, so they make meals without taking that into consideration.  

III. Discharged people: Depending on the time patients are discharged, many 

cases reportedly happened where meal orders were made, but patients had been 

discharged. Again, this piece is coming from iPM, and not passed on to the 

Food Services staff at the right time.  

IV. People with changed diet codes: As treatment plans progress, patients may 

change their diet codes, such as changing from ‘not eating’ to ‘eating’ and 

from ‘soft’ to ‘hard’ food. These changes were also managed by nurses using 

iPM, however, the co-operation between nurses and Food Services was not 

maintained at all times, which resulted in many cases meals were not made 

according to these changes.  
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Figure 2: A Flow chart for ordering meals before PoC 

 

These issues had direct and indirect impacts on the cost and quality of provided services 

as Table 1 below summarizes. 

 

 
Table 1: Issues resulting from the conventional way to handle meal orders prior to OneView 

PoC system 

Issue Impact on Cost Impact on quality 

Late orders None, as patients receive 

the default meal for the 

next day 

Negative impact on patient 

satisfaction 

Food allergy for visited 

patients 

Wasted food, unplanned 

care for the resulting 

allergy which may result in 

implications on patients’ 

insurance cover  

Negative impact on patient 

satisfaction and safety as 

well as trust in the hospital 

Discharged patient Wasted food More pressure on chefs 

Patients with changed 

diet codes 

Wasted food Negative impact on patient 

satisfaction 

 

Delegate has a number of issues as the interviewees from the Food Services agreed. These 

issues include:  

I. It was perceived to be a slow system.  

II. System was not really fit for the task. 

III. Long term viability of the system was really doubtful even though infrastructure 

and management support were available. 
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IV. The system had many technical problems and fixing these problems took long 

times as described by this interviewee: “If there is some technical problems with 

Delegate this would take long time to fix. I mean when the system goes down it 

really goes down and takes a while to fix”. 

V. As mentioned before, Delegate did not have the capability to capture food 

allergy data, which forced the staff at the Food Services to look up these data 

from iPM. This was not possible all the time, which resulted in a number of cases 

where patients had food that they were allergic to, consequence this had negative 

impact on patient satisfaction and healthcare services and delivery of the 

hospital.   

 

While some issues with Delegate had negative impacts on the users, thus they became 

dissatisfied about the system; but few problems were really serious problem with real 

consequences on patient’s health and safety. Not only did it negatively affect patient 

satisfaction and experience, but it also represented a real risk factor and caused safety 

issues to the patients and the hospital at the same time. 

 

5.1.3 The Context of Food Services After OneView PoC system 

 

Using OneView PoC system, patients can place their orders of meals through their user 

interface. The arrival of this function to the PoC system has partially solved the issues 

faced by the conventional system; namely late patients (after 8 pm weekdays and after 

7:00 pm weekends), allergy data, and patients with changed diet coeds. Late patients can 

order their favorite meals for the next day if they want to, they can state their allergy 

status through the admission form, and nurses can change patients’ diet codes right from 

OneView PoC system. 

 

Currently, no more than 10% of the patients are using the PoC system to order their meals. 

On asking on the reasons behind that, two main reasons were identified. The first is some 

issues with the user interface, especially with elderly patients, as patients need to scroll 

down to the bottom of the screen to reach the meal ordering function. During the scrolling 

down, a number of pop-ups will appear and may disrupt their endeavor: “We go up and 

introduce the system to them. When you go into the system at the minute, the way they 

implemented it, it is hard to use. You’ve got to scroll down to find the ordering”. 
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Figure 3: A Flow chart for ordering meals after PoC 

 

The other reason relates to the conceptual resistance by some patients to rely on a 

‘machine’ to order their meals, preferring human-human interaction more than human-

machine interaction. This was agreed upon by both interviewees from the Food Services.  

As a result of being in a hybrid environment, i.e.  a minority of patients are using the PoC 

system to order their meals, and the majority are still using conventional way to order 

their meals, Delegate now has colored dots to indicate the patients who used the PoC 

system to order their meals. Hence, the menu monitors do not need to visit them to 

organize their meals.  

 

With the expected increase of the uptake of this function in the PoC system, more patients 

will adopt this function, and more time required to see patients by their menu monitors 

will be freed-up. This is expected to have positive impacts on the hospital and its patients. 

In addition, it is expected that there will be a significant saving regarding food wastage. 

 

5.2 The Context of Environmental Services 

 

The Environmental Services is a dedicated team whose two main responsibilities are 1) 

providing all types of cleaning (steam cleaning, buffer cleaning, advanced cleaning, 

curtains cleaning, etc.), and 2) patient transportation. In terms on human resources, the 

Environmental Services team comprises about 60 staff. Of this figure, about 40 works in 

cleaning, and the reminder work in patient transportation.  

 

Unlike the Food Services, which had Delegate as a computerized system to facilitate 

food-related processes prior to the OneView PoC system, the operations of the 

Environmental Services at the hospital were mainly based on phone to phone and face to 

face communications. Introducing the OneView PoC system and integrating the Room 

Ready Module into it has made considerable change in the processes of this vital 
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department. The following is a summary of the process map of the Environmental 

Services at the hospital before and after OneView PoC system. 

 

5.2.1 The Context of Environmental Services before OneView PoC system 

 

The process of performing jobs by the Environmental Services before the PoC had three 

main steps. 1) Initiating the job by nurses and specific cleaners; 2) receiving job orders 

by the supervisors within the Environmental Services; and 3) assigning tasks to cleaners 

as Figure 4 depicts. 

 

 
Figure 4: A map for the Environmental Services before OneView PoC 

 

Nurses normally initiate job orders when needed. This includes preparing rooms before 

admitting new patients to these rooms, cleaning rooms after patients have been 

discharged, and as needed if a patient had an incident such as bleeding or vomiting. These 

job orders go to the supervisors from the Environmental Services using face to face or 

phone to phone communications tools. The supervisors in turn convey these orders to the 

cleaners across the hospitals using same communication means, i.e. phone and face to 

face. Apart from nurses, buffer cleaners and permanent cleaners can initiate job orders if 

need be. This normally happens when one of these cleaners realizes, while doing their 

jobs, there exist some curtains or carpet need to be cleaned, and they do not have the 

required equipment to do so. Once the need of a cleaner has been established, the path of 

this order in dependent upon its urgency. If the job was of a higher urgency, then these 

cleaners inform their supervisors either by phone calls or by hand-written notes. Then the 

supervisors assign the tasks to different cleaners on floor accordingly. If the job was not 

considered urgent by these cleaners, then they will wait till the next shift of cleaners has 

come to do the job based on hand written notes, which caused extended times to do 

specific jobs. The level of urgency was left to the cleaners to decide.  

 

This system had caused many problems, which can be summarized as follows: 

1. Over relaying on human factors: As can be seen, the whole processes of the 

Environmental Services team are centered on human communications and 

judgment. This resulted in many cases where jobs were not done or took longer 

time to be addressed. This is particularly acute in the cases where patients had 
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to wait outside their rooms while cleaning the room, which resulted in 

unsatisfied patients and nurses. 

2. Lack of co-ordination in the multi levels of communications: Given that nurses, 

supervisors, and permanent and buffer cleaners could initiate job orders, cleaners 

in many cases were confused about their tasks and what tasks had higher 

priorities. This lack of coordination was due to adopting phone calls, hand-

written notes, and face to face means.  

3. Inability to address language barriers: Given that a considerable portion of the 

cleaners had language barriers, their understanding of their assigned tasks over 

the phone or hand-written notes was reportedly limited in many cases, which 

caused many jobs not done properly.  

4. More effort by cleaners: As the job orders did not have enough information about 

their jobs (locations, level of urgency, and required equipment), the cleaners had 

to go to the site to manually collect all of this information and come back to their 

workplace to collect the right equipment for that specific job. This caused them 

to walk back and forth many times, which reduced their productivity and the 

quality of their jobs, and increased their fatigue.   

5. Lack of accountability: As the majority of the needed jobs were verbally 

conveyed from one stakeholder to another, the possibility of creating 

accountability and tracking the performance of different units and individuals 

were almost impossible. This is especially acute in the case of cleaners with 

limited literacy, as well as the communications between nurses (Clinical 

Services) and the cleaners and their supervisors as Figure 4 depicts.  

 

These issues had direct and indirect impacts on the cost and quality of provided services 

as Table 2 below summarizes 
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Table 1: Issues resulting from the conventional way to handle environmental services prior 

to PoC system 

 

Problems Impact on Cost Impact on Quality 

Over relaying on Human 

Factors 
Double work resulted in many cases, which implied 

extra cost and less quality 
Lack of Co-ordination: 

Multi levels of 

communications 

Language barriers 

As many jobs needed to be repeated, double works 

resulted in many cases, which implied extra cost and 

less quality 

More effort by cleaners 

Given the missing 

information on the nature 

of their tasks, cleaners had 

to survey the location of 

their jobs in person, which 

resulted in them walking 

for extended times/ 

distances.  

Due to the unneeded 

increased workload, the 

quality of cleaning 

services was negatively 

affected  

Lack of accountability 
Tracking the performance of individuals and different 

unit was almost impossible 

 

5.2.2 The Context of Environmental Services after OneView PoC system 

 

Introducing the OneView PoC system, particularly the Room Ready Module, has notably 

streamlined the cleaning related processes of the Environmental Services, while the other 

vital role of the Environmental Services; namely patient transportation, is still conducted 

using the conventional way, with a vision to integrate this function into the OneView PoC 

in later enhancements.  

 

The Room Ready Module enables nurses, permanent cleaners, and buffer cleaners to log 

into the system and place cleaning orders with enough details about the job, its location, 

requirements and level of urgency. This information is then conveyed to the cleaners on 

floor as short text messages on their PoC phones. Based on the nature of the jobs, cleaners 

can choose the jobs of higher urgency, closer to their geographic location, and/ or 

achievable using their current equipment. This has resulted in saving cleaners’ times and 

efforts, which in turn has shown faster responses to the cleaning needs initiated by 

different wards, units, and individuals. Not only has the Room Ready module enhanced 

quality and productively of cleaners, but it has also resulted in a simpler map of cleaning 

processes performed by the Environmental Services as Figure 5 depicts. 
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Figure 5: A map for the Environmental Services after OneView PoC 

 

The initial findings from the interviews show that the use of OneView PoC system to 

support the cleaning processes at Epworth Eastern has addressed most of the problems 

faced by the conventional way to manage the cleaning needs for the hospital. Table 2 

summarized these findings: 

 
Table 2: The impact of Room Ready Module from the OneView PoC system 

 

Problems How has OneView PoC addressed 

the problems 

Impact of OneView 

PoC on 

Quality Cost 

Over relaying on 

Human Factors 

This problem has been partially 

solved, as human still need to log in 

and place job orders. The existence of 

Room Ready though has increased 

the ability to place jobs and track 

them. 

Positive 

M 

Positive 

M 

Lack of Co-

ordination: 

The introduction on Room Ready 

Module has eliminated one layer of 

communications in the process map 

of cleaning services. That is the 

supervisors, which has freed up their 

time, and has rebuilt their roles 

around coordinating different tasks 

and following up with different 

stakeholders.  

Positive 

H 

Positive 

M 

Multi levels of 

communications 

Language barriers 

As job orders come to cleaners in a 

form of short text messages on their 

PoC phones, this problem has been 

partially solved.  

Positive 

L 

Positive 

L 

More effort by 

cleaners 

As the jobs orders come with a 

relatively comprehensive set of 

information, cleaners don’t need to 

go and assess the job before actually 

doing the job, which resulted less 

Positive 

H 

Positive 

M 
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effort from them, and more tasks 

performed every day than before 

Lack of 

accountability 

All jobs’ orders are now documented 

and stored in the system. Hence, 

tracking different jobs and their 

progress and the responses from 

different stakeholders is always 

possible.  

Positive 

H 

Positive 

H 

Legends: L: Low, M: Medium, H: High 

 

The initial results suggested that the PoC system for food and environment services is fit 

for task and very much viable to implement. Almost all sites of hospital were ready for 

implementation. IT Infrastructure was fit for the purpose while physical infrastructure 

needs changes for one site. Environment was favorable, and project have full support 

from top management. Appropriate budget was allocated for the project. Our initial 

analysis suggest that the use of system will be depended on the fitness of the system for 

the tasks. Users were very positive in its very early stages of deployment. We contend 

that a large-scale study is prudent to further understand the capacities of implementation 

and use of this system for clinical services. 

 

6 Conclusion 

 

The purpose of this research paper is to conceptualize a framework to investigate the 

implementation and use viability of a bedside PoC health information and entertainment 

system for food and environment services for patients in private hospital wards, since we 

recognize that with e-innovations not only the technology solution is necessary but it is 

also critical to look at organizational and societal aspects concurrently especially in 

today’s global business environment. ehealth system implementations comprise of 

technology as well as human involvement. In view of this, it is important to investigate 

the impact of political and social, economic, environmental and infrastructure/technology 

factors on the organizational decision making. We underscore the importance of studying 

the system viability and fit before making any decision about system adoption and 

deployment. Technology needs to have a good fit to perform the required tasks, only then 

can system viability and fit have positive effects on the organization’s performance and 

that can be measured by system use and user satisfaction and thus ensure the full potential 

of a solution is realised. 

 

The theoretical contribution of the paper is the use of Fit-viability model for the 

evaluation of health information technology (HIT) implementation in private hospital 

settings. This model has never been used of HIT implementations, thus we believe the 

model will present more informed lens for decision makers to understand HIT 

implementation. The practical implication of the Fit-Viability model presented in this 

paper can be realised by using the developed model to measure the fitness and viability 

of implementing health information technology in hospital settings. This should be able 

to envisage the possibility of success. 
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There are also limitations of this study First, the theoretical generalizability of the FVM 

needs critical testing in future studies. Second, the findings of this paper are based on just 

two segments of the hospital namely food services and environmental services, thus more 

extensive studies including more segments of hospital may be necessary. 
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1 Introduction 

 

Technological development has promoted the emergence of various new technologies 

that allow their user to track, measure, and evaluate a multitude of personal activities and 

biosignals. During the past years, both individual consumers as well as the healthcare 

sector have become more and more interested to measure and promote health, wellness, 

and physical performance by using such technologies. Indeed, the number of such 

technologies in the market has exploded, as their popularity and significance in both 

individual level and in healthcare has gradually risen. 

 

Wellness technologies often include features for some form of self-tracking. The use of 

different self-tracking technologies has become a part of daily life for an increasing 

number of people (McFedries, 2013), and they are commonly used, for example, as tools 

to promote personal health and wellness (Swan, 2013). There once was a time when these 

kinds of technologies were designed purely for athletes, but nowadays there is a huge 

amount of different digital wellness technologies, such as devices, services, and 

applications aimed for regular users with all levels of physical activity. Indeed, the users 

of these technologies are a very varying group of users (Kettunen et al., 2017). Wellness 

technologies are still typically designed and developed for working age or younger 

population, but their increasing need and potential also among older users has been 

presented (Carlsson & Walden, 2017). 

 

Whilst technology in general has developed, physical inactivity has become a major 

global health issue. According to WHO (2017), in a global scale, around 25% of adults 

and more than 80% of the world's adolescent population are not sufficiently physically 

active. Insufficient physical activity is the fourth leading risk factor for non-

communicable diseases and death worldwide, while physical activity has significant 

health benefits across all age groups and contributes to the prevention of diseases (WHO, 

2017). Researchers in various fields have begun a serious research effort to find solutions 

to combat the problems of sedentary lifestyle, which are becoming increasingly 

widespread in our society. One stream of research concerning this has been the 

investigation of could different wellness technologies be used to promote the physical 

activity of their users. 

 

Studies on wellness technology use have found that feedback from wellness technologies 

can heighten the user’s awareness of personal physical activity and motivate towards it 

(e.g., Chan, Ryan & Tudor-Locke, 2004; Faghri et al., 2008; Kang et al., 2009; Kari et 

al., 2016b; Kari et al., 2017; Wang et al., 2016). However, while tracking wellness related 

data may result in better awareness of daily activity, it may not be sufficient to maintain 

the use of wellness technologies (Miyamoto et al., 2016), which can also affect 

maintaining wellness routines (Warraich, 2016). Thus, providing guidance and goals for 

using these technologies would probably increase the adherence to using them and 

subsequently, adherence to wellness related routines, such as physical activity. 

 



31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

T. Kari & P. Rinne: Influence of Digital Coaching on Physical Activity: Motivation and 

Behaviour of Physically Inactive Individuals 

129 

 

A general problem with sports and wellness technologies has been that they are more 

focused on providing feedback through numbers and graphs instead of providing actual 

manageable solutions. Research has shown that the users of wellness technologies want 

clear, relevant, and easy-to-understand feedback from their activities as well as 

information on how they should go about with their physical activity and exercise. This 

would likely lead to the use being more goal-oriented (e.g., Kari et al. 2016a; Kari et al. 

2017b), which is generally seen beneficial (Locke & Latham, 2002; Shilts, Horowitz, & 

Townsend, 2004). Thus, providing the users with actual manageable steps, for example, 

in the form of a personalized workout plans, would increase the possibility of making 

both the use of the wellness technologies and the behaviour of the users more goal-

oriented. One potential solution for this is digital coaching. Schmidt et al. (2015) present 

a demand for a goal-driven support of fitness goal achievement to be addressed by digital 

coaching. 

 

We define digital coaching in the context of sports and wellness technology: Digital 

coaching refers to information technology mediated sports and wellness related coaching 

activities that are generated by a software without human intervention. Coaching 

activities can be any kind of activities that guide, direct, train, or instruct the person being 

coached.  

 

The interest towards different solutions to fall under the digital coaching definition has 

increased among users, industry, and healthcare as well as in academia. However, as these 

digital coaching solutions are quite novel, the number of studies concerning their effects 

or the experiences that people have with them is still rather limited. Therefore, it is 

important to kick-start the research on the topic. This kind of research can offer numerous 

valuable implications for the development and use of technologies with digital coaching 

features, and further, aid in promoting physical activity. 

 

This study investigates the influence of digital coaching features on the physical activity 

motivation and behaviour of physically inactive individuals. This will provide new, 

relevant, and valuable information on digital coaching and technologies with digital 

coaching features. The main research questions of the study are: 

1) How is the influence of digital coaching to physical activity motivation and 

behaviour of physically inactive individuals? 

2) What are the central aspects of digital coaching that respond to users’ needs? 

The focus of the study is on the users’ subjective experiences. The study is 

explorative in nature and follows a qualitative approach. The study is based on 

thematic analysis of 20 semi-structured interviews conducted to ten individual 

participants. The participants were using a wellness technology with novel 

digital coaching features for a period of one month. 

 

Our study is one of the first ones to examine digital coaching solutions and their influence. 

The study presents some highly valuable first insights to digital coaching research and 

increases the understanding of digital coaching solutions and their use and influence. Our 

findings will provide the industry and parties working with physical activity promotion 
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new science-based knowledge and implications, which will assist in designing and 

developing digital coaching features for wellness, health, and sports, and in planning new 

kinds of novel interventions to promote physical activity. In addition, our findings can be 

valuable to the healthcare sector when deploying technologies with digital coaching 

features to the patients. 

 

2 Background  

 

2.1 The Digital Coaching Feature Used in this Study 

 

The digital coaching feature used in our study was the Next Workout Recommendation 

feature by Firstbeat Technologies (Firstbeat Technologies Oy, 2018a). It is designed to 

work as a digital coach. A knowledge base with scientifically validated facts behind the 

feature can be found from Firstbeat’s White Papers and Publications website (Firstbeat 

Technologies Oy, 2018d). The Next Workout Recommendation feature can be varied to 

a certain extent depending on the requirements of the (corporate) customer. In our study, 

the functionality of the feature was as described below. 

 

In the beginning of the use, the user conducts a test with the feature and it provides an 

estimation of the person’s VO2max fitness level using “a proprietary method shown to 

be 95% accurate compared to laboratory measurements”. The test can be conducted 

during any freely performed walk, run, or ride (Firstbeat Technologies Oy, 2017; 2018b). 

The VO2max fitness level estimation (presented as the fitness level in the feature) gets 

more accurate the more the user uses the feature. After the base-level test, the user 

determines whether s/he is aiming to maintain the current fitness level or to improve it. If 

the user sets a goal to improve the fitness level, s/he will also get to choose the degree 

between improve and improve fast. The feature will then create an adaptive target goal 

for the user. The chosen approach will influence the degree of physiological impact 

targeted for the given workouts. Based on the background and the goal of the user, the 

chosen approach, and the estimated base-level of fitness, the feature creates a personalised 

and adaptive continuous seven-day workout plan that automatically adapts after each 

workout based on the activities of the user. The feature provides a specific workout or a 

rest day for each day. If the user misses a session or does the training longer or harder 

than suggested, the feature takes this into account and adapts the training plan 

accordingly. Moreover, when the fitness level changes, the feature will adapt the program 

accordingly: if the fitness level increases, the planned workouts will require more effort 

to be completed and if it decreases, the planned workouts will become easier (Firstbeat 

Technologies Oy, 2018c). Thus, the feature is suitable for people with different fitness 

levels and different physical activity levels, including physically inactive people. 

 

The feature is designed and best suited for aerobic training but places no restrictions 

regarding the specific sport conducted. If the user chooses so, the feature can also provide 

real-time guidance during the workout. The real-time guidance communicates to the user 

to maintain, increase, or decrease the current exertion level, and shows how much of the 

current workout has been conducted. It also shows when the goal of the workout has been 
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reached, but the training continues until the user decides to end it. The feature also 

provides different views that display, for example, the user’s progress and various other 

information. Some of the views contain elements aiming to wake the experience of 

gamification (Kari et al., 2016b) in the user to further increase the motivation. Such 

elements include, for example, progress bars, comparison, and levels. An example view 

is presented in the appendix. 

 

VO2max – the used metric to present the fitness level in the feature – is a metric that 

defines one’s personal aerobic/cardiorespiratory fitness level. It describes the body’s 

capability to bring oxygen into the body through the lungs, transport it through the 

circulatory system to the muscles, and use it as part of body’s energy production method. 

Higher VO2max scores are strongly related to not just aerobic performance but also health 

and longevity in general (Firstbeat Technologies Oy, 2018b). For more detailed 

description of VO2max, see (Firstbeat Technologies Oy, 2017). 

 

2.2 Goal Setting 

 

Goal setting can be an important facilitator for behaviour change (Locke & Latham, 2002; 

Shilts et al., 2004) and it provides a potential strategy for transforming physical activity 

information into practical actions (Shilts et al., 2004). To be effective, goal setting 

requires some form of self-tracking to better support the realisation of goals and the 

increase in self-efficacy (Fukuoka et al., 2010; Locke & Latham, 2002; Shilts et al., 2004). 

Goal setting can be viewed through three central dimensions: 1) self-set goals – assigned 

goals – participatory goals; 2) personalised goals – non-personalised goals; 3) fixed goals 

– adaptive goals (Zhou et al., 2018). Despite self-set goals typically being of highest 

personal importance, a literature review (Shilts et al., 2004) on goal setting shows that 

assigned goals are more effective in comparison to self-set goals (Zhou et al., 2018). 

Studies have also shown that interventions utilising wellness technology with fixed and 

non-personalised physical activity goals are often significantly less effective than 

interventions with adaptive goals (Adams et al., 2017; Adams et al. 2013; Jakicic et al., 

2016; Zhou et al., 2018) or with personalised goals (Chan et al., 2004; Jakicic et al., 2016; 

Tudor-Locke, 2002; Zhou et al., 2018) in increasing physical activity levels. The 

weakness in providing fixed and non-personalized goals to all users is that in many cases 

it irresistibly leads to either goals that are too high or even unrealistic or too low and 

unchallenging. This obviously decreases the effectiveness of the goal setting (Tudor-

Locke, 2002; Zhou et al., 2018) and leads to non-optimal behaviour. Studies have also 

shown that in the case of sports and wellness technology, the utilitarian goals are one of 

the important drivers behind use intention (Makkonen et al., 2012a; Makkonen et al., 

2012b). Thus, the adaptive and personalized goals and training plans provided by the Next 

Workout Recommendation feature pose much potential regarding physical activity and 

fitness.  
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3 Methodology 

 

The basic setting of our study included participants who implemented the Next Workout 

Recommendation digital coaching feature into use for a period of one month. Due to its 

novelty, at the time of the use period (September-October 2017), the Next Workout 

Recommendation feature was not yet implemented on any commercial physical devices, 

though the first products implemented with it were released not long after (early 2018). 

Therefore, the participants used a mobile application version (provided by Firstbeat) that 

was installed to their smart phones before the use period started. For clarity, we refer to 

the used Next Workout Recommendation feature as application in the remaining of the 

paper. All the participants were also given a heart rate belt and personally instructed on 

how to use the application and how to interpret the received information. As physically 

inactive individuals seldom want to maintain their current fitness level but rather to 

increase it, all the participants were set with a goal of improving fitness level in the 

application (improve approach). The application then created and provided each one with 

a personalised target goal to be aimed for in one month and started providing the users 

with adaptive continuous seven-day workout plan to reach that target goal. As the aim of 

the study was not in increasing the physical fitness levels of the participants per se but to 

investigate the application’s influence on motivation and behaviour, we did not require 

the participants to conduct every workout the application suggested, but rather wanted 

the use to be as natural as possible. Thus, it was a voluntary choice to do or not to do the 

suggested workouts. This kind of autonomy is also central in the self-determination 

theory (Ryan & Deci, 2000). 

 

To conduct our study, we chose a qualitative approach. Qualitative research aims to 

understand people, their sayings and behaviour, as well as the cultural and social context 

they are living in. The goal is to find new knowledge and understand real life phenomena. 

One of the central benefits of qualitative research is enabling the researcher to see and 

understand the underlying contexts in which decisions are made and actions take place 

(Myers, 2013). 

 

To collect the data, we chose interviews as the data collection method. According to 

Myers & Newman (2007, p. 3) qualitative interview is the “most common and one of the 

most important data gathering tools in qualitative research”. More precisely, we chose a 

semi-structured interview, which is the most used type of interview in IS research. In a 

semi-structured interview, there is an incomplete script, but it is typical that some pre-

formed structure is prepared that the interviewer follows (Myers & Newman, 2007). This 

was also the case in our interviews. In planning and conducting the interviews, we 

followed relevant guidelines (e.g., Guest, Bunce & Johnson, 2006; Myers, 2013; Myers 

& Newman, 2007) regarding semi-structured interviews. The goal was to gain maximal 

benefit from using the method and to avoid the potential problems and pitfalls. 

 

We conducted two interviews for each interviewee, one before and one after the use 

period. The first one mainly focused on the expectations towards the application and its 

influence, whereas the second one focused mainly on the experiences and perceived 
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influence of using the application on physical activity and exercise motivation and 

behaviour. Therefore, two distinct interview scripts were created. One for the interviews 

before (Script 1) and one for the interviews after (Script 2) the use period. It is to be noted 

that the interviews also included themes for a purpose of another study. However, this 

cannot be seen to affect the results of this study. However, it affected the development of 

the scripts so that they also included themes and questions deriving from theories less 

connected to this particular paper. The themes for Script 1 were mainly developed based 

on the research questions, previous literature, and the theoretical background, while some 

themes also derived from the UTAUT2 (Venkatesh, Thong & Xu, 2012) and innovation-

decision process (Rogers, 2003). Script 2 included the same aspects but focusing more on 

the experiences from the use period plus questions deriving from self-determination 

theory (Ryan & Deci, 2000). The themes of both interviews are presented in the 

appendices. But as mentioned, not all themes were used in this particular paper. Following 

Myers and Newman (2007), the interviews included the opening, the introduction, key 

questions related to certain themes, and the closing. 

 

To recruit the participants, we used a snowball sampling approach (Patton, 2002). First, 

we searched persons that met the criterion and then suggested them with the possibility 

to participate in the study. Then, the selected participants were asked for and provided 

information on additional potential participants and these again were contacted. 

Following McCracken (1988), in selecting the interviewees we aimed for a fairly 

homogenous sample that share critical similarities concerning the research question, this 

way aiming to maximise the richness and depth of the data. In addition, certain criteria 

were used: 1) the person was physically inactive at the moment, 2) the person had the 

possibility and interest to implement the application into use, and 3) the person was 

motivated to take part in the research. 

 

In the end, the study was conducted with ten participants. We conducted 12 interviews 

before the use period, but had two dropouts during the use period due to sickness affecting 

not being able to exercise. Thus, we conducted 10 interviews after the use period. We did 

not include the interviews from the two dropouts in our analysis. The first round of 

interviews was held early September 2017 before the use period began, and the second 

interviews during November 2017 by one of the authors. The interviews were held face-

to-face with the interviewee, with the exception of one interview that was conducted via 

mobile phone. On average, the interviews lasted 25 and 49 minutes. The interviews were 

recorded and transcribed (in the interviewees native language). Based on the 

transcriptions and notes made during the interviews, the analysis began. 

 

For the purposes of this particular paper, our analysis mainly focused on the data collected 

with the second-round interviews. To analyse the data, we used thematic analysis, which 

is the most widely used method of analysis in qualitative research (Guest, MacQueen & 

Namey, 2012). Thematic analysis is a method for “identifying, analyzing and reporting 

patterns (themes) within data” (Braun & Clarke, 2006, p. 79). Using thematic analysis, a 

researcher can organise and describe the data set in rich detail, and typically go even 

deeper by interpreting various aspects of the research subject (Braun & Clarke, 2006). In 
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addition to identifying, analysing, and reporting the themes in our data, we also aimed to 

interpret various specific related aspects and exceptions. In conducting the analysis, we 

applied guidelines from Braun and Clarke (2006) and Patton (2002). As they suggest, 

these guidelines were applied flexibly to fit the research questions and the collected data. 

Further, as suggested, the analysis process was not a linear phase-to-phase process but a 

recursive one, in which we moved back and forth between the different phases of the 

analysis. 

 

4 Results 

 

The ten participants consisted of five females and five males with the mean age of 31,6 

years. The description of each participant can be found in Table 1. In general, the 

participants had rather little previous experience on using sports or wellness technology. 

Only two owned some such device at the moment, but neither of them was using it 

actively. The physical activity background of the participants varied a lot. Some had a 

more active history through some hobby and some had even competed earlier in their life, 

whereas others had been more or less physically inactive their whole life and regarded 

themselves as beginners in terms of exercise. However, it is to be noted that even though 

some participants had been more physically active in the past, at the moment when the 

use period started, they all considered themselves to be physically inactive, and at most, 

taking part in exercise activities was occasional. Everyone also perceived their current 

aerobic fitness level as low or fair at best. 

 
Table 1: Description of the Sample 

 

Participant Gender Age 
Physical Activity 

Background 
Previous Experience on 

Sports Technology 

1 Female 34 Competition history Heart rate monitor 

2 Female 28 Beginner – 

3 Male 28 Competition history – 

4 Female 21 Beginner – 

5 Male 33 Competition history Mobile applications 

6 Male 41 Competition history Heart rate monitor 

7 Male 30 Hobby history Heart rate monitor, app 

8 Female 25 Competition history Mobile applications 

9 Female 51 Competition history – 

10 Male 25 Hobby history Pedometer (in a phone) 
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4.1 Influence of Digital Coaching to Physical Activity Motivation and 

Behaviour 

 

The digital coaching application was found to beneficial for physical activity and exercise 

motivation. Each of the participants reported that their motivation towards physical 

activity had increased during the use period. The element that most affected the 

motivation was reported to be that some outsider told what to do and how to do it. Also, 

being able to follow own progress was perceived highly motivational. Another aspect that 

influenced the motivation was that the digital coach had a role in changing the person’s 

whole mentality regarding physical activity. Many reported that they had previously had 

different kinds of challenges that inhibited being physically active, for example, related 

to false assumptions regarding how they should exercise. The application was also 

perceived to be a better motivator than most of the previous things that the users had tried, 

as the application was more capable in solving those challenges that the users had 

previously experienced. 

 

The application was also able to make the physical activity more goal-oriented. The users 

wanted to accomplish the goals of individual workouts, and achieving those was 

perceived as steps in achieving the overall goal of improving fitness. Workout specific 

goals were reported to be sufficiently short-term, and thus, easier to achieve and good in 

maintaining motivation. Further, the users reported that if they only had a much larger 

goal to achieve at once, it would likely feel unachievable and subsequently lower the 

motivation. Achieving these smaller workout specific goals was perceived to increase 

personal capability towards exercise and additionally make one proud of him or herself, 

further increasing the motivation. 

 

Seeing the upcoming workouts from the application was perceived as very interesting, 

and many reported to be waiting for the moments when they received updates to their 

adaptive workout plan. The length or the exertion level of the upcoming workout did not 

affect whether the users planned to go perform it or not. In addition, being able to see the 

workout plan beforehand helped in organising the day’s schedule and the daily life in 

general, which for some was a big but positive change. This aided in fitting physical 

activity into the daily routines and transforming the increased motivation to actual 

physical activity behaviours. 

 

The digital coaching application also influenced the users’ actual behaviours in many 

ways. First of all, it increased their level of physical activity. Whereas many had felt 

exercising challenging for one reasons or another before implementing the application, 

the application lowered the level of starting a workout by providing a ready-made plan 

and guidance to individual workouts. Further, it helped to realise that being physically 

active and doing workouts is not actually that demanding as they had thought. Everyone 

reported that the application had developed their habits and ways of being physically 

active. 
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The application also changed the way they conducted their individual workouts. Many 

reported that when they had previously tried exercising for a while, they had done so with 

a much higher exertion level, because they had thought that for a workout to be beneficial, 

one has to go all out. Thus, they usually had exercised too hard and subsequently been 

exhausted after each workout, which had made them feel negative towards exercising and 

stop it altogether. Instead, now they felt that the exercise intensity during the workouts 

had been much lower and more pleasing, which subsequently had made them experience 

better feeling during the workout and also after it. The real-time guidance had a major 

role in keeping the right heart rate and exertion level during the workouts, and also in 

teaching the users how certain kinds of workouts should feel physically. It also motivated 

to keep going until the goal of the workout had been reached, especially when they didn’t 

otherwise feel so keen on exercising. Indeed, even though the application had made the 

feeling during and after the workouts more pleasing, it did not magically make everyone 

enjoy every aspect of exercising all at once, and the sofa was still seen as an intriguing 

option, yet one that was chosen much less frequently than before. 

 

Reaching the workout specific goals was perceived important and trust towards the 

application was strong. Therefore, the real-time guidance was generally followed quite 

accurately. However, this also had its turnside. If one wanted to follow the real-time 

guidance accurately, it made social exercising more difficult. The need to follow a certain 

exertion level for a certain time was sometimes seen as difficult to do together with 

someone else. Though some also reported that the application and especially its real-time 

guidance made them feel like they had a companion when exercising alone. 

 

Receiving a plan also affected other aspects of life than just physical activity. The users 

reported that they had started to pay more attention to nutrition and proper breakfast or 

skipped drinking alcohol if they had a workout planned for the next day. In other words, 

the application did not just influence those moments of exercise but also the time between 

them. Almost everyone reported that their appreciation towards physical wellness had 

changed during the use period. As they had been physically more active, they had noticed 

it influencing their sleep positively and made them pay more attention to their nutrition 

and eating rhythm. Everyone planned to continue being more physically active also in the 

future. 

 

4.2. Central Aspects of Digital Coaching Regarding Users’ Needs and 

Challenges 

 

Digital coaching can answer to various kinds of needs and bring solutions to various 

challenges. However, we also found certain aspects that should be paid more attention to 

in the design process. The most notable need that the application answered to was 

providing the users personalized workouts suited for their personal fitness level, doing of 

which had previously been challenging to many. This led the user to exercise with right 

exertion level and frequency. The ready-made workout plans also decreased the perceived 

stress regarding physical activity, as the planning and tracking was done by the 

application. The users also reported that despite not necessarily having a particularly good 
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overall knowledge on physiology, it didn’t matter, as the application in a way took care 

of that part. The perceived advantage over optional wellness technologies without digital 

coaching features was evident, and everyone would have been willing to pay for such 

digital coaching features alone. 

 

The three most central features regarding matching own previous needs and challenges 

were reported to be personalised workout plans, real-time guidance, and the ability to 

follow own progress. Personalisation was especially highlighted and appreciated. It was 

also highly regarded that the application was able to adapt the workout plan based on the 

user’s activity, for example, if one had overachieved or in contrast skipped a workout. An 

additional need that the application answered to was the ability to start a guided workout 

straight from one’s own door, without the need to separately go for a group workout 

session in a gym, which could be challenging due to requiring more time and having a 

higher starting step. 

 

One interesting finding was that the application was perceived to be as any coach or 

personal trainer in a sense that the users would have wanted to communicate with it more. 

For example, if a user knew beforehand that s/he was unable to conduct the upcoming 

workout due to work, travel, not feeling well, or another obstacle, s/he would have wanted 

to tell the digital coach this, so that the coach could have moved the workout for the day 

before or otherwise adapt the plan. Some also had specific weekdays when they were 

never able to conduct workouts due to other hobbies. It also seemed to us that among 

some users, the application had roused a sense of obligation towards the digital coach, 

and they would have wanted to explain why they were unable to conduct certain 

workouts. Thus, it can be said that for some, the interaction with the digital coach 

application had some human characteristics in it. 

 

Even though the users mostly perceived following the development of their fitness in a 

general level as clear, for some, presenting the actual values and fitness level through 

VO2max was difficult to comprehend. They had difficulties in understanding the scale 

and what kind of changes in VO2max would be realistic in the first place. It was also 

wished that the application would have notified about increased fitness level with more 

clarity and accompanied rewarding. 

 

Some elements of the real-time guidance were also reported to have waken the experience 

of gamification, for example regarding reaching own goals. Those elements were liked 

and some expressed they would have liked to see more of such elements in the 

application. On the other hand, even though it was generally wished that the application 

would have provided further (digital) rewards, the users would not have wanted it to 

exaggerate accomplishing goals of individual workouts, as the most important feeling of 

success came from within. 

 

The application did not provide separate reminder notifications for the users about 

individual workouts. Whether it should have divided opinions. Whereas some would have 
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valued daily notifications of the next workout, some reported that it might have felt 

pressuring. 

 

The users reported that they had learned much from using the digital coach, for example, 

about heart rate levels and how to exercise according to them, how a certain exertion level 

should feel, and scheduling the workouts into the daily life. Finding the solutions to these 

needs and challenges would influence the ways of exercising in the future. 

 

5 Conclusions 

 

The purpose of this study was to increase the understanding of novel digital coaching 

solutions and their use. More precisely, we investigated the influence of digital coaching 

features on the physical activity motivation and behaviour of physically inactive 

individuals. The focus was also on central aspects of digital coaching that respond to 

users’ needs. In our qualitative study based on interviews and thematic analysis, the 

participants used the Next Workout Recommendation digital coaching feature by 

Firstbeat Technologies for one month. We also provide a definition of digital coaching in 

the context of sports and wellness technology: Digital coaching refers to information 

technology mediated sports and wellness related coaching activities that are generated 

by a software without human intervention. Coaching activities can be any kind of 

activities that guide, direct, train, or instruct the person being coached. 

 

The application with the digital coaching feature was found to beneficial for physical 

activity and exercise motivation. The element that most affected the motivation was some 

outsider, in this case the digital coach, instructing the what, when, and how regarding 

exercise. Further, knowing that these instructions were targeted specifically to them as 

individuals and based on their personal fitness level and actions was much appreciated 

and perceived important. Also, being able to follow personal progress was perceived 

highly motivational. The application was also able to make the whole physical activity 

regime more goal-oriented, which had a further motivating effect. 

 

The application also aided in fitting physical activity into the daily routines and 

transforming the increased motivation to actual physical activity behaviours. The digital 

coaching application influenced the users’ actual behaviours in many ways. First and 

foremost, it was able to increase the level of physical activity for these previously 

physically inactive individuals. It also guided and taught them to conduct their workouts 

with appropriate frequency and exertion level, which subsequently led them to enjoy 

exercising more and get more positive feelings after the workouts. Thus, the application 

was able to shift their whole mentality regarding physical activity and fitness to more 

positive direction. 

 

The digital coaching feature influenced also other aspects of life than just physical 

activity. The users had started paying more attention to, for example, nutrition, diet, sleep, 

and alcohol consumption. In other words, the application did not just influence those 



31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

T. Kari & P. Rinne: Influence of Digital Coaching on Physical Activity: Motivation and 

Behaviour of Physically Inactive Individuals 

139 

 

moments of exercise but also the behaviours in between them. Subsequently, it increased 

the general appreciation towards physical wellness in a positive way. 

 

The application was able to meet several kinds of needs and give solutions to various 

previously felt challenges. Thus, it seems that a digital coaching feature like the one used 

in our study can really be beneficial. At least among physically inactive individuals and 

on a short-term. As the use period lasted only one month, it is difficult to draw longer-

term conclusions. Also, the needs and challenges of, for example athletes, can be very 

different. Thus, the particular digital coach used in our study might not be so influential 

and successful among other user groups, and more research is needed in that regard. The 

digital coaches should indeed be designed with the target group in mind, first 

investigating the target group. 

 

One interesting finding was that the digital coach was perceived as any coach or personal 

trainer in a sense that the users would have wanted to communicate with it more, for 

example, regarding upcoming or missed workouts. This is something for the designers to 

acknowledge. They should provide communication and interaction possibilities between 

the user and the digital coach. The users clearly want to explain if they are not or have 

not been able to follow the plan and want the digital coach to adapt the workout plan 

accordingly. Also, as the users clearly perceived the interaction with digital coach to have 

human characteristics, the digital coaches could have some human like avatars or similar. 

As for further practical implications, it would probably be valued if the digital coach could 

better be able to adapt individual workouts so that it would better support social 

exercising, should the user want to exercise with a friend for example. In the beginning 

of the use, the metrics used to display fitness level should be thoroughly explained. The 

users could also be provided with different options regarding the metrics, so they could 

choose between different metrics based on their own will and background knowledge. 

The designers should also undertake the process of gamification (Kari et al., 2016b) and 

implement digital coaches with gamified features. But needing to be careful not to 

overemphasise individual elements or overgamify the use. Special attention should also 

be paid to conducting the base-level tests as accurately as possible. If the digital coach 

would estimate the user’s base-level incorrectly and with relatively high error, it would 

probably lead to wrong kinds of plans and individual workouts and to presenting the 

progress in physical fitness falsely. Nevertheless, even with the need for great accuracy, 

conducting the base-level test should still be easy and effortless enough also for physically 

inactive users, who do not necessarily possess much knowledge on physical activity. This 

is one of the main challenges for the designers to overcome. 

 

To conclude, this study is one of the first ones to examine novel digital coaching solutions 

and their influence. Increasing the understanding of digital coaching solutions and their 

use and influence, the study provides highly valuable first insights both for the researchers 

and for the wellness and sports technology providers. The industry as well as the actors 

working with physical activity promotion can utilise our findings and implications in 

designing and developing digital coaching features for wellness, health, and sports, and 
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in planning new kinds of novel interventions to promote physical activity. The study also 

lays foundation for future research on digital coaching. 

 

6 Limitations and Future Research 

 

There are few notable limitations in the study. First, although the interviews provided a 

very valuable set of information, the number of participants in the study could have been 

higher. The study had to consist of physically inactive people willing to implement a 

sports technology application with digital coaching features into use, which is not the 

most typical of target groups, though a highly important one. However, all interviewees 

had interest towards the solution, and thus, the implementation was based on own interest. 

We also followed previous guidelines (McCracken, 1988) in selecting the interviewees. 

We also believe that an adequate number of interviews were conducted, as we recognised 

that their marginal benefit was notably reduced. Second limitation concern the relatively 

short usage period of one month, which reduces the ability to make long-term 

interpretations. However, from a physical point of view, a month is considered long 

enough to be able to see changes in fitness level, especially among people with below 

average fitness level (Jürimäe et al., 1985). 

 

Third limitation relates to the general limitations of qualitative interview. To overcome 

these, we followed well-established guidelines for semi-structured interviews in planning 

and conducting the interviews (e.g., Braun & Clarke, 2006; Guest et al., 2006; Myers, 

2013; Myers & Newman, 2007). This, we believe, enabled us to avoid the possible 

problems and pitfalls and helped us to gain maximal benefit from using a semi-structured 

interview. As Guest et al. (2012) point out, the identified themes in the thematic analysis 

are always based on the interpretations of the researchers. Therefore, we also applied 

relevant guidelines in doing the analysis. As is typical to qualitative research, it is difficult 

to make generalizations from the sample to a larger population (Myers, 2013) and one 

should be cautious if doing so. 

 

Despite these limitations, the research offers some highly valuable first insights and a 

good overview on the subject. The findings of the study also provide potential paths for 

future research. Being one of the first studies to examine these kinds of digital coaching 

solutions and their influence, it can serve as a starting point and a reference to future 

studies. Future research would benefit if to be conducted with larger samples and longer 

use periods. The target group could naturally also be other than physically inactive people, 

as digital coaching has the potential to be beneficial for people with all levels of physical 

activity and fitness as well as for people of different ages. Future studies could also 

specifically focus to certain types of users who share similar goals, for example, regarding 

a certain sport, certain competition, physical ability, weight loss, or other specific area. 

We would also encourage researchers to conduct more research in regards to digital 

coaching and the different aspects of it, not just from the IS perspective but from other 

perspectives as well, for example, health and exercise science and psychology. Thus, we 

make a call for cross-disciplinary research on digital coaching and their effects on human 

behaviour and wellbeing. 
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Appendices 

 

Appendix A: Themes of the 1st round interviews 

 
1. Background 1.1 Demographics 1.2 Socioeconomic 

characteristics 

2. Physical activity 
background and 
meaning of 
wellbeing 

3. Previous experience 4. Innovativeness, 
personality variables 

5. Challenges and 
needs with physical 
activity 

6. Performance 
expectancy and 
personal goal setting 

7. Effort expectancy 
and facilitating 
conditions 

8. Hedonic motivation 9. Habit 10. Physical activity and 
exercise motivation 

11. Social aspects   

More detailed descriptions with key questions are available from the authors by request. 

 

 

Appendix B: Themes of the 2nd round interviews 

 
1. Meaning of wellbeing 2. Use experiences 3. Social aspects 

4. Challenges and 
needs with physical 
activity 

5. Performance 
experience and 
personal goal setting 

6. Effort experience 
and facilitating 
conditions 

7. Hedonic motivation 8. Elements of the 
solution and physical 
activity motivation 

9. Habit 

10. Relative advantage 11. Adaptability 12. Price value 

13. Physical activity and 
exercise motivation 

14. Other aspects  

More detailed descriptions with key questions are available from the authors by request. 
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Appendix C: An example view of the Next Workout Recommendation Feature 
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Advances of data collecting methods outpace consumers’ understanding of 
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perceive the pros and cons of marketers using their personal data for 

customized marketing messages and product offers. A qualitative study was 

conducted among Estonian consumers. In depth interviews with 18 
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1 Introduction 

 

Personalization is by no means a new idea or concept in the world of marketing. 

Consumers are increasingly seeking customized solutions and businesses are trying to 

meet these needs without compromising the economies of scale.  

 

Advances in data collection methods allow companies to gather vast amount of non-self-

disclosed information about consumers, to automate the monitoring of consumers’ 

purchasing behaviour and to use the accumulated data for targeted marketing 

communication and customizing their offers. Personalized marketing enabled by data 

management platforms is integral to consumers receiving relevant, timely, engaging, and 

personalized messaging and advertisements that resonate with their unique needs and 

preferences. Although personalization, customization, and exact targeting is appreciated 

by the consumers while saving time and money, such personalized services demanding 

detailed customer information may cause privacy related problems. To avoid negative 

attitudes and loss of goodwill, businesses must be sensitive to consumer expectations 

associated with data collection and usage. 

 

The aim of this research paper is to map the attitudes of Estonian consumers and study 

the link between personalized marketing and perceived intrusiveness among Estonian 

consumers. The authors will analyse the consumers’ attitude towards personalization, 

their willingness to disclose personal data and the perceived usefulness of personalized 

marketing communication.  

 

2 Literature Review  

 

2.1 Personalization in Marketing 

 

The aim of personalization is to speed up customers’ decision and purchase process via 

tailoring marketing messages and product offers. By definition, personalization is the 

ability and skill to proactively tailor products and customer experience to the preferences 

of individual consumers based on their personal information (Chellappa & Sin, 2005). As 

Vesanen (2007, pp. 409-410) points out, “the concept of personalization is currently used 

to cover a very fragmented set of ideas, and a clear theoretical framework is lacking”. 

Both consumer acceptance of personalization and the tools and techniques of 

personalization are in constant flux as the technologies change at a rapid pace. Tactics 

that worked well in their early phases may become counterproductive as customers get 

fed up by certain type of communication. 

 

Personalization seems to promise savings in time and money both for the seller and the 

buyer but nevertheless there is a thin line between appropriate personalization and 

perceived intrusiveness (Truong & Simmons, 2010). Personalization can both strengthen 

or weaken the relationship customer has with a brand (Aguirre et al., 2016) and the 

reactions to personalized messages can be either positive or negative (White et al., 2008). 

Thus the question of personalization poses significant strategic challenges to marketers.  
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The benefits of personalization include increasing the efficiency of the client’s purchase 

process and specifically narrowing down alternative solutions/actions to the most relevant 

ones. Time savings are an important bonus (Aguirre et al., 2016). At the same time it may 

feel unpleasant to realize that someone is following and recording your activities and data 

and this can lead to lower adoption rates, increased sense of vulnerability (Aguirre et al., 

2016) or avoiding doing business with specific companies at all (McDonald & Cranor, 

2010).  

 

Successful personalization can only be based on having relevant and sufficient 

information about the consumers, including, but not limited to, the information that 

consumers have shared about themselves on informed consent and information that has 

been collected with the help of digital technologies. The quality of personalization and 

ability to meet individual needs is vital for successful personalization (Jahng, Jain & 

Ramamurthy, 2002) and it is possible to improve the usefulness of personalization for 

both the company and the consumer only via a very thorough customer data collection 

and analysis. Collecting, storing and utilizing customer data will inevitably lead 

customers to question the value of allowing businesses to work with the data and ponder 

about the ethical limits of tracking customers. Therefore it is important to understand 

consumers’ perception of privacy and their willingness to trade privacy for 

personalization. 

 

2.2 Privacy Conceptualizations and Concerns 

 

Various authors have defined privacy and there is no single definition that would 

encompass all the aspects of the concept. Westin (1997) has defined privacy as a right of 

an individual to decide how, when and to what extent to disclose personal information to 

others. Clarke (1999) has added that privacy also includes a person’s will to sustain a 

personal space that would be free from interference by others (including also businesses 

in the context of marketing). From consumers’ point of view privacy is highly subjective 

and depends on one’s ability to understand privacy related issues and take decisions 

regarding that.  

 

Past research has identified a privacy concern as a two-component construct. If a 

customer has good knowledge and (perceived) control over collecting, storing and using 

data about her/him, the privacy concern tends to be low, and vice versa (Milne 2000, 

Sheehan & Hoy 2000). Alt, Hartwig and Reinhold (2016) have included the dimension 

of privacy awareness into the discussion, claiming that without awareness consumers are 

unable to make decisions and give educated permission to use their personal data for 

business purposes. Awareness, in turn, does not necessarily lead to rational decisions. 

Knowledge-behaviour gap is well documented in various fields, and it applies for privacy 

decisions as well (Bakos, Marotta-Wurgler & Trotten, 2009; Murumaa-Mengel, et.al., 

2014). Most of the privacy laws and regulations postulate that people should be given 

complete and thorough information about data collection, storage and usage but in reality 

people hardly pay attention. The key reasons for not paying attention to privacy 

conditions and agreements are information overload and lengthy material (Helberger, 

2013), easiness of just ticking the box and agreement as a default option (Murumaa-
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Mengel, et.al., 2014), or unclear wording of the text (Lurger 2013; Murumaa-Mengel, 

et.al., 2014). 

 

Dinev and Hart (2006) have described e-commerce customers as rational actors who 

conduct cost-benefit analysis comparing gains and losses of giving away data. But 

frequently data disclosure is not under the control of the consumer, or at least consumer 

cannot avoid giving delivery address, credit card data, etc, for a vendor for fulfilling the 

order (Smith & Shao, 2007) and this creates a personalization-privacy paradox, a situation 

where consumers are willing to share data for some purposes and reluctant to do so for 

some other reasons (Aquirre et al., 2016).  

 

The questions and decisions regarding privacy and data disclosure are not easy ones for 

consumers. The concept itself is multifaceted and difficult to comprehend for the 

consumers, as are contemporary data collection methods. It is difficult for consumers to 

take control over their privacy because most of the data based marketing activities happen 

in a “black box” for them and they can only guess what will happen if their data is 

analysed. 

 

3 Methods 

 

The aim of the current study was to map the attitudes and perception towards privacy and 

study the link between personalization and intrusiveness. The study adopted qualitative 

approach as privacy related issues are perceived and addressed very differently by 

consumers. A quantified research instrument would not have been adequate to capture 

the meaning of the phenomenon in the minds of consumers. In-depth interviews are 

considered appropriate when the goal is to collect information on emerging issues 

(Marshall & Rossman, 2006). 

 

The semi structured interview plan was composed to include the main themes arising 

from past research and structured around the key research questions. The questions in the 

interview plan were constructed by the authors of the current study. 

 

The first section of questions was designed to understand how consumers understand 

personalization and to seek insights about their experiences and beliefs. Previous studies 

pointed out both positive and negative aspects regarding personalization and the authors 

aimed to clarify the balance among Estonian consumers. 

 

The second section of interview plan included guiding questions to see how consumers 

understand privacy and how they rationalize giving access to their data. The authors 

further wanted to explore if the consumers undertake some sort of privacy calculus 

expecting value in return to access to their data. 

 

The third section of interview questions addressed personalized marketing 

communication and aimed to identify the balance between losing privacy and enjoying 

benefits from precisely targeted communications.  
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A non-probability convenience sampling method was used to recruit voluntary 

participants for this study. The call for participation was posted to 5 different social media 

groups in Estonia (heritage society, gardening group, marketplace, neighbourhood group 

and baby products group). These groups were selected to achieve variety in the sample 

and all of them were known to the researchers to have an active membership. Further, the 

researchers recruited an equal number of male and female participants and observed that 

the interviewees would be of different backgrounds. The initial plan was to conduct a 

total of 20 interviews but data saturation (Miles & Huberman, 1994) was achieved with 

18 interviews. Such size of the final sample is considered suitable (Baker & Edwards, 

2012). The interviews lasted between 45 minutes and 2.5 hours and were conducted in 

locations preferred by the interviewees. The age range of the interviewees was between 

28 and 74.  

 

All the interviews were recorded with the permission of the participants, and transcribed 

in verbatim. Coding was conducted manually. The initial codes were developed 

deductively from the previous studies and additional inductive codes emerged from the 

material. Content analysis was used to interpret the textual data through classification that 

involves coding and identifying common themes (Hsieh & Shannon, 2005). Structural 

coding and categorization were conducted following the principles and guidelines 

presented by Saldaña (2009). Specific information on coding does not fit the length limits 

of the current paper and is available from the authors. 

 

4 Results and Discussion 

 

4.1 Consumer experiences and attitudes regarding personalization 

The initial analysis of the research material made it clear that marketers and researchers 

have a tendency to overestimate the knowledge of consumers regarding various 

marketing techniques and concepts related to digital business. Only one participant 

among the 18 associated personalization with mapping customer needs on individual 

level and making offers based on that.  

 

The typical reasoning was as follows: 

Personalization.... is that marketing according to someones’ needs? You pick a target 

group and make offers to them? (P4, M2811) 

 

Because of the widespread practice of phone marketing this topic was also frequently 

linked to the perception of personalization. 

 

When the researchers explained personalization with guiding questions the respondents 

started to recall their own experiences with individualized offers. The prevalent opinion 

about personalized marketing was positive, participants pointed out time saving and 

narrowing down choice options. The study confirmed that the consumers actually 

                                                           

 
11 P denotes the number of participant, M/F denotes gender, and the number shows age 

of the study participant. 
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appreciate offers that are based on their purchase history and current needs. A few 

consumers were critical towards the idea of personalization claiming that there is a lot of 

very shallow personalization. One of the more critical participants commented: 

Personalization seems to come to an end with using my name, everything that follows is 

mostly generic. They do not pay enough attention. The first stage shows me that it is 

personalized but contentwise it is empty (P4, M28) 

 

Additionally, the interviewees highlighted that personalization helps them to feel special, 

even if they recognize someone’s business interests behind that. Still, such approach gives 

customers a feeling that someone cares about them and addresses their problems. This in 

turn is vital for successful long term customer relationships 

I feel myself special, someone has taken trouble to deal with my problem. Makes me feel 

important.... (P3, F38) 

 

Nearly all of the interviewees extended to the topic of privacy quite early into the 

interview. The main concerns were that “being followed” generates an uneasy feeling and 

narrowing down selection was perceived as limiting ones’ freedom of choice, that can 

even lead to resistance or avoiding certain brands or businesses. In general, the reasoning 

was in line with what has been suggested previously, e.g. by Aguierre et al. (2016), but 

also a few new ideas were added. One of the participants used the word “intensity” 

referring to the situation where the personalization becomes disturbingly overwhelming: 

I have the loyalty card of the Rimi supermarket and if they put together a shopping list 

for me there is a very thin line when it becomes annoying. This becomes too intense, they 

overdo it… (P10, M40). 

 

The consumers argued also that acceptability of personalization and data use has category 

differences. The word “discreet” was used by one of the male interviewees. Frequently 

marketers fail to understand that there are very private and personal products and services 

that consumers want to keep secret even from their closest ones. 

Several participants commented on the fact that personalization tends to overly rely on 

past data and behaviour. While in many categories past behaviour is a good proxy for 

future needs, it may not be so in all the categories, especially if to look beyond first 

necessity.  

Speaking of AirBnB, it should propose me new destinations, not only these where I have 

already been…. If they would really understand that I like to travel, and they would look 

where I have been and they could propose me new destinations based on my preferences, 

that would be cool…. (P5, F32) 

 

So to conclude, in general the Estonian customers’ understanding and attitude towards 

personalization is in line what has been pointed out in past studies. The positive gains 

included time saving, making choice process easier and communicating relevant content. 

The negatives were related to the feeling of being followed and concern about privacy. 

Also, narrowing down choice or limiting options can be perceived as negative. The more 

unique aspects highlighted in the study emphasized the need to be discreet, think in terms 

of product/service category specifics and not to fall in the trap of recommending solutions 

that the customer has happily purchased before. 
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4.2 Consumer attitudes regarding disclosing personal data 

 

The main aim of the following section was to find out how the consumers think about 

disclosing personal data and what motivates them to share data with businesses. The 

secondary aim was to map the customers’ awareness of various digital data collection 

methods. 

 

The results reveal that customers are willing to disclose data in case the related product 

or service is important to them and there are perceived benefits in data disclosure. 

Consumers do a quick privacy calculus in their minds. One of the contributions of the 

current study is the tendency that women are a lot more likely to share their data with 

businesses. 

 

The privacy calculus also included considering whether the required data is really relevant 

and necessary for the company. There seem to be clear “layers” of data: 

I am ready to share all the obvious data: my age, gender, city-level location, number of 

kids, and their ages.  

 

Going beyond the basic data sharing is dependent on the client history: 

If I have been a client for a while and developed a trustworthy relationship, I can share 

my address. 

 

And high-risk information is shared only for specific purposes when there is a very clear 

benefit for that: 

Uber and Taxify have got my credit card details so that I can pay automatically (all three 

quotes P3, F38) 

 

Analysing the opinions of the male participants it was more than obvious that they’d like 

to share as little data as possible. They do not welcome marketing offers and if something 

is communicated to them personally it needs to be very precisely targeted to their 

individual profile. Otherwise the companies have no reason to believe that men will pay 

attention to their messages and offers. Some of the male interviewees claimed to regularly 

insert fake data to registration forms to avoid any future communication. 

Men seem to be clearly disturbed by the marketing messages: 

If I register for a loyalty card and I need to give my e-mail address I will do that. Although 

I know that it really disturbs me when I get something like this /refers to marketing offers/. 

I want to take my own decisions (P11, M37) 

 

They are careful to make sure that they do not get additional messages and may decide 

not to join a loyalty program if they fear to receive communication in the future 

I really pay attention to disclosing data. I can share my ID code if it is really justified, 

but I will definitely not tick the box to say I am interested in further offers. Frequently I 

just do not join loyalty programs because there is so much clutter (P9, M46) 
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Although all of the participants expressed their concern about the privacy intrusion and 

giving away (too much) data they also saw this as unavoidable reality that one has to 

agree with general terms and conditions.  

As pointed out earlier the secondary aim of this subsection of the study was also to find 

out how much knowledge consumers have about contemporary data collection methods. 

Several participants indicated that they have a feeling that the recent developments in the 

digital world are difficult to comprehend: 

I have a feeling that I do not get it and I am not able to handle it. It seems that sometimes 

I have shared my data without even noticing it (P6, F40). 

 

Although the interviewees had noticed information about cookies and also clicked to 

accept cookies, only a few really understood what cookies do and why they are needed. 

Consumers give permission to track their activities on the Internet without actually 

understanding what they have agreed to. Furthermore they consciously decide not to delve 

into the complicated lingo of the internet small print. 

I tell you honestly, I do not understand it. I see this ‘cookie-talk’ popping up but I never 

pay attention. If I am interested in the website I just click “I agree” (P1, F40) 

 

The interviewees commented that if the company clearly asks for data and also informs 

that data will be used for marketing purposes, it actually increases trust and improves 

consumers’ attitude towards the brand. Informing about the clear purpose why data is 

used is vital for fruitful marketing. If consumers have given their data for a specific 

purpose they dislike when it is cross-used for something different. Consumers have had 

previous negative experience with receiving offers and communication in areas that they 

have not indicated as a preference themselves and that is not related to their past activities.  

If I disclose data I need to choose the types of communication I am ready to receive. E.g. 

if I have indicated that I am into cooking they should no way send me e-mails about 

garden tools or clothing. It is vital that I indicate and edit my preferences, not someone 

else (P17, M40). 

 

To sum up, the attitudes towards data sharing were varied. It emerged as a clear tendency 

that women are more willing to disclose data and see more benefits to it. Men, on the 

contrary, are mostly reluctant to share data and try to find ways to avoid it as much as 

possible. Different strategies are employed for that – from disclosing fake information to 

just not doing business with a brand or a website.  

 

4.3 Consumer attitudes regarding personalized marketing communication 

 

In general the interviewees had noticed that in depth personalization is still at its infancy. 

Dominant reasoning was that personalization pays off only with a wealthy clientele and 

because of the size and economic power of the local market personalized marketing 

communication is not too widespread in Estonia.  

 

Those study participants who had made purchases with global retailers and service 

providers had a more substantial experience and they were also aware that the ads they 

see are based on their previous behaviour and purchases. Some of the respondents though 
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had not been thinking why specific ads are served to them even if these match their 

preferences quite closely.  

 

The key expectations to personalization were precisely selected messages/offers and a 

clear understanding that the messages really are personalized beyond adding person’s 

name to otherwise generic newsletter.  

 

One of the negative aspects participants had experienced was the overly familiar tone of 

the messages that was not perceived appropriate for a business relationship. Traditional 

norms of Estonian language prescribe using you (plural) when addressing someone who 

is not your personal friend and you (singular) is reserved to closer relationships. This 

distinction is also indicating degree of social distance (Keevallik, 1999) and although 

younger generations do not always stick to this rule, consumers find it intruding if 

businesses fail to use the formal you.  

 

Positive tone of voice and good humour are warmly welcomed by customers, especially 

if the business manages to be consistent in its messages. 

In case consumers realize that something has been personalized based on their profile but 

they have not clearly given a permission for data use, it makes them really annoyed: 

I do understand that there is a lot of such data collection that I am not aware, and I will 

not get to know about, and let it be like that. But if it becomes visible that someone has 

really been stalking me and ads appear in totally ’wrong’ places for me, it is deplorable 

(P6, F40) 

 

The analysis of the data shows that consumers dislike most cross-usage of data, i.e. when 

consumers have given their data for one purpose but the company uses it for other 

purposes. Some consumers are just surprised when they see that activities they have 

conducted in one channel or website reflect to what they see in other locations, but a lot 

of consumers feel really annoyed and disturbed.  

 

Participants criticized retargeting quite unanimously as nearly all of them had no idea 

how to stop the ads ‘following’ them long after they had lost interest or need for the 

product or just had already made the purchase. Retargeting seems to be a favourite tool 

for marketers and has indeed shown some good business results, but it becomes annoying 

really quickly. Consumers also realized that retargeting is based on data that is collected 

without their explicit permission and this realization made them feel uncomfortable and 

disturbed. In comparison, e-mail marketing and marketing in social media were better 

received due to the “unsubscribe” options or possibility to “un-like” a page that shares 

info that is no longer relevant.  

 

Although there were polarized opinions on personalized e-mail messages it was generally 

regarded as the most acceptable channel for sending marketing related information. 

Minority of participants, all of them male, were strictly opposed to e-mail communication 

from brands and were annoyed if they had given e-mail address for specific purposes, e.g. 

informing about the order status, or sharing info regarding specific flight, and later the 

same businesses had added them to the address base of the newsletter recipients. The 
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majority of participants commented on the low intrusiveness of e-mail marketing: it is 

easy to delete or unsubscribe and it gives the recipient freedom to decide if they want to 

interact with the communication or not.  

 

Banner ads were regarded as something that you have to withstand. Some of the 

personalized web advertising was regarded as valuable, especially on social media where 

targeting is based on user’s hobbies and lifestyle. Interviewees who had experienced 

precise high quality personalization had also more positive attitudes towards it. They were 

of opinion that good personalization compensates for giving access to data and losing 

some privacy. 

 

Only one of the participants reported an experience with personalized advertising that 

violated privacy to extreme: 

After the Berlin Marathon I opened the website of Postimees /major daily newspaper/ and 

I was shown a banner with my photo and name advertising the option of ordering the 

photos. This was extremely unpleasant and scary. How did the photo get there? Will 

everyone see it? (P3, F38) 

 

Some of the interviewees had also experienced personalized messages that were not 

framed to their personal preferences and induced them to decide not to buy.  

I had been looking at Jura coffee machines and I have thought to buy it for a really long 

time. And then they offered that if I make the purchase I get cappuccino cups as a gift. 

But I do not drink cappuccino and I don’t have anything to do with the cups. I did not buy 

the machine either (P13, F41) 

 

So if companies want to go into personalization, it must be done tactfully, with certain 

moderation and real knowledge about customers’ needs and preferences.  

 

5 Conclusion 

 

Personalization of marketing messages and product/service offerings poses specific 

strategic challenges. This research provides a qualitative analysis of consumers’ attitudes 

towards privacy and personalized marketing communication. While part of the results 

were in line with previous studies, there were quite a few outcomes that add value both 

theoretically and empirically.  

 

Stereotypically (and also scientifically) we may know the differences between males and 

females as customers, but the current study provided proof that men have a lot more 

negative attitudes towards personalized communication, do their privacy calculus more 

rigidly and go to great lengths to avoid giving away their data. Using fake contact details 

and e-mail addresses are extreme examples of this.  

 

The evidence from current research strongly suggests that consumers’ awareness and 

understanding of the options of data gathering, usage and personalization is low and 

marketers should not assume that when a client agrees to give access to data, accepts 

cookies or switches on location tracking, he or she really is able to evaluate the costs and 
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benefits of these activities. Even when consumers have given permission to use data for 

marketing purposes the outcome may be dissatisfaction and distrust.  

 

The assumption that retargeting is an efficient means of advertising as it is based on 

consumers’ previous activities is strongly challenged by the current research as most of 

the consumers reported retargeting to be “stalking” and intrusive.  

 

It is very difficult to draw a “red line” of privacy violations as consumer tolerance and 

acceptance of personalization varies to a great extent. It is however obvious, that 

technological skilfulness of the marketers needs to be well balanced with understanding 

the consumer sentiment – occasions of very precise and personal communication in 

unexpected situations was perceived extremely negatively.  

 

The current research supports the view that well-crafted personalized marketing messages 

and advertisements are generally well received. However it would be necessary to pursue 

further research to understand better the exact situations when a well personalized 

message will start to appear as intrusive.  
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1 Introduction 

 

Wellness is a conception that combines many aspects on several levels and dimensions. 

“Wellness is a multidimensional state of being describing the existence of positive health 

in an individual as exemplified by quality of life and a sense of well-being” (Corbin & 

Pangrazi, 2001, p. 3). As people grow older, they often want to use new technology even 

if there could be problems that originate from the fact that young people often design for 

young people. Still, there are quite a lot of technical devices and applications available 

for young elderly (60 – 75 years), and seniors (76+), that they would gain wellness from 

using. Campbell (2015) highlights that even though people age in their own manner, with 

different health issues to cope with; there are some features about aging applicable to most 

people. Vision and hearing are reduced, motor skills are declining, and cognition and 

memory might vary a lot. Further, they have often grown deep relationships over time 

that they want to keep and maintain, but they are more geographically restricted than 

younger people generally are. Hence, virtual contacts would be a great opportunity if they 

would find the technical solutions useful. It is important to keep in mind that elderly 

people could be used to technology, but could still need some guidance and support. 

Campbell (2015) describes an older man, who wanted to read further from various links 

but did not understand how to open them, because he was not used to the interface. He 

proposes some reminders for those who develop technical solutions for elderly 

e.g. “avoid small-screen devices”, provide sizing opportunities, “reduce the distance 

between interface elements that are likely to be used in sequence”, “enable connection 

with a smaller, more important group of people”, “during longer tasks, give clear 

feedback on progress and reminders of goals” (ibid.). 

 

Wellness is an ongoing process in which different dimensions interact with each other 

and shape a holistic picture of individuals. Along the years, many have dealt with wellness 

e.g.: 

 Dunn (1959, p. 447) proposing that “High-level of wellness for the 

individual is defined as an integrated method of functioning which is 

oriented toward maximizing the potential of which the individual is 

capable, within the environment where he is functioning”. 

 León et al. (2016, p. 1) stating that wellness is about “dynamic 

balance of physical, emotional, social, spiritual, and intellectual 

health”. 

 Smith Maguire (2007) proposing wellness to aim at offering and 

achieving a better life in balance. 

 Hattie, Myers, and Sweeney (2004) adding environmental as a 

seventh dimension, to the six dimensional model of wellness by 

Hettler (1976), which originally contained social, intellectual, 

spiritual, physical, emotional, and occupational aspects. 

 

For young elderly, digital wellness services (henceforth DWSs), i.e. apps and devices, 

could be an appropriate instrument for achieving wellness adapted to individual needs 

and requirements. Services exist together, and alongside, with physical products and 
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constitute the core of the offer to customers “customers consume and use goods, services 

or any resource as service to achieve something” (Grönroos, 2015, p. vii). “Service is a 

simple, yet powerful and multifaceted construct and that it is the correct designation, not 

only to characterize emerging and converging marketing thought, but also to accurately 

inform and motivate the associated research, practice, and public policy” (Vargo & Lusch, 

2008a, p. 36). Service as a phenomenon is complicated to define as the term has many 

meanings (Grönroos, 2015). The foundation of a service lies in that it is intangible and 

therefore the customer cannot see, touch or smell services (Solomon, Marshall, Stuart, 

Mitchell, & Barnes, 2013). The latter becomes particularly interesting seen in the light of 

digitalization, and how these potential shortcomings could be dealt with online. Studying 

wellness and services in connection to social, cultural, psychological, cognitive, and 

biological aspects of aging would be a start for example by putting forward the 

importance of assistive technology, where devices and applications can decrease elderly 

or ill people’s need for help and assistance (Bagwell, 2016). Further, DWSs for young 

elderly can make a positive impact on their health that will reduce the probability of getting 

serious illness, and there is a need for developing DWSs (Carlsson & Walden, 2015). 

Marklund (2016) argues for the importance of a holistic view on wellness, since it is not 

only one single factor affecting peoples’ wellness, rather a combination of different 

factors. Exercising both body and brain is crucial and must be done properly; otherwise, 

there is a serious and increasing risk for illness and premature death. Hence, the research 

questions are: 

What demands and needs are required from young elderly as customers of DWSs? 

What should providers consider when offering DWSs to young elderly? 

 

2 Related work 

 

Harris and Goode (2010, p. 231) define e-servicescape as “online environment factors that 

exist during service delivery”. Hopkins, Grove, Raymond, and LaForge (2009) state that 

the e- servicescape is a site on the Internet where customers and service providers interact. 

The digital services can be provided by using various devices e.g. computers, tablets, 

smartphones, and activity bracelets. A digital servicescape, for enabling physical wellness 

apps, can be developed and designed for training, sleeping, and measuring various body 

functions. Apps provide information to the user and can encourage physical training by 

sending a reminder to the user, or by showing how the users’ fitness develops over time. 

Intellectual wellness can be strengthened by providing the apps that encourage training 

of the brain. Emotional wellness are apps providing e.g. possibilities for the user to show 

emotions like happiness, sadness, loneliness, and participation in other people’s feelings. 

Chiu and Hu (2015) argue that well designed app technologies can be beneficial to what 

they describe as older adults as it can strengthen physical and psychological well-being in 

a cost-effective way. Platt, Outlay, Sarkar, and Karnes (2015) propose the wellness app 

technology to be an important and promising tool to help people maintain good health, to 

decrease human suffering and in parallel decrease costs for healthcare. Harris and Goode 

(2010, p. 231) define e-servicescape “as the online environment factors that exist during 

service delivery”. Hopkins et al. (2009) argue that the e- servicescape is an Internet site 

where customers interact with a company. The interaction includes the companies’ design 

and features. Harris and Goode (2010, p. 239) discuss different terms regarding offers 
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provided on internet, e.g. e-servicescape, online servicescape, and online environment, 

and state “Nevertheless, we are favourably biased toward the term ‘e- servicescape’, since 

the label emphasizes the context of online exchange and highlights that purchasing online 

involves element of self-service, even when products are purchased”. 

 

In an e-servicescape, the physical-to-virtual transfer of activity requires providers to 

rethink the traditional rules for building trust and loyalty in order to meet the needs and 

demands of prospects and customers (Rivard, 2012). It is important to strive towards 

message credibility that is comparable with the sender’s credibility, since trust is 

necessary in an e-servicescape. Otherwise, the customers will probably reject the offered 

services. Papadopoulou, Andreou, Kanellis, and Martakos (2001) highlight trust, and state 

that trust are closely connected to both relationship marketing and servicescape. Doney 

and Cannon (1997) identified five trust- building processes: Intentionality, capability, 

prediction, transference, calculative; Papadopoulou et al. (2001) added credibility to the 

list. The trust building processes are: (i) to make a promise, (ii) to enable a promise, and 

(iii) to keep a promise (Papadopoulou et al., 2001). 

 

To create trustfully electronic servicescapes, Papadopoulou et al. (2001) propose that 

Websites should be transformed to customer-centric e-servicescapes that offer digital 

experience as a way to develop indelible relationships between business and customers. 

Trust can be transformed through customer networks by recommendations from others, 

and lead to customers who are willing to try digital services. Trust will develop over time 

with increased customer loyalty when customers are repeatedly satisfied with their 

servicescape interactions. “Each time a promise is made, enabled and kept, it is evaluated 

with the intentionality, the capability and the credibility process confirming the customer´s 

trusting beliefs in the business benevolence, competence and credibility. The level of trust 

is also related to the experience that the customer gains within the e-servicescape” 

(Papadopoulou et al., 2001, p. 327). 

 

The design of user interfaces plays a central role on digital devices (Al-Showarah, Al-

Jawad, & Sellahewa, 2014). The interfaces must be designed so that elderly people can 

benefit from their offerings. The demands and requirements on the digital devices, e.g. 

smartphones could vary depending on user preferences such as age according to Tsai, 

Tseng, and Chang (2017). Elderly compared with children and adults, often respond more 

slowly when using smartphones, which providers need to take into account when 

developing interfaces. Smith and Chaparro (2015) claim that there are differences 

between elderly and other groups that must be remembered during development of digital 

devices for elderly, i.e. elderly use smartphones less than others due to touchscreens’ 

shortcomings. The size, spacing and location of the target influences the performance and 

the performance is greater with audiotactile feedback in comparison with tactile and 

auditory (Hwangbo, Yoon, Jin, Han, & Ji, 2012). 

 

Proactive feedback can be seen as guidance if common problems that users experience 

are taken into consideration, so feedback could be given to provide help in advance. 

Electronic feedback could increase or decrease the gain of the amplifiers (Black, 1934). 

“When there are only two parts joined so that each affects the other, the properties of the 
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feedback give important and useful information about the properties of the whole” (Ashby 

& Pierce, 1957, p. 54) the proactive feedback is built in with the user interface. “The user 

interface is constantly making progress and ubiquitous nowadays, however its design 

currently is still lack of concern towards usability and accessibility of the elderly” (Hsiao, 

Lee, Yang, & Chen, 2017, p. 158). 

 

Motivation occurs when an individual directs behaviour towards a goal 

(Nationalencyklopedin, 2015). Further, it is about forces that initiate, give energy, 

guide, and maintain behaviour (Vroom, 1964); goal setting is important for task 

performance whether an individual gives up or completes a task (Locke, 1968). Two 

behavioural elements deal with motivation; the individual’s choice of path among 

alternatives and amplitude / vigour of the action, for its tendency to persist over time in 

the chosen path (Atkinson, 1957). There are three types of motivation: Internal 

motivation, external motivation, and amotivation. The psychological needs mediate 

between the first and the third element, and are of three types: Autonomy, competence, 

and relatedness. The outcomes are of three types: Affective, cognitive, and behavioural. 

Motivation can be divided into three main groups: Internal motivation, instrumental 

motivation, and motivation as an interaction between the individual and the environment 

(Alvesson, 2013). Internal motivation emphasizes the individual's internal needs and 

forces; instrumental motivation stresses a perspective of individuals trying to achieve 

rewards and avoiding punishments, and an interactive motivation approach involving 

norms, reciprocity, and identity. In the human mentality three levels occur: Human nature, 

culture, and personality. Human nature is universal and inherited, culture is for a specific 

group / category and is learned, and lastly personality is specific to the individual and is 

inherited and learned (Hofstede, 1994). 

 

3 Method 

 

This research carried out five studies, in which three methods were applied; the first study, 

one survey and a focus group; the second study, two surveys and two focus groups, the 

third study, a survey, the fourth study, a literature review, and the fifth study, a focus 

group. The first three respondent groups consisted of different network members. There 

were 32 respondents in the first group, 15 in the second, and 16 in the third group, in total 

63. The first group was mostly retired people, who bowled together weekly. The second 

and third groups contained two different groups of retired people, who played boule 

together. Three surveys and focus groups conducted in 2012 and in 2013, collected data 

about the respondents and about their IT use and preferences. A literature review was 

conducted with the purpose of finding patterns about what is put forward regarding 

servicescape, e-servicescape, and information system. A complementary survey, and yet 

another focus group (D), based on the above studies, were carried out. 
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4 Findings 

 

The four surveys concerned Internet services, i.e. whether or not the respondents were 

interested in making use of others’ knowledge, and of sharing their own knowledge with 

others. Generally, the respondents were not particularly interested in sharing their 

knowledge online, except as regarded knowledge connected to their professional skills 

(49 %) and travelling (56 %) (Allmér & Råberg, 2013). 

 

The results from the interview with focus group A, showed that the group mainly used 

the Internet for searching for information, and that very few shared information, 

knowledge and/or opinions. They commented that in some cases they were forced into 

using services on the Internet (e.g. bank services, healthcare services, and communication 

with organizations and authorities). All of the respondents mentioned bank services, since 

many banks are closing their physical offices, decreasing opening hours and personal 

services, increasing the costs for services in bank offices and more, all of which are 

forcing customers to use Internet services whether they want to or not (Allmér & Råberg, 

2013). 

 

Group B focused on why they do not utilize services available through the Internet today. 

The results showed that they were extremely concerned about having a personal 

connection with the people taking an active part in services on the Internet (e.g. when 

discussing health issues they want to see, and have direct communication with the 

expert/doctor, and preferably, a history with that person). They needed to feel confident 

in whom they interact with, what kind of knowledge that person has, what kind of previous 

record of accomplishment that person has, and what will happen with the information they 

are willing to share and discuss? They also felt worried about entering new services, as a 

whole, even if it was just for trial reasons (Råberg & Allmér, 2013). 

 

Group C felt anxiety towards trying digital services and sharing information, but also 

worried about knowledge and opinions on digital service applications and social media. 

Primarily three things concerned the young elderly in relation to previous results. Firstly, 

they needed to feel secure about their data, identity, username, password, credit card 

number, comments and knowledge in that it would not be abused and/or hijacked in any 

way. They also needed to be secure about that they are communicating with the right 

person, and about that person’s good intentions. Secondly, they needed a personal touch 

and guidance about digital services. Personal touch means recommendations from 

acquaintances, who they could contact before using the service, or could ask for help to 

find the right kind of service. Thirdly, they thought some service applications were so 

general and offered too many options, which only complicated things. Hence, they wanted 

to have the ability to decrease the number of options to solely those alternatives that they 

really wanted. They wanted to customize the service options through interaction with the 

service provider (Råberg & Allmér, 2013). 

 

For group D the top-three reasons for using were help and support with technology, 

professional knowledge, planning, scheduling, and being reminded. The top-three reasons 

for sharing were professional knowledge, memory training, and health advice. The three 
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of least interest for using were (not / no answer) health advice, technology help and 

support, and planning, scheduling, and being reminded. The three of least interest for 

sharing were intermediation of work, technology help and support, and training coaches. 

Some conclusions could be made (Allmér & Marcusson, 2018): 

 They have skills, such as knowledge and experience, as well as time to help other 

people. They do so in clubs and societies or with friends and acquaintances. When 

the parties know each other, the offers can be clear, transparent, and distinct. 

When offers are addressed to people outside these zones different problems can 

occur. The young elderly are keen to feel secure in a support situation and with 

a beneficiary. 

 It was shown that clarity in how the offer is disseminated is of importance for 

the young elderly. 

 There are two types of support that may be offered; time and skills. Time can for 

example be used for a walk in the park, a wheelchair walk, reading aloud from 

a magazine or a book, and as company to a museum, theatre, or concert. Skills 

can be knowledge and experience that are professional (e.g. tax returns) or that 

originate from hobbies and interests (e.g. fruit tree pruning and fixing the car). 

 The young elderly need to feel secure in a support situation. They also argue that 

the person who receives support must bring about the type of security they need, 

which depends on several factors, e.g. are the persons known to each other, are 

there only the two persons in the situation, is it in one party's home, or is the 

beneficiary disabled? To strengthen this feeling of security an intermediary can 

play a role. 

 

The literature review resulted in the supposition that a digital servicescape is possible. 

However, in some cases a detour is necessary since it is not possible to apply the senses 

smell, touch, and taste digitally (Allmér, 2014). 

 

5 Discussion 

 

This section discusses young elderly’s views on DWSs (5.1) and presents a model of 

digital wellness services’ servicescape (henceforth DiWeSS) (5.2). 

 

5.1 Young elderly’s views on DWSs 

 

The findings have clearly shown that the young elderly commonly use IT, have Internet 

access, and are worried about the risks and threats that lie in wait for them online. They 

showed scarce interest to utilize others’ knowledge and to share their own knowledge 

with others, with few exceptions. Hence, from this starting point it is obvious that the 

actual use of DWS solutions comes from some kind of motivation (Alvesson, 2013; 

Atkinson, 1957; Hofstede, 1994; Locke, 1968; Vroom, 1964) and it is just as obvious that 

usage depends on trust (Doney & Cannon, 1997; Papadopoulou et al., 2001; Rivard, 2012) 

for the provider, who are expected to create a safe and secure environment. It is utterly 

important that the young elderly feel that it is both secure and safe to use DWSs. Young 

elderly use digital equipment in their daily life and have access to Internet, which means 
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that the technology is no obstacle per se; it is rather their feelings towards the 

consequences that might come from the usage. 

 

The worries connected to sharing online, and to using for example apps, must be 

overcome in order to make use of the possibilities that actually are available, and that can 

come in handy for a lot of purposes and reasons. Obstacles like anxiety about trusting 

others, including the technical facilities and apps online, must be handled from the 

providers’ side for the young elderly to overcome their resistance and hesitation. What a 

proposition conveys must be obvious to the customer, i.e. to the young elderly, which is 

crucial for the provider to understand and to act on. To offer reliable and thoughtful 

guidance (Ashby & Pierce, 1957; Black, 1934; Hsiao et al., 2017), as well as a good 

usability (Al-Showarah et al., 2014; Hwangbo et al., 2012; Smith & Chaparro, 2015; Tsai 

et al., 2017) would make this possible, according to the research findings. One way of 

achieving this is to co-create trust and motivation with the young elderly, to invite them 

to participate. 

 

Group D stresses the necessity of guidance / support with technological issues as 

something that really has to be carefully handled. A provider should meet these demands, 

and by that also create trust (Doney & Cannon, 1997; Papadopoulou et al., 2001; Rivard, 

2012). Digital servicescape designed to provide good usability (Al-Showarah et al., 2014; 

Hwangbo et al., 2012; Smith & Chaparro, 2015; Tsai et al., 2017) and guidance (Ashby & 

Pierce, 1957; Black, 1934; Hsiao et al., 2017) are likely to create security, trust (Doney 

& Cannon, 1997; Papadopoulou et al., 2001; Rivard, 2012), and motivation (Alvesson, 

2013; Atkinson, 1957; Hofstede, 1994; Locke, 1968; Vroom, 1964) to use. It should be 

very clear that the responsibility to fulfil these demands is in the hands of the provider, 

who should meet these demands to the fullest. 

 

5.2 DiWeSS’ context model 

 

The purpose was to put together findings from five previous studies (four papers / articles) 

regarding young elderly’s DWSs into a model. Four research papers’ key findings end up 

in a focusing on digital servicescape that is further developed into a focus on providing 

DWSs (apps and devices). In a digital servicescape, the provider and the customer / user 

meet in a moment of truth and a context of trust, and this is crucially important. It is in 

the digital servicescape the clash occurs, and therefore where the services offered will be 

accepted or rejected. The interface of the digital servicescape should emulate a place 

between the provider and the customer / user that works almost like a Velcro in order to 

build a sustainable relation between the different parts involved. On this basis, it can be 

argued for a need for a DiWeSS that emerges and appears as a subset of the e-servicescape. 

A digital servicescape has in comparison with a physical servicescape some limitations 

when it comes to what is possible to present (e.g. the sense of smell, touch and taste) on 

for instance a computer, tablet, or a smartphone. However, it could be argued that it is 

plausible to provide the feeling of a smell, touch, and taste even if it is not possible to the 

full extent. This in turn, affects the possibilities to provide DWSs, as it is hard to show 

people what the service actually can bring them. 
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The DiWeSS’ context model (figure 1) puts forward three perspectives: on the one hand 

the developer and provider, and on the other hand, the young elderly. These three parts 

interact where the provider offers the DWSs with DiWeSS to the young elderly. 

 

 
Figure 1: DiWeSS’ context model 

 

DWS with DiWeSS points towards a win-win-win-situation. On one side are the 

developers and providers, and on the other side are the young elderly with their needs in 

everyday life. Further, the part about how these needs are met with DWSs should be 

included in the model. To some extent, e.g. family, friends, and society among others, 

can also be considered as stakeholders. Companies and organizations that provide digital 

services, which meet the demands of customers, have the opportunity to make a profit, 

which means a win situation for them. Well working DWSs with DiWeSS will help 

people to have a more eventful, healthier and longer life, which certainly can be seen as 

a win for them. People that are healthier and satisfied with their life can have a positive 

influence on other people and therefore demand less service from society, which will be a 

win for the society per se. 

 

6 Conclusions, limitations and further research 

 

The first research question is about needs and requirements of the target group and the 

second research question is about demands on providers, both in the context of DWSs for 

young elderly. A short answer to these questions is presented in a program (figure 2). With 

the purpose to underline the keys to DiWeSS for young elderly, the most important issues 

are brought together in a program. 
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Figure 2: DiWeSS’ program 

 

If DiWeSS works for young elderly, it probably will work for other age groups as well. 

There are some implications for practise, and for further research, to highlight and 

discuss. 

 Firstly, there is a need for deeper understanding of the benefits that a well-

designed DiWeSS can bring to people in general, and to the group of young 

elderly in particular, as most people eventually will be among the group of young 

elderly. 

 Secondly, there is a need to put research effort into the group of seniors, as it can 

be beneficiary to them too. 

 Thirdly, there is an implication for putting effort into research on if it could lead 

to a win – win – win situation if young elderly are provided with DWSs through 

DiWeSS. If so, how should it be constructed? 

 

For everybody it is nicer to get old if you are in good shape; to get a few more good years. 

A well-designed servicescape would be most helpful in order to support the use of DWSs. 

Therefore, use DWSs with DiWeSS! 
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1 Introduction 

 

The primary objective of a serious game (SG) is more than simply entertainment (Djaouti, 

Alvarez, Jessel & Rampnoux, 2011; Susi, Johannesson & Backlund, 2007; Zyda, 2005). 

These games, also called applied games, can be used to either change a player’s behaviour 

or motivate them in a particular way (Baranowski et al., 2013; Ryan, Rigby & Przybylski, 

2006). Due to the many different potential applications of SGs (see, e.g. Zyda, 2005; 

Kemppainen,  Korhonen & Ravelin, 2014; Ricciardi & Paolis, 2014), their development 

requires the involvement of experts from a variety of disciplines. To develop effective 

SGs, meaning they effectively achieve their serious purpose, more education is needed 

(De Troyer, 2017). In this study, our research goal was to find a solution to educate a 

multidisciplinary audience about SGs. 

 

The Internet and rapidly developed information and communication technology (ICT) 

have built new methods of education and learning (Gomez, Wu & Passerini, 2010). 

Especially, the role of e-learning has grown as part of the acquisition of new skills and 

knowledge. Despite its technical requirements, the pedagogical aspects should be noted, 

as well. To evaluate the effectiveness of e-learning, Yunus and Salim (2008) proposed a 

framework consisting of five dimensions (individual, knowledge, learning, content, and 

relationship between the instruction and the learner) to enable e-learning.  

 

The main research question in this study was: How to develop an e-learning course on 

SGs for multidisciplinary students? To answer this question, the following sub-questions 

were asked: 

 How to design an e-learning course with social constructivism theory as an 

approach? 

 What kind of content is needed regarding SGs when designing a course for 

multidisciplinary students? 

 How to utilise gamification to motivate students? 

 

This research followed action research techniques. An action research study aims to solve 

current practical problems while expanding on scientific knowledge, typically using an 

iterative research process where researchers are part of the study (Baskerville & Myers, 

2004; Baskerville, 1999; Coghlan & Brannic, 2014). 

 

This paper describes an action research study of the development and implementation of 

e-learning courses on SGs, and it is organised into five major sections. The next section 

reviews related works. Section three presents the research methodology, and the results 

are presented after that. The paper ends with a discussion and conclusions. 
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2 Related Work 

 

2.1 Pedagogical Background 

 

ICT-based communication increases learning by activating students, and team-based 

methods in online environments improve the effectiveness of learning (Gomez et al., 

2010).  Third-generation distance education, meaning that student support is integrated 

with teaching, giving students possibility to create learning content instead of adopting 

ready-made content, is a radical change for pedagogy. Also educational institutions are 

challenged to adopt technology that develops at a rapid pace. (Tait, 2014.) 

 

The concept of learning related to this development work is based on social 

constructivism theory. In social constructivism theory, social interaction between people 

is seen as the primary source of cognitive development in a learning context. (Durairaj & 

Umar, 2015.) Knowledge is constructed by exchanging dialogue in a social setting and 

co-constructed in the environment with others (Shaikh et al., 2017). 

 

Students acquire knowledge by interacting and collaborating with a knowledgeable 

individual. Involvement and interaction in group discussions provide students with the 

opportunity to generalise and transfer their knowledge. Social constructivism theory 

highlights the importance of feedback to help students construct their knowledge. 

(Durairaj & Umar, 2015.) Although learning happens through collaboration, it is an 

internal mechanism within the individual. Individual learning is a product of knowledge 

creation, and it happens when collaboration takes place and when knowledge itself is co-

created in the environment. (Shaikh et al., 2017.) 

 

The social constructivism approach has been applied in online courses (Shaikh et al., 

2017). Online learning and self-study are seen possible in the social constructivism 

context because the learner has inherited evolved cultural tools deliberately devised for 

intentional learning (Marsh & Ketterer, 2005). 

 

The tension between the synchronous and asynchronous delivery of online courses is 

recognised. Shared deadlines result in improved motivation, and in contrast, 

asynchronous delivery gives students more freedom. (Shaikh et al., 2017.) Considering 

the dropout rate, Onah, Sinclair and Boyatt (2014) note that in most MOOC (Massive 

Open Online Course) courses, less than 13% of students finished the course.  

 

In online courses, it is challenging to provide individual help to students, and to guarantee 

that the course outcomes have been achieved. Crowdsourcing has been seen to have the 

potential to answer these questions. Crowd formation in an online setting related to 

specific knowledge domains can connect students and make interacting and collaborating 

with knowledgeable individuals possible. (Shaikh et al., 2017.) 
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2.2 Design Method 

 

Kali, Levin-Peled and Dori (2009) reported about the challenges to design courses that 

promote collaborative learning in higher education. According to them, teachers willing 

to adopt socio-constructivist pedagogies often face challenges related to fulfilling their 

objectives without the thorough application of carefully planned design methods. They 

also encouraged teachers to formulate and refine guidelines to fit with the objectives and 

to find sensible methods in the design. 

 

Carpe Diem Learning design method describes a team-based, collaborative online 

learning design process, that typically comprises two or three academics (Salmon et al., 

2014; Salmon & Wright, 2014). This method is suitable for designing new courses. Carpe 

Diem focuses on learning design needs for specific units of study. The basic process is 

delivered in a two-day workshop, and the basic idea is that people are designing 

something that could be put into immediate use with participants. By the end of the 

workshop, there will be a unit or module partly built in the online environment and an 

action plan to support it. (Salmon & Wright, 2014.) 

 

2.3 Serious Games as a Topic 

 

The concept of a SG involves a digital game whose main purpose is something other than 

pure entertainment, and it is designed to be used in training, education, and healthcare 

(Loh, Sheng & Ifenthaler, 2015).  

 

 

Figure 1: Phases and actors in SGs development. 

 

Developing a SG requires not only game development skills and an understanding of 

good game design, but also the ability “to solve an organizational need or to be of utility 

in some other aspect beyond entertainment” (Backlund et al., 2017, p. 15). SG 

development is seen as an interdisciplinary scene (see Fig. 1.), where input is needed from 
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many domains (Backlund et al., 2017). Client procurement skills are seen as a challenge: 

they have significantly high or low expectations, and they lack knowledge of possible 

solutions regarding gamification and SGs (Backlund et al., 2017). The education and 

consultancy of customers could be considered a solution for this challenge. De Troyer 

(2017) also presents the need for multidisciplinary tools to assist during the development 

of SGs, guidelines for developing SGs, and knowledge of SGs.  

 

Several disciplines should be involved when designing and implementing SGs. 

Professionals participating in the development process should acquire knowledge and an 

understanding of the SG development process. (Korhonen et al., 2017.) 

 

The term multidisciplinary expertise refers to the gathering of professionals from 

multiple academic disciplines to solve collaboratively a defined problem (Nancarrow et 

al., 2013). Furthermore, game development requires a team of experts with different 

backgrounds, and the development of SGs requires the participation of professionals in 

the target content area (Kemppainen et al., 2014; Korhonen & Halonen, 2017a). Figure 1 

illustrates the aspects of SG design: SGs are designed using basic game design techniques, 

but for the defined purpose (Loh et al., 2015) and users. 

 

3 Research Methodology 

 

Action research aims to solve current practical problems while expanding scientific 

knowledge, typically using an iterative research process where researchers are part of the 

study (Baskerville & Myers, 2004; Baskerville, 1999). As a concept, action research was 

introduced by Lewin (1946), who studied workers’ intergroup relations and actions, as 

well as the barriers the workers met at work.  

 

Specifically, action research is an effective research method in cases that include active 

participation in organisations that are in the process of changing and that raise research 

interest among researchers. In practice, the change can be carried out by professional 

researchers who want to develop their work processes and practices in their environment. 

Action research appears in a cyclical process, and it is collaborative in nature. (Coghlan 

& Brannic, 2014.) 
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Figure 2: Action research cycle in developing an e-learning course on serious games.  

 

In the current study (see Fig. 2), two of the authors were involved in developing the course 

as part of the organisation and its practitioners: one from information systems with 

technical background in gaming and one from healthcare expertise area. They observed 

the overall process of developing the course, and they participated in practical work as 

developers (see Coghlan & Brannic, 2014).  

 

4 Development of the Course on Serious Games 

 

This section presents the phases in the development of the course on SGs that apply the 

cycle of action research (see Fig. 2). Planning started with research on the-state-of-the art 

in SG courses, and it continued by applying the Carpe Diem Learning design 

methodology. This was followed by content selection and creation in a learning 

management system (LMS), including the use of gamification techniques. Observation 

took place during three implementation phases, and all feedback was analysed and used 

in the iterative development of the course. 

 

4.1 The State-of-the-Art in Serious Game Education 

 

At the time of this study, year 2016, there were few online SG courses and education 

available in English, and the quality and content of the courses varied greatly. There were 

no courses in Finnish. After searching using Google,  we listed courses that were found 

in English and offered as online courses. Then the search was narrowed down to courses 

that suited also to experts outside game development (see Table 1). 
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Table 1: Available SG Online Courses 

 

Course name 
Table of available online SG courses - top3 

Link Syllabus Remarks 

Serious 

Gaming 

https://www.coursera.

org/learn/serious-

gaming  

“You will learn the ins 

and outs of games that 

are designed with exactly 

those purposes in mind: 

serious games.” 

Most suitable 

for a 

multidiscipli-

nary audience. 

Serious Game 

Design and 

Development 

https://iversity.org/en

/courses/serious-

game-design  

“Students will go 

through all the steps of 

the development of a 

Serious Educational 

Game.” 

Ended 2015. 

Design and 

Development 

of Games for 

Learning 

https://www.edx.org/

course/design-

development-games-

learning-mitx-11-

127x-0  

“We will hear from 

experts working on many 

aspects of learning 

games from design to 

development to 

implementation.” 

No verified 

certificate 

available. 

 

Table 1 describes the three courses that were offered as online courses on SGs and 

considered to suite for non-game development audiences. 

 

4.2 Planning the Course 

 

In planning the online course in higher education (HE) level on SGs, a Carpe Diem 

Learning design method (see Salmon et al., 2014) was applied. This method was chosen 

because it is effective, creative, student-centred, and multidisciplinary teamwork was 

needed in planning the brand-new course. The process started with the guidance of the 

facilitator. There were six steps in the process (see Salmon et al., 2014):  

1. Write the blueprint – envision the future.  

2. Make a storyboard – become a designer.  

3. Build your prototype online.  

4. Check reality.  

5. Review and adjust.  

6. Plan your next step.  

 

First, HE healthcare and sports bachelor's students were selected as the pilot course's 

primary target group. While writing the blueprint, the mission for the online course from 

the students’ viewpoint was defined. The mission was set (see Table 2), and the look and 

feel of the course was described as creative, playful, professional, and engaging. After 

that, it was time to define what was supposed to be achieved after the course: “By the end 

of the course, I will be able to generate ideas concerning SGs, and I will know how to go 

further with them.” Then, it was explored how to assess these outcomes and how to fulfil 

https://www.coursera.org/learn/serious-gaming
https://www.coursera.org/learn/serious-gaming
https://www.coursera.org/learn/serious-gaming
https://iversity.org/en/courses/serious-game-design
https://iversity.org/en/courses/serious-game-design
https://iversity.org/en/courses/serious-game-design
https://www.edx.org/course/design-development-games-learning-mitx-11-127x-0
https://www.edx.org/course/design-development-games-learning-mitx-11-127x-0
https://www.edx.org/course/design-development-games-learning-mitx-11-127x-0
https://www.edx.org/course/design-development-games-learning-mitx-11-127x-0
https://www.edx.org/course/design-development-games-learning-mitx-11-127x-0
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the promises made. For example, to be engaging, course methods included peer-

reviewing and rapid feedback. For assessing knowledge, there were online tests and a 

game evaluation assignment. The learning objectives of the course are described in Table 

2.  

 
Table 2: The SGs course plan. 

 

 Online course on SGs  

Target group Primary: Higher Education healthcare and sports students 

(Bachelor’s level). 

Secondary: All interested students and professionals 

The mission “I have courage to generate SG ideas and go further with my 

ideas.” 

Learning objectives Student will.. 

1. get familiar with the concept and the development 

process of serious games and gamification. 

2. find out about the owner's role in a serious games 

development project and learn a variety of innovation 

methods for developing your game ideas. 

3. learn to understand the technological perspective behind 

gamified solutions. 

The methods Gamification, peer discussions, peer-reviewing, online tests. 

 

During the storyboard phase, the progression of the course was planned. The ways how 

gamification (defined as “using game design elements in non-game contexts” (see 

Deterding et al., 2011)) can be used to motivate students. One gamified element was 

proceeding in LMS from level to level (see Fig. 3). Each level included a certain 

assignment to complete before proceeding to the next level. Social interaction was 

emphasised during the course via peer discussions included in the assignments. The 

delivery of the course was both synchronous and asynchronous. At first, the timetable for 

proceeding from level to level was set, but it was considered to limit the students. Thus it 

was possible to proceed at one’s own pace but via the level structure of the course, the 

social interaction was ensured.  

 

4.3 Content of the Course 

 

The course content was selected so that students with a limited background in and 

knowledge of games could participate. The learning material covered videos, PowerPoint 

presentations with audio, web pages, and scientific and popular articles. The course could 

be studied independently, online, within the assigned timeframe, and the tasks required 

collaboration with peer students. The assignments consisted of group discussions, playing 

games, a competence test, a game evaluation, and an assignment where students 
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brainstormed their own SGs. A literature research task was added to the final 

implementation. The basic course structure with levels is illustrated in Figure 3. 

 

 
Figure 3: Basic Structure of the Planned E-learning Course on SGs. 

 

Level 1 started with the definition of general terms related to games, gamification, and 

SGs.  After the completion of an assignment at level 1, level 2 opened automatically. This 

part of the course consisted of deeper information about games, such as genres, different 

types of SGs, and game design and production, as well as how to act as a product owner 

or client in a SG project. In level 3, the content was more oriented toward SGs, especially 

regarding attitudes and motivation. 

 

4.4 Iterative Course Development: Implementation, Observation, and 

Reflection 

 

The course was built to the Moodle LMS and it proceeded from level to level according 

our storyboard. Some parts, like visual layout, were not possible to realise in the Moodle. 

The total study period was planned to be 2.5 months for 3 ECTS (European Credit 

Transfer and Accumulation System), which equates 81 hours of HE students’ work. The 

teachers’ role was active at the beginning, in the middle, and at the end of the course. 

Before releasing the course, feedback was given by colleagues, and some changes were 

made. 

 

The course had three implementations with observation and reflection phases. The first 

implementation of the course in Finnish was realised as open online studies during 

summer 2016. A part of the material was delivered in English. The professional 

backgrounds of 21 enrolled students varied greatly. Among participants, there were, for 

example, nursing, healthcare and sports students, librarians, IT specialists, teachers, and 

physiotherapists. Eight of the students completed the course on time (38%, see Fig. 5), 

and 15 of them gave feedback, which is described in Table 3.  

 

The second implementation of the course was realised between autumn 2016 and winter 

2017 on a new learning platform, a Moodle-based LMS, especially designed to serve open 

education and cross-institutional studies. This course was targeted to a multidisciplinary 

audience. In total, 28 participants signed up, and 25 of them completed the course (89%, 

see Fig. 5).  
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Table 3: SGs course implementations during 2016-2017. 

 
Implemen-

tation of the 

open online 

course  on 

SGs (ECTS) 

Parti-

cipants 

enrol-

led (no.) 

Participants 

that finished 

the course/ 

passed (%) 

Positive feedback Critical feedback and 

suggestions 

Summer 

2016, (3 

ECTS) 

21 38% Peer discussions 

Positive attitude towards 

gaming 

Finding new interesting 

games to play 

Clear and beneficial 

assignments 

Communication 

Outlook of the course 

Need for more teacher 

support 

Activating interventions 

Clearer and 

approachable materials 

Autumn 2016 

– Winter 2017 

(3 ECTS) 

28 89% Course content More material in 

Finnish. 

Better timetabling of 

assignments 

A chat channel for real-

time peer 

communication 

The removal of 

technical problems 

Summer 2017 

(local 

language) 

(5 ECTS) 

156 29.5% Suitable for studying SGs 

The assignments were 

considered useful and 

helpful 

Peer work 

Guided tutorial 

More feedback from the 

teachers 

Peer work 

Gamified tools 

(collecting coins) 

Summer 2017 

(English) 

(5 ECTS) 

102 11.8% Suitable for studying SGs 

 

Clearer information 

about assignments 

Help in technical issues 

 

Table 3 sums up the main feedback from the course. The course was stated to be suitable 

for studying SGs and the positive attitude related to gaming was mentioned as one 

positive remark. Students needed more clearer instructions in some assignments, better 

or free timetable of assignments, and reported technical problems specially at the 

beginning of the course. Teacher’s presence was wished (activating interventions, 

feedback, support) even when it had been stated that the course was independently studied 

on-line course. Peer discussions were seen both as positive and negative issue. 

 

A few game companies were interviewed and their viewpoint regarding the content 

required to educate adequate SG experts were asked. Certain main categories emerged 

from companies’ responses: game technology; business-related topics, such as budgeting, 

sales, and marketing; service design; and understanding the entire nature of game 

development, which involves multidisciplinary teamwork. The course was refined to 

bring closer subject area and game development experts.  
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The third implementation (see Fig. 4) took place during summer 2017, one course in 

Finnish and one in English. The course was designed as a self-learning, online course, 

and it was upgraded to 5 ECTS. It was refined based on the feedback given by former 

course students, especially related to timetabling and technical problems. A chat for peer 

communication was also created. Besides the existing level structure, new tools for 

gamification were added: a progress bar that showed the activity completion, a top active 

student list and a stash that meant collectable coins (six) hidden in the course area.  

 

 
Figure 4: Final course on new LMS (part of the user interface). 

 

In total, 156 participants signed up to participate in the course in Finnish, and 46 (29.5%) 

of them completed the course (see Fig. 5). As well, 102 students joined the English course, 

and 12 (11.8%) of them finished with an accepted grade. Some of the students signed up 

to take both of courses and completed only one of them. Because courses were offered 

freely in national level for HE or professionals without any fee as summer studies, the 

interruption rate was quite high. Table 3 describes the main feedback. 
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Figure 5: Participants, that signed up and completed SGs courses in 2016-17. 

 

5 Discussion and Conclusions 

 

The purpose of the study was to identify how to build an e-learning course on SGs for 

multidisciplinary students. Earlier knowledge revealed the need for experience in several 

disciplines, including understanding behavioural (Baranowski et al., 2013), pedagogical 

(Durairaj & Umar, 2015; Shaikh et al., 2017), and expertise (Kemppainen et al., 2014) -

related aspects. Additional challenges were related to the online environment (see Gomez 

et al., 2010) and using two languages. 

 

To answer the main research question related to developing an e-learning course and to 

identify a way to educate multidisciplinary audiences about SGs, an action research 

project was initiated. The solution was sought by first analysing state-of-the-art 

knowledge and then planning the course. After that, content for the course was defined, 

and finally, an iterative approach was applied in the development of the three 

implementations. 

 

Social constructivism theory was used as a pedagogical approach in designing an e-

learning course on SGs. The social interactions and dialogue between students were based 

on peer discussions and chats. Knowledge construction in a social setting was one of the 

main ideas of the course, and crowdsourcing was used by taking advantage of the 

multidisciplinary knowledge of the students. Social constructivism theory emphasises the 

importance of feedback, and in this course, the feedback method was peer feedback. The 

idea of intentional learning was the basis in planning the independent conduct of the 

course (Durairaj & Umar, 2015; Shaikh et al., 2017). 

 

The heterogeneous student group online brought up new challenges for the content: 

different backgrounds and starting levels on the topic of SGs had to be considered. This 

gap was covered by maintaining joint interest and goals in learning (see Shaikh et al., 

2017).  

 

The feedback from students revealed that the discussions were considered fruitful, though 

some activating interventions were proposed. Positive attitude changes toward gaming 

2
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were reported. Assignments and material received mixed feedback: some of the students 

felt they were clear and beneficial, while some needed more structured content and help 

with assignments. A teacher’s presence, such as for support, communication, and 

feedback, was expected, even though the courses were noted to be studied independently. 

These findings support the suggestions of Yunus and Salim (2008). 

 

As a summary, the study revealed nine attention points:   

1. Carpe Diem method (Salmon et al., 2014) supports multidisciplinary work in 

planning an online course.  

2. The schedule in online course must be set but not too tight. An asynchronous 

model for online courses gives students more freedom (see also Duraij & Umar, 

2015). 

3. Assignments and timetables have to be as clear as possible. 

4. Peer discussions are an important part of e-learning, and they support social 

constructivism theory (Durairaj & Umar, 2015; Shaikh et al., 2017; Marsh & 

Ketterer, 2005). Enabling chat supports discussions. 

5. Peer evaluation does not replace the feedback and presence of a teacher. Using 

too much peer work can be seen as forced. 

6. Students who are more advanced in the topic can utilise their expertise in 

discussions and propose new ideas and materials to their peers.  

7. Gamification integrated into course structure, such as levels and a progress bar, 

can be considered motivating, if they work well. Gamification without 

connection to course structure (e.g. collecting coins) can be seen as irritating. 

8. Even in an independent online course, a teacher is needed: to help with technical 

issues, to clarify assignments if needed, and to activate discussions (see Tait, 

2014). 

9. The iterative development and incremental improvement of an online course 

according to feedback is a good approach (see Fig. 6). 
 

 

Figure 6: Phases in action research study on developing an e-learning course on SGs. 
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The current work continues within the multidisciplinary education on SGs. One 

expansion will be courses targeted to specific professional areas, such as nursing and 

healthcare. In these holistic courses on SGs, the developed online course will work as a 

background material, and it will be completed with hands-on SG prototyping workshops. 

 

 
Acknowledgments  

 

The research for this paper was financially supported by the European Social Fund (ESF) and Niilo 

Helander Foundation. The developed courses can be found from www.segabu.fi  

 

References  

 

Backlund P., Engström H., Berg Marklund B. & M. Toftedahl. (2017). Developing games for non-

leisure contexts: Identification of challenges and research gaps. In 2017 9th International 

Conference on Virtual Worlds and Games for Serious Applications (VS-Games), Athens, 2017, 

pp. 15–22. doi: 10.1109/VS-GAMES.2017.8055806 

Baranowski T., Buday R., Thompson D., Lyons E.J., Shirong Lu A. & Baranowski J. (2013). 

Developing Games for Health Behavior Change: Getting Started. Games for Health Journal: 

Research, Development, and Clinical Applications 2(4), 183–190. 

Baskerville R. (1999). Investigating Information Systems with Action Research. Communications 

of the Association for Information Systems: Vol. 2, Article 19. Available at: 

http://aisel.aisnet.org/cais/vol2/iss1/19 

Baskerville R. & Myers M. (2004). Special issue on action research in information systems: Making 

research relevant to practice. Foreword. MIS Quarterly 28(3), 329–335.  

Coghlan D. & Brannic T. (2014). Doing action research in your own organization. 4th edition, Sage 

Publishing. 

Deterding S., Dixon D., Khaled R., & Nacke L. (2011). From game design elements to gamefulness: 

defining "gamification". In Proceedings of the 15th International Academic MindTrek 

Conference: Envisioning Future Media Environments (MindTrek '11). ACM, New York, NY, 

USA, 9–15. doi: https://doi.org/10.1145/2181037.2181040 

De Troyer O. (2017). Towards effective serious games. In 9th International Conference on Virtual 

Worlds and Games for Serious Applications (VS-Games). Athens, pp. 284–289. 

doi: 10.1109/VS-GAMES.2017.8056615 

Djaouti D., Alvarez J., Jessel J.-P. & Rampnoux O. (2011). Origins of Serious Games. Serious 

Games and Edutainment Applications. Springer-Verlag London Limited. 

Durairaj K. and Umar I.N. (2015). A proposed conceptual framework in measuring social 

interaction and knowledge construction level in asynchronous forum among university 

students. Procedia – Social and Behavioral Sciences, Volume 176, pp. 451–457. 

https://doi.org/10.1016/j.sbspro.2015.01.496 

Gomez E.A., Wu D., & K. Passerini K. (2010). Computer-supported team-based learning: The 

impact of motivation, enjoyment and team contributions on learning outcomes. Computers & 

Education 55(1), 379–390. https://doi.org/10.1016/j.compedu.2010.02.003  

Kali Y., Levin-Peled R. & Dori Y.J. (2009). The role of design-principles in designing courses that 

promote collaborative learning in higher-education. Computers in Human Behavior 25(5), 

1067–1078. https://doi.org/10.1016/j.chb.2009.01.006 

Kemppainen J., T. Korhonen T. & T. Ravelin T. (2014). Developing Health Games Requires 

Multidisciplinary Expertise. Finnish Journal of eHealth and eWelfare 6(4), 200–205. Available 

at: https://journal.fi/finjehew/article/view/48213 



31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

T. Korhonen, T. Ravelin & R. Halonen: Developing an E-learning Course on Serious Games: A 

Multidisciplinary Approach 

185 

 
Korhonen T. & Halonen R. (2017a). On the development of serious games in the health sector - A 

case study of a serious game tool to improve life management skills in the young. In 

Proceedings of the 19th International Conference on Enterprise Information Systems (ICEIS 

2017), Volume 3, pp. 135–142. doi: 10.5220/0006331001350142  

Korhonen T. & Halonen R. (2017b). Serious games in healthcare: A systematic mapping study. In 

Proceedings of the 30th Bled eConference, Bled, Slovenia, pp. 349–368. 

https://doi.org/10.18690/978-961-286-043-1.25 

Korhonen T., Halonen R., Ravelin T., J. Kemppainen J. & Koskela K. (2017). A multidisciplinary 

approach to serious games development in the health sector. In Proceedings of the 11th 

Mediterranean Conference on Information Systems, Genoa, Italy. MCIS 2017 Proceedings. 30.  

Available at: http://aisel.aisnet.org/mcis2017/30  

Lewin K. (1946). Action research and minority problems. Journal of Social Issues 2(4), 34–46. 

10.1111/j.1540-4560.1946.tb02295.x 

Loh C.S., Sheng Y., & Ifenthaler  D. (2015). Serious games analytics: Theoretical framework. In 

Serious games analytics: Methodologies for Performance Measurement, Assessment, and 

Improvement, 3–29. New York, NY: Springer International Publishing. 10.1007/978-3-319-

05834-4_1 

Marsh G.E. & Ketterer J.J. (2005). Situating the Zone of Proximal Development. Online Journal of 

Distance Learning Administration, VIII(II). 

Nancarrow S.A., Booth A., Ariss S., Smith T., Enderby P., & Roots A. (2013). Ten principles of 

good interdisciplinary team work. Human Resources for Health, 11:19. 

http://doi.org/10.1186/1478-4491-11-19 

Onah D.F.O., Sinclair J. & Boyatt R. (2014). Dropout rates of massive  open online courses : 

behavioural patterns. In 6th International Conference on Education and New Learning 

Technologies, Barcelona, Spain. Published in: EDULEARN14 Proceedings pp. 5825-5834. 

Ricciardi F. & De Paolis L.T.D. (2014). A comprehensive review of serious games in health 

professions. International Journal of Computer Games Technology Vol. 2014, Article ID 

787968, 11 pages. http://dx.doi.org/10.1155/2014/787968 

Ryan R.M., Rigby S. & Przybylski A. (2006). The Motivational Pull of Video Games: A Self-

Determination Theory Approach. Motivation and Emotion 30(4), 344–360. 

http://dx.doi.org/10.1007/s11031-006-9051-8 

Salmon G., Gregory J., Dona K.L. & Ross B. (2014). Experiental online development for education: 

The example of the Carpe Diem MOOC. British Journal of Educational Technology 46(3), 542–

556. http://dx.doi.org/10.1111/bjet.12256 

Salmon G. & Wright P. (2014). Transforming Future Teaching through Carpe Diem, Learning 

Design. Education Sciences 4(1), 52–63. doi:10.3390/educsci4010052. 

Shaikh U.U., Umari U., Karim S. & Asif Z. (2017). Re-Thinking Vygotsky: Applying Social 

Constructivism to Asynchronous Online Courses utilizing the Power of Crowdsourcing. In 

Proceedings of the 21st Pacific Asia Conference on Information Systems, Langkawi, Malaysia. 

PACIS 2017 Proceedings, 233. Available at: http://aisel.aisnet.org/pacis2017/233 

Susi T., Johannesson M. & Backlund P.  (2007). Serious Games: An Overview. Technical Report 

HS-IKI-TR-07-001. Available at: http://his.diva-

portal.org/smash/get/diva2:2416/FULLTEXT01.pdf 

Tait A. (2014). From place to virtual space: Reconfiguring student support for distance and e-

learning in the digital age. Open Praxis 6(1), 5–16. 

http://dx.doi.org/10.5944/openpraxis.6.1.102 

Yunus Y. & Salim J. (2008). Framework for the evaluation of e-learning in Malaysian Public Sector 

from the pedagogical perspective. In Proceedings of the International Symposium on 

Information Technology (ITSim), Vol. 3, 8 pages. IEEE. 



186 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

T. Korhonen, T. Ravelin & R. Halonen: Developing an E-learning Course on Serious Games: A 

Multidisciplinary Approach 

 
Zyda M. (2005). From visual simulation to virtual reality to games. IEEE Computer 38(9), 25–32. 

https://doi.org/10.1109/MC.2005.297 

 



31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

A. Pucihar, M. Kljajić Borštnar. P. Ravesteijn, J. Seitz & R. Bons  

 

 

An Explorative Study Into Situational Artefact 

Construction in Business Rules Management 
 

SAM LEEWIS, KOEN SMIT & MARTIJN ZOET 
14

 

Abstract The implementation of software products is a time-consuming 

activity and requires specific expertise to be completed successfully. This 

is especially the case in research fields where there is no or little tool 

support available, such as Business Rules Management (BRM) and 

Business Rules Management Solutions (BRMS). Tool support is essential 

to successfully guide the organizational implementation of a BRMS. 

Motivated by the diversity of organizational structures and their BRMS 

implementation contexts, we design a situational-aware framework for the 

organizational implementation of BRMS. The framework is based on the 

theory of situational artefact construction. Using situational artefact 

construction, we study 13 BRMS implementation cases distributed over the 

financial and public sectors in the Netherlands. Based on the results of the 

cases analysed we present a framework with three main artefacts that are a 

stepping-stone towards further research on situational implementation 

methodology in the BRM field.  
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1 Introduction 

 

An increasing amount of laws and regulations and the demand for IT automation raises 

the need for handling business rules in a proper way (Boyer & Mili, 2011; Graham, 2007). 

This occurs since the introduction of the separation of concerns principle (van der Aalst, 

1998) and Business Rules Management (BRM) (Boyer & Mili, 2011; Morgan, 2002; 

Ross, 2013).  The fact that organizations increasingly consider business rules as a separate 

‘concern’ to manage in combination with the growing amount of business rules results in 

organizations seeking a solution to manage their business rules. We refer to such a 

solution as a Business Rules Management Solution (BRMS). A BRMS can be 

implemented to manage the elicitated, designed, specified, and deployed business rules 

(Nelson, Rariden, Sen, & Texas, 2008; Smit & Zoet, 2016; Taylor, 2011; Zoet & 

Versendaal, 2013) 

 

In the field of information systems, the domain of Business Rules Management (BRM) 

is a relatively young subject of study and gained the interest from researchers the past 

several years (Zoet, 2014). This is especially the case for the organizational 

implementation of a BRMS (Nelson, Peterson, Rariden, & Sen, 2010).  

 

This study focuses on the latest one motivated by the significant difference in scientific 

contributions for organizational implementations support of BRMS compared to 

technical implementations support (Nelson et al., 2010; Zoet, 2014). Therefore, the 

researchers intend to answer the following research question: “How to develop a 

framework that supports the organisational implementation of a business rules 

management solution?’’ 

 

In this research, we adopt the situational artefact construction technique (Hevner, March, 

Park, & Ram, 2004; Winter, 2011a, 2011b) to answer this research question and design a 

framework. The framework involves three main artefacts 1) the BRMS analysis tool to 

extract the building blocks of a BRMS; 2) the BRMS construction process, which 

analyses the identified design problems and problem classes in order to elicit design 

situations and design factors; and 3) the BRMS metamodel to facilitate the instantiation 

of the elicited data from the BRMS analysis tool and BRMS construction process.  

 

Situational artefact construction is applied in other research fields such as software 

product management (Bekkers, van de Weerd, Brinkkemper, & Mahieu, 2008; van de 

Weerd, 2009), and business process management (Bucher & Winter, 2010; Ravesteyn & 

Jansen, 2009). The BRM research field lacks this type of research and therefore this 

research is of an explorative nature. In this study, the developed BRMS framework is 

validated with 13 BRMS implementation cases from the financial and the public 

industries in the Netherlands. Additional validation of framework feasibility is conducted 

by analysing the elicited data, specifying design situations and design factors, and 

instantiating the BRMS metamodel. Therefore, the main contribution of this paper is of 

twofold; 1) the BRMS implementation framework is described, and 2) the BRMS 

implementation framework is applied to the 13 BRMS implementation cases. 
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The remainder of the paper is structured as follows: First, the BRMS in the context of the 

related work is discussed. Second, this is followed by the research methods utilized for 

this study. Next, the BRMS implementation framework is proposed as a proof of concept 

together with its major elements. Subsequently, the BRMS implementation framework is 

validated through expert interviews. Lastly, the conclusions are provided that can be 

drawn from the results, together with a critical view of the results of this study followed 

by possible future research. 

 

2 Related Work  

 

Business rules describe the state of affairs of what the business demands (Business Rules 

Group, 2003; Morgan, 2002). For this research, we adopt the definition of a business rule 

by Morgan (2002): ‘’a statement that defines or constrains some aspect of the business. 

It is intended to assert business structure or to control or influence the behaviour of the 

business.’’  

 

To improve the grip on business rules, organizations search for a controlled approach to 

support the management of business rules, this approach is called BRM (Boyer & Mili, 

2011; Ross, 2003). BRM is defined as: ‘’a systematic and controlled approach to get a 

grip on business decisions and business logic to support the elicitation, design 

specification, verification, validation, deployment, execution, governance, and 

monitoring of both business decisions and business logic’’ (Smit, Zoet, & Berkhout, 

2017). The BRM capabilities are part of an approach or method with the goal to translate 

sources like law and regulations or internal policies into products or services. Smit and 

Zoet (2016) explains in their work, in detail, the specifics of the BRM capabilities. Earlier 

mentioned capabilities of BRM need to be supported by some sort of IT solution. A 

specific IT solution in the context of BRM is a BRMS (Graham, 2007). 

 

A BRMS is ‘’a configuration of capabilities which supports the Elicitation, Design, 

Specification, Verification, Validation, Deployment, Execution, Monitoring, and 

Governance of business rules’’ (Leewis, Smit, & Zoet, 2018). Each implementation of a 

BRMS is one capability or a combination of the nine Capabilities (as shown in Figure 1) 

which an organization can configure for their own purposes to create, implement, and 

manage business rules (Smit & Zoet, 2016; Zoet, 2014; Zoet & Versendaal, 2013). The 

technical implementation of a BRMS is covered extensively in researchArnott & Pervan, 

2014; Rosca & Wild, 2002; Zoet, 2014). Analysis of the literature on organizational 

implementation of a BRMS results in no relevant related work (Nelson et al., 2008; Zoet, 

2014). Previously conducted research has shown that different BRMSs have a common 

Design Problem (Aier, Riege, & Winter, 2008; Baumöl, 2005; Bucher & Winter, 2010; 

Klesse & Winter, 2007). A common Design Problem is the difference between the goal 

state and the current state of a system, a BRMS, and is an indication that common Problem 

Classes, for which Design Solution can be created, exists (Winter, 2011b). Winter, 

(2011b) depicts a Problem Class as a set of comparable Design Problems. A Problem 

Space is a collection of multiple Problem Classes. An instantiation of a Problem Class in 

a specific organization is defined as a Design Solution. Specific for the BRMS Problem 
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Space, the Design Solution is a specific configuration of the earlier mentioned nine 

BRMS Capabilities (Smit & Zoet, 2016; Zoet & Versendaal, 2013). Every configuration 

of BRMS Capabilities is influenced by certain factors, so-called Situational Factors. 

Situational Factors describe the context in which an information system artefact or 

organization has to operate in a way that the deployed artefact fits the context of the 

environment.  

 

  
 

Figure 1: BRMS problem space 

 

Research identifying situational factors is conducted in the situational method 

engineering research field (Brinkkemper, 1996; Karlsson, Ågerfalk, & Hjalmarsson, 

2001; Rolland & Prakash, 1996; van Slooten & Hodes, 1996), with specific applications 

in software product management (Bekkers et al., 2008; van de Weerd, 2009), and business 

process management (Bucher & Winter, 2010; Ravesteyn & Jansen, 2009).  

 

The BRMS implementation framework can be constructed as a situational artefact, which 

ensures that the framework could be adapted to solve different design problems within a 

problem class (Winter, 2011b). Winter (2011b) proposed in his work a technique to create 

situational artefacts, which is used as a guideline in this study.  

 

3 Research Method 

 

The Situational artefact construction technique from Winter (2011a, 2011b) is used as a 

research method to create a situational artefact (the BRMS implementation framework) 

to support BRMS implementations. To structure and ground the research activities, 

Hevner's Design Science Research is used (Hevner et al., 2004). The situational artefact 

construction technique exists of eleven steps and is adapted specifically on situational 

artefact construction in the BRMS domain, adaptation is needed because the focus of the 

initial situational artefact construction is on a generic level in the context of software 

development. In the BRM research field, a more qualitative approach is needed because 

the field lacks standards as a base to perform quantitative analysis on. The original process 

is focused on creating a situational artefact for any given research field. This technique 

embodies the following steps: 1) Initial demarcation of the design problem class, 2) 



31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

S. Leewis, K. Smit & M. Zoet: An Explorative Study Into Situational Artefact Construction in 

Business Rules Management 

191 

 

Identification of potential contingency factors, 3) Field study analysis of design problems 

in practice, 4) Refining specifications of the design problem class, 5) Calculation of ultra-

metric distances, 6) Determination of a useful level of generality, 7) Specification of 

design situations, 8) Identifying characterizing design factors, 9) Linking design factors 

to related design problems, 10) Deriving elementary problem-solving actions, and 11) 

Deriving method configuration rules (Winter, 2011a, 2011b). The eleven situational 

artefact construction steps are elaborated further in the paper with data used from a 

running experiment (Leewis, Smit, & Zoet, 2018; Leewis, Smit, Zoet, & Berkhout, 2018). 

The 13 gathered BRMS implementation cases were used as input for creating the BRMS 

implementation framework and are explained in detail in the work of Leewis, Smit, Zoet, 

et al. (2018). 

 

4 BRMS Implementation Framework 

 

This section describes the elements of the developed BRMS implementation framework, 

which are all focussed on supporting organizational implementations of a BRMS. The 

first element of the BRMS implementation framework is the BRMS analysis tool. This 

tool is mainly focussed to gather BRMS implementation cases and is explained in detail 

in the work of Leewis, Smit, & Zoet (2018). The second element of the BRMS 

implementation framework is the BRMS construction process. This process aims at 

analysing data from the BRMS analysis tool and to use this data for the design of the 

BRMS metamodel. Hence, the third element of the BRMS implementation framework is 

the BRMS metamodel where all the elements important for a BRMS implementation are 

specified. The situational artefact construction method from Winter (Winter, 2011a, 

2011b) is used as a guideline to create a situational artefact in the BRM domain. 

 

4.1 Initial demarcation of the design problem class 

 

Discovery of the BRM problem space is needed to identify the existing knowledge on 

creating a situational artefact in the field of BRM. The goal of this step is to discover 

concepts in the field of BRM to support the creation of a situational artefact. A literature 

review is conducted to create an overview of the existing body of knowledge. This step 

is covered extensively in the work of Leewis, Smit, & Zoet (2018). 

 

4.2 Identification of potential contingency factors 

 

The literature review is also used for the identification of potential contingency factors. 

This literature review resulted in the creation of the BRMS analysis tool which purpose 

is to gather and analyse BRMS implementation cases (Leewis, Smit, & Zoet, 2018). 

Additional interviews are conducted with members of the BRM community to validate 

the discovered problem classes, and the contingency factors included in BRMS analysis 

tool. The BRMS analysis tool is constructed by combining knowledge derived from 

literature and knowledge derived from interviews with BRM experts. 
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4.3 Field study analysis of design problems in practice 

 

The goal of this field study is to collect data on different BRMS implementations. The set 

of implementations used in the work of Leewis, Smit, Zoet, et al. (2018) are used in this 

study to create the BRMS implementation framework. These collections of different 

implementations can create an overview of clusters of situational factors that influence 

the different problem classes in the business rules management solution problem space. 

Thereby, creating a situational artefact for each situation. To reduce a large number of 

contingency factors into a relevant set of design factors, a qualitative approach of a 

Principal Component Analysis (PCA) was performed. The main goal of a PCA is 

reducing a list of potential contingency factors to relevant design factors (Abdi & 

Williams, 2010; Jolliffe, 2002).  

 

4.4 Refining specifications of the design problem class  

 

The previous three steps focus on creating a relevant list of design factors. This step 

focusses on specifying and refining the design factors into more specific and refined 

design problem classes. The design problem classes identified in earlier steps should be 

refined more to ensure define the degree of homogeneity of the solutions. This will result 

in the excluding of ‘’outlier’’ design solutions and thereby ensuring the degree of 

homogeneity. The problem classes identified are: 1) Elicitation, 2) Design, 3) 

Specification, 4) Verification, 5) Validation, 6) Deployment, 7) Execution, 8) Monitoring, 

and 9) Governance. The problem classes are identical with the BRM capabilities (Smit & 

Zoet, 2016). The next step will cluster the solutions into relevant clusters which are 

representative towards all the gathered BRMS implementation cases. 

 

4.5 Calculation of ultra-metric distances 

 

Problem classes can be divided into a number of generic design situations depending on 

the degree of generality. The generic design situations are the specified solutions 

depending on the number of clusters selected in the problem class. Based on the Euclidian 

distance, the similarity (or dissimilarity) of two design solutions within a problem class 

can be represented by an ultrametric-distance (Deza & Deza, 2016). The cases and their 

distances are visualized using a tree-like graph. Ultrametric-distances can be visualized 

by a graph whose Y-axis represents generality and whose X-axis represents the set of 

observed cases. The similarity or dissimilarity of two design solutions (or more) 

corresponds to the generality level of their relation. If the similarity is high, their relation 

is represented on a lower level of generality (Winter, 2011a). Figure 2 shows the ultra-

metric distance of the elicitation problem class (because of space constraints only the 

elicitation capability is included in this paper).  
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Figure 2: Ultrametric-distance visualization 

 

This graph contains 12 solutions (elicitation 1-11, and 13) for the elicitation problem 

class. Important to mention is that the sample includes 13 implementations, only case 12 

didn’t implement the elicitation problems class. Therefore, case 12 is not included in the 

analysis of the problem class. Observed case 2 is represented by its own specific solution, 

Elicitation solution 2. This level of generality is the same for the other observed cases on 

this level which are represented by their own specific solution. Observed case 1, 2, 5, 6, 

11 and, 13 are represented by a more generic solution, Elicitation solution 1, 2, 5, 6, 11 

and, 13. The observed cases 1 - 6, 9, and 11, 13 are represented by an even more generic 

solution, Elicitation solution 1 - 6, 9, and 11, 13. At the top level, the generic solution 

contains all the observed cases and is the most generic representation towards all the 

observed cases. 

 

4.6 Determination of level of generality 

 

This step will focus on what level of generality is needed to have optimal cluster 

consistency in a design solution. In order to not only visualize the generic solutions (as 

shown in Figure 2), but also specify the generic solutions (as shown in Figure 3), k-means 

cluster analyses are applied to the BRMS implementation cases. Thereby, determining 

the optimal number of clusters for the design solution. An optimal number of clusters is 



194 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

S. Leewis, K. Smit & M. Zoet: An Explorative Study Into Situational Artefact Construction in 

Business Rules Management 

 

where the number of clusters has the lowest error sum, as shown in Figure 3. The k-mean 

cluster analyses were conducted with the minimum amount of cluster and the maximum 

amount of cluster possible in the problem class. These cluster analyses were conducted 

for each problem class because the possibility exists that a solution contains only one 

capability (problem class). For each solution the error total which is calculated from the 

distances of all implementation cases to the centre of their clusters. Based on this total, 

the so-called elbow criterion is used (Everitt, Landau, Leese, & Stahl, 2011; Hardle & 

Simar, 2007; Winter, 2011b). The elbow criterion indicates which increased number of 

clusters leads to an above-average improvement in the error sum. The error sum is plotted 

on the y-axis, and the number of clusters is plotted on the y-axis, an elbow arises for the 

4-cluster, 7-cluster and 10-cluster solution as shown in Figure 3. The 4-cluster solution is 

selected due to the lowest error sum compared to the 7- and 10-cluster solutions. 

 
Figure 3: Elicitation problem class elbow criterion 

 

 

4.7 Specification of design situations 

 

The design situations need more than only a formal definition (which is done by the 

ultrametric-distance calculation) but also need semantic interpretation (i.e. by specifying 

the design problem types). The ultrametric-distances are used, for semantically specifying 

the design situations. The problem classes are specified into their preferred cluster 

consistency. The Elicitation problem class is specified into a 4-cluster solution, and these 

four different clusters are specified using a mean comparison analysis. This analysis aims 

at specifying the design situations. The goal of this is to create different design situations, 

as shown, for example, in Table 1. Thereby, aiming at what is the exact reason why these 

design solutions are created into a cluster. Elements of all the design situations in a 
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problem class which were identical were excluded from the design situation specification. 

Specifying design situations aims at showing factors which differentiate a design situation 

from another design situation, this will not help when identical elements do not 

differentiate a design situation from another design situation. These factors need to be 

characterized further. 

 
Table 1: Elicitation design situations 

 

 
 

4.8 Identifying characterizing design factors 

 

Each design situation consists of characterizing design factors and needs to be specified 

further. Every design factor has different values, these values influence the 

characterization of the design factor and thereby the design situation. An example of a 

design factor: Capability leader, which characterizes the department that is in the lead 

regarding the specific capability, shown in Table 2. The value of this capability could be 

one of the following departments: IT, the business, or a central IT/business group. 

Characterizing design factors are defined together with their values and related problem 

classes. Characterizing design factors define the design situations, but there are also 

design factors which do not characterize design situations but are still important for 

solving design problems. Non-characterizing design factors (ID# 42 and 43 in Table 2) 

are not specifically solving design problems but are directly related to the problem 

classes, which in their turn solve certain design problems. The reason that these design 

factors are non-characterizing is that for all the design situations in a problem class these 

design factors have the same value. 

Design Situation 1: Design Situation 2:

Public sector focussed Public sector focussed

Organisations with 2001 – 5000 employees Organisations with more than 5000 employees

Organisation implementation focussed Line of business implementation focussed

Fully manual elicitation focussed (autonomy level 1) Capability is supported with a complete set of action 

alternatives (autonomy level 2)

Database data is used for elicitating business rules No database data is used for elicitating business 

rules

Outcome of the capability is not a relevant set of selected 

sources

Outcome of the capability is a relevant set of 

selected sources

Scenario analysis is conducted No scenario analysis is conducted

Design Situation 3: Design Situation 4:

Financial sector focussed Financial sector focussed

Organisations with more than 5000 employees Organisations with 251 -500 employees

Line of business implementation focussed Line of business implementation focussed

Capability is supported with a narrowed down set of action 

alternatives (autonomy level 3)

Fully manual elicitation focussed (autonomy level 1)

No database data is used for elicitating business rules No database data is used for elicitating business 

rules

Outcome of the capability is not a relevant set of selected 

sources

Outcome of the capability is a relevant set of 

selected sources

No scenario analysis is conducted Scenario analysis is conducted
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Table 2: Examples (non)-characterizing design factors 

 

 
 

4.9 Linking design factors to related design problems 

 

The characterized design factors described in the earlier sections need to be linked to the 

24 proposed design problems which are discovered in the work of (Leewis, Smit, Zoet, 

et al., 2018) and adopted for this study. All earlier conducted steps analyse the existing 

design solutions. These design solutions are cases of successful BRMS implementations. 

These design solutions were created with a certain purpose, solving an existing problem, 

and therefore the design factors can be qualitatively interpreted and linked to the known 

design problems, as shown in Table 3. The 24 known design problems were mapped 

against the identified and characterized design factors. An example of this is the design 

problem ‘’Increase Elicitation productivity’’ which could be positively impacted by 

letting the system take over some tasks. The design factors solving this design problem 

are: (capability autonomy), using data as a source when eliciting, the output of elicitation 

is a relevant set of selected sources (which could be reused), performing a scenario 

analysis which is based on business scenarios. In short, a certain combination of 

characterized design factors could solve a certain design problem. 

 

  

ID: Problem class: Design factor: Value: Description:

4 Design, Specification, 

Deployment, Execution, 

Monitoring, and 

Governance

Capability 

leader

IT, Business, or 

Central 

IT/Business 

group

The Capability leader design 

factor characterizes which 

department is in the lead of the 

specific capability

5 All Capability 

autonomy

Autonomy level 

1 - 10

The capability autonomy 

characterises the level of 

autonomy on which the 

capability in the BRMS 

operates

6 Elicitation Elicitation 

source (Data)

Yes/No Database data is used as a 

source for elicitation.

7 Elicitation Relevant set of 

selected 

sources

Yes/No The output of elicitation is a 

relevant set of selected 

sources. 

8 Elicitation Scenario 

analysis

Yes/No Scenario analysis is used 

during elicitation.

42 Elicitation Elicitation 

source 

(People)

Yes

People are used as a source 

for elicitation.

43 Elicitation Elicitation 

source 

(Documents)

Yes

Documents are used as a 

source for elicitation.
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Table 3: Examples Design factors linked to Design Problems 

 

 
 

 

4.10 Deriving elementary problem-solving actions 

 

The possible next step would be deriving elementary problem-solving actions by 

comparing design solutions with design problems. Out of these elementary problem-

solving actions, method fragments are created. In this research, we make a distinction 

between two phases. An organization utilizes no BRMS or does utilize a BRMS. This is 

the same for each observed case, and the road to implementing a BRMS is different for 

each case. When implementing a BRMS in a specific organization, there is no wrong 

selection of design factors, only the best fit for a specific organizations situation. 

Nonetheless, it is still possible to create method fragments to support solving design 

problems when implementing a BRMS. An example of this is as followed: design 

problem #1 low productivity of elicitation, is proposed to be solved with a certain 

configuration of characterizing design factors. Design problem #1 could be solved with a 

combination of the following design factors: #5 Capability autonomy (and the specific 

level of autonomy), #6 Elicitation source (Data), #7 Relevant set of selected sources, #8 

Scenario analysis, and #14 Role: Input. Design factor #5, #6, #7, #8 and #14 result into 

method fragment #2, #3, #4, #5, and #12. The combination of these design factors and 

their created method fragments will evolve into a method which could solve design 

problem #1 as shown in Figure 4. 

 

Design 

problems:
5 6 7 8 9 10 14 16 21 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41

Increase 

Elicitation 

productivity

X X X X X

Construct 

library of 

decisions

X X X X X X X X X

Ensure artifact 

relationship 

insight

X X X X X X X X X X X X X X X

Design factors:
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Figure 4: Problem-solving actions 

 

4.11 Deriving method configuration rules 
 

Based on the set of identified design problems and specified method fragments, method 

configuration rules need to be derived. Basically, the (reusable) method fragments 

identified in the previous section need to be related to their respective design situations. 

Configuration rules need to be designed which guides the configuration of solutions to 

solve specific design problems, as shown in Table 4. Merging the method fragments into 

one super method is not sufficient for solving the design problems. A certain combination 

of design problems and design factors requires additional information and attention. 

Therefore, characterizing design factors related to a certain problem class automatically 

means that a whole problem class (capability) is implemented. It is not possible to only 

implement certain parts of a problem class, this is because of the dependencies of the 

solutions. Therefore, the whole problem class is implemented together with the related 

non-characterizing design factors and the related characterizing design factors. Certain 

design situations indicate that BRMS implementation cases exist which deliberately did 

not have a design factor implemented even if this design factor should solve a specific 

design problem. The configuration of a design situation depends on design factors which 

identify the type of implementation. The design factors identifying the types of 

implementations are focused on the sector in which the organization operates, the number 

of employees working at this organization, and the focus of the implementation. A 

specific value of these three design factors gives an indication which design situation fits 

the organization needs. 
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Table 4: Method configuration rules 

 

 
 

4.12 BRMS metamodel 

 

The BRMS metamodel is the result of the BRMS analysis tool and the BRMS 

construction process. It contains all the identified elements in the BRMS construction 

process together with their specific values and the relations between these elements. 

Previous sections resulted in the identification of important elements of a BRMS together 

with their specific values and are included in the BRMS metamodel, as shown in Figure 

5. This metamodel shows the relations between the identified elements with each their 

specific number present in a BRMS implementation. The BRMS metamodel consists of 

the identified SITUATIONAL FACTORS: EMPLOYEE RANGE, SECTOR, and IMPLEMENTATION 

FOCUS, the identified PROBLEM CLASSES: ELICITATION, DESIGN, SPECIFICATION, 

VERIFICATION, VALIDATION, DEPLOYMENT, EXECUTION, MONITORING, and GOVERNANCE, 

the number of DESIGN PROBLEMS, METHOD FRAGMENTS, DESIGN FACTORS, and DESIGN 

SITUATIONS, and together with their relationships. In the future, the BRMS metamodel 

could be used as a reference model for tools focussed on supporting the implementation 

of a BRMS. 

  

Figure 5: BRMS metamodel 

 

  

Design problem: Implement a method consisting of method fragment:

Increase Elicitation productivity N1, N2, and #1 - #13

Construct library of decisions N1, N2, N4, N5, #1 - #13, #17 - #21, and #22 - #37

Ensure artifact relationship insight N2, N6, #1, #2, #6 - #13, #24 - #36, and #38
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5 Validation 

 

When following the initial situational artefact construction technique, one of the first 

additions made was regarding the validation part of the results, specific with people from 

practice. The research fields of BRM and BRMS are lacking standardization and therefore 

comparison, and validation is needed from practice (Nelson et al., 2008; Zoet, 2014). 

Semi-structured interviews were conducted with the focus on validating the correctness 

of the BRMS implementation framework and it’s containing elements. The same 

selection is made as with the validation of the BRMS analysis tool (Leewis, Smit, & Zoet, 

2018), which focussed on experts with experience in the BRM and BRMS research field. 

In total, three experts were interviewed. The first expert is a professor lecturing and 

performing research in the field of BRM and BRMS. The second expert is a lecturer and 

PhD candidate with 6 years of practical and research experience in the field of BRM and 

BRMS. The third expert is a lecturer with 3 years of practical and research experience on 

BRMS capabilities. An interview protocol was created for the expert interviews to ensure 

a structured and consistent line of questioning. The major elements (BRMS analysis tool, 

BRMS construction process, and BRMS metamodel) of the BRMS framework and the 

sub-elements (Problem Classes, Design Situations, Method Fragments, and Method 

Configuration Rules) were proposed to the experts. The experts indicated which possible 

changes should be made and which elements should be included or excluded. Besides 

stating whether elements are correct or not correct, examples from practice were asked 

from the experts to support the validity of the BRMS implementation framework.  

 

6 Conclusions 

 

The goal of this research was to develop a framework to support the implementation of a 

business rules management solution from an organizational perspective. In order to 

achieve this goal, we explored the business rules management problem space and its 

neighbouring fields on techniques to create a framework. We selected the situational 

artefact construction technique of Winter (Winter, 2011a, 2011b) as a guideline for 

creating our framework. To be able to create a situational artefact, the state of the art of 

the BRM and BRMS research field needed to be explored. The state of the art literature 

review results with regards to the BRMS analysis tool (Leewis, Smit, & Zoet, 2018) was 

used as a reference for this study. The 13 BRMS implementations gathered using the 

BRMS analysis tool (Leewis, Smit, & Zoet, 2018) were used as input for the BRMS 

construction process. Analysis of the BRMS implementation data using the BRMS 

construction process resulted in elements to support the creation of the BRMS 

implementation framework. The elements identified in the BRMS analysis tool and the 

BRMS construction process resulted in the BRMS metamodel, as presented in Figure 5. 

Because of the explorative nature of this study the composition of the BRMS metamodel 

could change as the maturity of the research field improves.  

 

We believe that creating this framework to support BRMS implementations from an 

organizational perspective will contribute to the maturity of the BRM and BRMS field, 

creating a foundation towards other situational artefact research in general and in the 
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BRM and BRMS field. However, we believe certain aspects of this research are 

susceptible for discussion. One of the main limitations of this research is that situational 

artefact construction relies on large samples (60+ BRMS implementation cases at 

minimum) as input for the data analysis. Our sample consists of only 13 BRMS 

implementation cases. The initial quantitative PCA was replaced with a qualitative 

approach due to the fact of the small sample (n=13). Furthermore, the small sample size 

had an influence on the instantiation of design factors. The number of experts (n = 3) used 

for validation of the BRMS analysis tool and the BRMS implementation framework are 

identified as a limitation and as a threat to the construct validity, and reliability. Being 

that the BRMS analysis tool is an important element of creating the BRMS 

implementation framework. The possibility exists that the experts, if biased, have a higher 

impact on the validity of the BRMS analysis tool and the BRMS implementation 

framework when low in numbers. 

 

The BRMS implementation framework is validated by experts in an expert interview. 

However, to support a real-world BRMS implementation, real-world proof is needed that 

the framework is valid and correct. Lastly, the exploratory nature of this research 

concerning the use of situational artefact construction in an immature field. It is still not 

proven adequately that using this technique is possible in immature fields which could 

pose threats to validity as well. Based on these points of discussion we argue that future 

research is needed in the field of situational artefact construction with a focus on 

immature fields. 
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1 Introduction 

 

Managing hospital and clinical information in the 21st century has moved away from using 

paper-based systems to incorporating Health Informatics (Lin et al., 2015b; 

Wickramasinghe & Schaffer, 2010). Many system applications, solutions and research 

projects have been developed, and brought great benefits to the healthcare sector (Buntin 

et al., 2011; Groves et al., 2016; Wager et al., 2017). For example, Electronic Health 

Record (EHR) implementations are widespread and used in many hospitals globally 

(Alharthi et al., 2014; King et al., 2014; Nguyen et al., 2014). Jha et al. (2008) reported 

that like the United Kingdom, nearly 90% of General Practitioners (GP) in Australia and 

New Zealand use EHR (Jha et al., 2008). Hence, it is more important than ever that patient 

medical information is kept up-to-date and made available for all healthcare workers and 

providers. This understanding is also supported by the Chinese Medicine Board of 

Australia (CMBA), who has stated that patient health records are expected to be accurate, 

legible, clear, and contain sufficient detail so that another practitioner can take over the 

care of the patient if necessary. Moreover, the Guidelines of Patient Health Records have 

also stated that patient records must be kept in accordance with the requirements of 

Australian laws relating to health records information management (CMBA, 2016b). 

Therefore, Chinese medicine (CM) patient records must support the HealthConnect1 

Personally Controlled EHR requirements, if required (CMBA, 2016b). 

 

Besides EHR, clinical management systems such as Clinical Knowledge Management 

(CKM) and Clinical Decision Support (CDS) are also utilised in hospitals and clinics 

(Berner & La Lande, 2016; Büchner et al., 2016; Lin et al., 2015b; Varghese et al., 2016; 

Wager et al., 2017). This is because CKM and CDS, with compiled comprehensive 

medical knowledge, can provide assistance to various aspects of decision making. 

However, it has been shown that current Health Informatics developments in CM have 

limitations (Chan et al., 2015; Lin et al., 2016). There is a lack of a more suitable synthesis 

support due to CM’s unique philosophy, diagnosis, and treatment methods (Chan et al., 

2015; Lin et al., 2015b; Yang et al., 2009). Based on Churchman’s Inquiring System, Lin 

et al. proposed that the CM Inquiring System suggests that CM Health Informatics are 

more Hegelian and Kantian inquiring systems with support from Singerian, Lockean, and 

Leibnizian inquiring systems, combining with key concepts of Knowledge Management 

(KM) (Lin et al., 2015a; Lin et al., 2015b). 

 

2 Problem Definition 

 

How can Information Systems/Information Technology (IS/IT) be used to support the 

delivery of CM? This research examined the potential of using IS/IT tools and techniques 

in CM clinics, therefore enhancing the delivery of CM practices. Analysing Churchman’s 

Inquiring Systems and KM concepts has led to the proposal of the CM Inquiring system. 

Constructing the Patient Management System (PMS) became the vehicle for utilising 

IS/IT and supporting the delivery of CM clinical practices.  
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3 Methodology and Processes 

 

This research adopted a qualitative methodology with Case Study and Design Science 

methods. Through a typical Case Study, in-depth insights and understanding of why 

people do things the way they do can be captured (Harding, 2013; Yin, 2013). In the 

current research, data were collected via various sources (including visiting case clinics 

and from interviewees, participants, field notes, government and organizational 

documentations), which helped analysing and addressing the research question (Barratt 

et al., 2011). Well known Case Study tools and techniques, such as interview, observation 

and analysis of documents, were used in assisting data collection and analysis (Barratt et 

al., 2011). This provided increased reliability of data and a stronger evidence base (Barratt 

et al., 2011; Silverman, 2016). 

 

In selecting the case clinics, this research used a range of selection criteria which included 

clinic size, number of patients, number of clinic staff, types of medicine and usage, 

diagnosis, treatments and dispensing patterns, clinical administration, and government 

compliance and adherence to standards. Six clinics in Melbourne, Australia were chosen 

for this study. Collected data were used for studying common themes and assisted in 

forming the core and foundation of the PMS prototype, which was proposed to answer 

the research question using a practical approach and providing a tangible solution. 

 

The process of building this prototype was guided by Design Science guidelines and 

principles (Hevner & Chatterjee, 2010). Design Science is regarded as an important and 

legitimate IS research paradigm, and has its roots in the field of engineering and science 

artefacts (Gregor & Hevner, 2013; Hevner & Chatterjee, 2010). Further, March & Smith 

outlined four Design Science outputs, specifically constructs, models, methods, and 

instantiations (March & Smith, 1995). The construction is related to a problem/solution, 

which typically involves problem awareness and specification as well as solution 

proposal (Peffers et al., 2007; Vaishnavi & Kuechler, 2015; Wieringa, 2014). Models as 

problem and solution statements express the relationships between construction processes 

such as problem awareness (this can include the research question, synthesis and/or 

solution proposal) (Peffers et al., 2007; Vaishnavi & Kuechler, 2015). Methods are sets 

of algorithms or guidelines used to direct the developments of the proposed solution 

(Peffers et al., 2007; Vaishnavi & Kuechler, 2015). Instantiation is the operationalisation 

of constructs, models, and methods (Vaishnavi & Kuechler, 2015). Following these 

principles, Vaishnavi and Kuechler (2015) provide a general model describing a cycle of 

process steps, as: 1) awareness of the problem (construction), an initial proposal depicting 

the existence of a problem that needs to be solved; 2) suggestion and/or solution 

statements (models and methods), a phase where the formulated proposal is tested if it can 

be transferred into a tentative design (Vaishnavi & Kuechler, 2015); 3) development 

(instantiation), or the building process of the artefact; 4) evaluation, where once the artefact 

is developed, it is evaluated accordingly to the criteria; and 5) conclusion, where the 

research final results are consolidated and summarised. These processes are repetitive in 

the sense that each step can lead to refinement and improvement of prior steps through 

the knowledge flows (Gregor & Hevner, 2013; Vaishnavi & Kuechler, 2015; Wieringa, 



208 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

S. Leewis, K. Smit & M. Zoet: An Explorative Study Into Situational Artefact Construction in 

Business Rules Management 

 

2014). It is through this cycle of evaluations, refinement, and better understanding that 

new knowledge is produced (Gregor & Hevner, 2013; Vaishnavi & Kuechler, 2015; 

Wieringa, 2014). Based on these processes, PMS development is elaborated in the 

following sub sections. 

 

3.1 Problem Awareness and Verification 

 

The awareness and verification of the problem in this research came from a literature 

review and case study. First, the traditional, manual form of clinical management is 

increasingly out-dated, where new computerised systems can facilitate superior practice 

(Lin et al., 2014; Yang et al., 2009). Second, incorporating new and/or updated 

international and national CM practice standards, regulations, and registrations (AHPRA, 

2014; CMBA, 2012a, 2012b, 2016b; WHO, 2013) can be better achieved through IS/IT 

(Hu et al., 2013; Lin et al., 2016). Third, because most of the current IS/IT system 

solutions utilised in CM have been created in China or Asia, there is limited employment 

and research in this domain in western countries such as Australia (Lin et al., 2014; Lin 

et al., 2016; Lukman et al., 2007). The case clinics then verified the existence of these 

problems. 

 

3.2 Solution Design and Development 

 

In this process, a solution framework and structure were designed for the research 

problem tailored to the current CM clinic practices. It is important to “identify and 

conceptualize current (as-is) business processes and future (to-be) processes” (Rosemann 

& vom Brocke, 2015) in any Business Process Management design and modelling. 

Therefore, in this research analysis was performed at two major phases. First, the existing 

clinical situation (as-is) was modelled, described, and analysed. Second, areas of 

improvements were identified for the proposed PMS system structure. The new (to-be) 

system was also analysed, explained, and modelled. A range of IT tools and techniques 

were used in designing the system solution. For example, a UML2 Activity Diagram was 

used to illustrate the CM clinic’s daily operations and processes (Rosemann & vom 

Brocke, 2015), hence giving important information about functionalities, boundaries, and 

guidelines for the construction. ERD3 was created presenting the interconnection and 

management of the PMS system data (Murphy et al., 2016). WAMP4, a Window based, 

open-source web development tool containing a web server with Apache, PHP, and 

MYSQL were installed, and a sitemap (See Appendix 2 – PMS Website Map) was 

designed to guide the navigation within the PMS. 

 

3.3 Evaluation 

 

The evaluation phase ensures rigour (Rosemann & vom Brocke, 2015), where the 

modules of the proposed system are evaluated, and refined by research participants with 

specification, expectation, and precise scope. For example, a Patient Entry Form (a 

feature/function of PMS) was tested by entering and retrieving testing data. Changes were 

made after the testing with participants’ feedback. The research went through at least one 
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Design Science evaluation cycle and validated the research prototype in terms of 

functionality, usability, and completeness.  

 

 

Figure 1: Solution design, development, and evaluation for the PMS. 

 

At the completion of the above processes, research findings and results are summarised. 

Research contributions, limitations and future studies/approaches are identified and have 

been documented in a research thesis and publications. 

 

4 PMS Design and Development 

 

The PMS prototype had the purpose of assisting CM clinics patient management via 

various system methods, tool, and techniques. Hence, it was necessary to identify and 

analyse the major activities/processes. Figure 2 illustrates these activities (Appendix 3 

lists and explains the symbols that were used in the activity diagrams). 

 

To achieve the idea of user flexibility, multi devices, real-time and fast access of patients’ 

information, the PMS is a web application which allows multi device access (including 

Desktop or laptop computer, tablet, and mobile phones).  
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Figure 2: Activity diagram of the proposed PMS design with computerised components. 

 

 

4.1 PMS Database 

 

Tracing through the PMS functions and activities design, information required for each 

activity was identified. As a result, twelve tables were created (via running SQL5 

statements). For example, the User table contains physician and administrator details; 

therefore, it includes table fields of: UserId, Title, UserFirstName, UserLastName, Sex, 

DateOfBirth, Password, UserLevel, UserPosition, MaritialStatus, Address, Suburb, 

PostCode, Mobile, HomePhone, WorkPhone, and Email. UserId was created as the 

Primary Key6 to ensure that every physician and/or administrator has a unique 

identification number to avoid duplicate records (for example, one patient’s record is 

saved more than once in the same table), confusing and incorrect information (such as a 
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different person with the same name). This Primary Key was used as the Foreign Key7 to 

link/relate the other tables of doctor_patient (UserId was renamed as doctorId in this 

table), doctor_note (UserId was renamed as doctorId in this table), drag_drop_info, 

tongue_diagnosis (UserId was renamed as doctorId in this table), and treatment. This 

linkage/relationship is an essential requirement and concept in Relational Database 

Design (Coronel & Morris, 2016), which enables the actions of selecting (for example, 

search for a particular patient with key words), inserting (for instance, add new physician 

or patient into the User or Patient table), updating (such as update patient’s new mobile 

phone number) and queries that had been identified in the activity diagrams (for example, 

update and storing existing patient’s personal information in the PMS database). 

 

The tongue_diagnosis table stores the patient’s tongue image, with a test image 

incorporated in the PMS prototype. A real patient’s tongue image, however, can be 

uploaded and used in the future. Further, a portion (left tip of the tongue) of the test image 

was used to test the PMS tongue diagnosis. This portion image, as a canvas, was 

subdivided into many mini-parts to obtain accurate and exact location and symptoms of 

the patient’s disorder conditions represented on the tongue image. Each tongue diagnosis 

on the tongue image is saved into this table for records and retrievals. 

 

The drag_drop_info table stores the symbol combination of the patient’s tongue diagnosis. 

For example, a patient may have a red spot (represented by the symbol X) or all (O, |, and 

~) symptoms at the same tongue location (see Appendix 4 for description of each symbol). 

 

The medication table contains the CM herbs provided by the CMBA recommended CM 

medication list (CMBA, 2016a). This table supports the search function at the prescription 

generation stage. The comments_table stores CM physician’s diagnosis notes of each 

patient’s visit. Finally, the PMS database contains twelve tables, which are: user, patient, 

doctor_patient, patient_history, tongue_diagnosis, drag_drop_info, doctor_note, 

medication, clinic, patient_clinic, treatment, and comments_table (see Appendix 1 – ERD 

of PMS Database Tables and Relationships). 

 

4.2 PMS Diagnose, Prescription and Treatment 

 

In the PMS, diagnosis is conducted by the CM physicians, as they have the knowledge, 

expertise, and responsibility. Therefore, this process/activity should be restricted to CM 

physicians only; hence, authorisation must be implemented. Figure 3 shows that at the 

login webpage, CM physicians can login with a username and password which were 

created by the system administrator in advance and stored in the PMS database User table. 

Then they were retrieved for verification to eliminate false logins. Upon a successful 

login, the patient details can be searched. The CM physician can update the patient's 

details if necessary, view the patient's medical histories, start the diagnosis and prescribe 

treatments. All diagnosis information is then added to the PMS database tables (e.g. 

doctor_note, tongue_diagnosis, and drag_drop_info) which is hosted by the web server.  
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Figure 3: Activity diagram of the PMS physician login and diagnosis functions. 

 

The PMS system diagnosis processes/activities include write diagnosis notes, tongue 

diagnoses, and mark symptoms. The treatment webpage provides menu links for the CM 

physicians to write diagnosis notes, diagnose and mark tongue symptoms directly on the 

graphic interface on the webpage (see Appendix 4 – PMS Tongue Diagnosis). This 

information and symptoms are then saved into the PMS database tables. When 

performing tongue diagnosis, the patient’s tongue image is displayed on the screen, 

allowing the physician to mark the symptoms on the exact location on the image using 

the tool of drag-and-drop with built-in symbols (for example, X indicate red dots, O 

indicate purple dots, | indicate cracks, and ~ indicate teeth mark). This graphic and/or 

image user interaction design offers the following advantages comparing to the traditional 

writing (on paper or electronic notes) method: 1) Visual aid. A picture/image can contain 

many visual r and it can suddenly give the viewer (whoever has the authority to access the 

image) a clear, whole, focused, visual, and vivid memories of the patient’s health problem. 

2) Accurate indication. The image is a visual confirmation of the patient’s condition that 

complements the recorded notes. The problem/illness is indicated and located at the exact 

and accurate location supported with colour, texture, shape, and size. 3) Supporting 
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efficiency. This saves time for the physicians and avoids having to write lengthy 

descriptions of the patient’s illness and diagnosis. It is easier for other health workers and 

the patient to understand their health problem. 4) Provide selection of methods, tools, and 

techniques for diagnosis, hence supporting the CM Inquiring System that CM Health 

Informatics is more a Hegelian and Kantian inquiring system (Lin et al., 2015a). This 

proposal suggests that duality (tacit and explicit, Yin and Yang) and multiplicity (on 

perspectives, models and techniques, interpretations and explanations) are key 

components. 

 

In addition to the graphic/image tongue diagnosis, the PMS offers different devices and 

input methods (keyboard and/or touch screen). 

 

CM prescription and treatments commonly contain herbal medications (Kaptchuk, 2014; 

Maciocia, 2015). In the PMS herbal medicine prescription and treatments design 

(Appendix 5 – PMS CM Prescription and Treatment), experienced CM physicians who 

have mastered the medicine names can write/input the herbal medicine name (in both 

English and Chinese) in the prescription notes (stored in the comments_table) without 

assistance. Otherwise, a search of a specific CM herb name can be achieved via the search 

option with a letter or key word as the parameter to search the CM medication table. 

According to CMBA’s guideline, it is compulsory that all prescriptive CM medicine 

names are recorded in English (CMBA, 2016b), with Chinese names (either PinYin8 or 

character) being optional and to be added after the English name (CMBA, 2016a). Based 

on this, the PMS was designed primarily in English. Once the right herb is selected, then 

it can be written into the prescription notes. It is also common that many herbs are listed 

and put together as a compound in a single prescription. 

 

The medication table in the PMS database was created with guidance from CMBA’s 

recommended CM medication list (CMBA, 2016a). The PDF list file was downloaded 

from the official CMBA website, converted to a text file, and imported into the PMS 

database. 

 

The ‘Medical Treatment’ link opens the ‘Patient Treatment Notes’ screen (see Appendix 

5), where prescription and treatments can be entered directly via keyboard-entry. Both 

English (mandatory) and Chinese (optional) names can be used here. A physician can 

search for a CM herb by clicking the ‘Search Medicine details’ button. This opens the 

lower panel screen for medicine search. A list of herb names will appear after a letter is 

typed in the ‘Search’ box and the ‘Go” button clicked. An herb can be selected at the left 

side under the ‘Matched Medicine Details’ list table. The ‘Details’ link at the right side of 

the table leads to the displaying of the herb details including: English Name, Scientific 

Name, Pharmaceutical Name, Authorised PinYin Name, Simplified Chinese Characters, 

Simplified Character Keystrokes, Traditional Chinese Characters, and Chinese Species 

Name. The patient’s herbal prescription is saved once the ‘Submit’ button is clicked. 

To view a patient’s prescription history, physicians can select the ‘Treatment History’ 

link, then select the date under the ‘Medical Notes Visit Dates’.  
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4.3 Other Key PMS Modules 

 

In addition to the Diagnosis, Prescription, and Treatment models, the PMS contains the 

following extra modules. 

 New Patient Personal and Medical Information Management. In this 

implementation, a patient is encouraged to answer if they are a new patient to the 

clinic, and a new patient must provide their personal information and medical 

history to the clinic. In PMS this can be done while the patient is waiting for a 

consultation via different devices through the clinic’s web address. Some 

information is important and required by both the clinics and CMBA standards, 

therefore these fields (such as patient names, date-of-birth, and gender) must be 

filled before the webpage is processed. Here security checks are performed at the 

webpage and web server, if any required fields are not filled, the patient is asked 

to re-enter the missing fields. A new patient is also asked to provide medical 

history information, by proceeding to the next webpage (reason webpage) and 

filling in all additional required fields. The same type of security check is 

performed on required fields for medical history before all the input data are 

added/written into the PMS database. The patient and patient_history tables then 

store the new patient’s personal and medical history. 

 Updating Existing Patient Personal Information. Existing patient information is 

stored and managed by the PMS database. At the times when this information 

must be updated/changed due to various reasons (such as change of phone 

number or address), a patient can do this update via devices accessing the clinic 

web address. By giving the correct patient’s first and last names as well as the 

date-of-birth, existing patient’s information can be searched and retrieved from 

the PMS database. On the details webpage, update links to each specific patient 

information (such as update mobile phone number) can be selected, then 

new/changed information is updated into the PMS database patient table. This 

process can also be done by the clinical physician and administrator on behalf 

of the patient, so this feature provides additional efficiency and flexibility to the 

system. 

 Clinic patients and physicians online list. A link is provided to display the list of 

all patients and/or physicians in the PMS database. This function is available for 

both the clinic administrator and physician. 

 A physician can update their own personal details. The logic behind this activity 

is identical to the patient’s personal information update. However, the only 

difference is that changed information is updated to different tables. 

 Adding a patient link is available for both the administrator and/or physician. 

This is because at times, new patients may not be able to add themselves to the 

clinic system for various reasons, such as a disability and/or difficulty in reading 

and writing. This function/activity is very similar to managing a patient’s 

personal and medical history information. 

 Clinic administrators are not permitted to perform diagnosis, prescription, and 

treatments; therefore, they do not see/access these links and menu options in the 

PMS. They can, however, add a new physician/doctor into the PMS database. 
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4.4 PMS Evaluation 

 

The PMS was carefully designed to meet all the requirements after comprehensive 

analysis of the research domain, scope, and proposed theory. Using different analytical 

tools and methods, the final designs of the PMS were very thorough, clear, modular, and 

instructional. Hence, they were easier to build. Despite this, the PMS went through the 

Design Science evaluation cycle as explained below.  

 

At the design stage, the ‘Diagnose’ module took several attempts, and the conclusion was 

that it needed to be broken into further sub-segments to fully embrace all necessary 

components. This analysis resulted in the modular workflows as shown in Figure 3. 

 

It was decided that a generic tongue image would be useful for documenting tongue 

diagnosis. During development, it was realised that taking a portion of the tongue image 

as a smaller sample to work on would be much easier and quicker to implement all the 

identified functions and features. As from the system performance point of view, the 

tongue image is a canvas on the webpage, once a portion of a tongue diagnosis is working 

as desired without any problem, then the concept and technique can be extended and 

applied to all areas of a tongue. However, targeting and working on a smaller tongue 

image reduces PMS database capacity, especially tables (such as tongue_diagnosis, 

drag_drop_info). This in return promotes faster process time at the run time, reduce 

coding complexity, and downgrade system errors. As a proof-of-concept, it was decided 

to use the right tip of a tongue image for the tongue diagnosis module in the PMS prototype. 

 

Initial development was made on a local computer with the agreed development tools. 

After many tests (for each individual module and all combinations), the developed PMS 

was ready to be released to the research clinic participants and other researchers for further 

testing. This meant that the PMS had to be hosted on a remote web server where all 

participants could gain access. For this reason, a webhost service was purchased. 

Following the same format, all PMS files, modules, and structure were recreated and 

transferred to the new web server (http://catherinehanlin.net/pms/index.php). During this 

process, various configuration problems and incompatibilities occurred. For example, 

database location, connections, and queries were modified with the new web server 

details and rules. After a number of further testing and development, all problems were 

rectified, and the prototype were tested again. Furthermore, the researcher created a 

unique account with user names and password for each participant. Operation instructions 

and a user menu were sent to all the participants. 

 

After several weeks of participant testing, feedback was received and gathered. Most of 

the comments and suggestions were very positive. For example, all participants agreed 

that the design of using real- time, flexible multi-device on entering patient’s personal and 

medical history was very good, as it saved clinic physicians and/or administrators time. 

The built-in security control (with user login requirements) on PMS was well designed 

and developed. All participants liked the graphic tongue diagnose module and suggested 

that it can be used as an excellent resource in teaching trainee CM practitioners. 

http://catherinehanlin.net/pms/index.php
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The participants suggested that testing was hampered by just following the written 

instructions. On that basis, three YouTube videos for assistance to new users were 

developed: 

1. New patient module (to enter a new patient personal and medical history on 

PMS): https://www.youtube.com/watch?v=kbzwGOQx3uA 

2. Existing patient checking and updating personal information (this can be done 

by the patient themselves after user name and date-of-birth verification and 

confirmation): https://www.youtube.com/watch?v=tdWrZ8awq8I. 

These two modules above can be operated via any devices - mobile, tablet, 

laptop, and desktop. 

3. The tongue diagnosis module: 

https://www.youtube.com/watch?v=4GTDDA0JfmM 

 

5 Conclusions and Future Development 

 

This paper has presented the rational for embracing a CM inquiring system grounded in 

the incorporation of Hegelian and Kantian as well as support from Singerian, Lockean 

and Leibnizian perspectives. To illustrate, the presented PMS prototype was designed 

drawing from a Design Science methodology. The PMS prototype is an endeavour created 

by following the proposed CM Inquiring System theory which extends Churchman’s 

Inquiring System concept to the CM clinical system domain. The PMS was built to 

incorporate and accommodate multiple methods, tools, technologies, viewpoints and 

interpretations, knowledge and language duality, and contributions to the research 

domain. As an initial step, the PMS has its limitations and can be further developed as 

suggested below. 

 The limitation of typical Australian CM case clinics can be extended by studying 

more case clinics nationally and internationally to accommodate new 

requirements and updates. 

 This research is limited to the development of a patient management solution, 

with other areas such as Acupuncture Information Management, Finance 

management, Material/medicine Order and Management to be considered in 

future iterations. 

 The PMS can be further refined with a more sophisticated visual/graphical 

interface, and security configurations which are tailored to individual healthcare 

institutes. 

 

This research has many contributions to theory with the development of the inquiring 

system and practice with the potential of the PMS to digitally transform practice patterns 

and workflows in the context of Chinese medicine clinics. Future developments will 

include more specific tailoring of the solution to particular clinics’ needs as well as 

expanding the functionality of the various aspects within the solution. In closing, we note 

that the paper highlights an opportunity for digital transformation in what has been 

historically a very traditional domain grounded in ancient practices. 

 

 

https://www.youtube.com/watch?v=kbzwGOQx3uA
https://www.youtube.com/watch?v=tdWrZ8awq8IT
https://www.youtube.com/watch?v=4GTDDA0JfmM
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Appendix 1: Entity Relational Diagram of PMS Database Tables and Relationships 
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Appendix 2: PMS Website Map 

 

At the first (index) webpage, an existing patient can view and update his/her personal 

details with correct first and last Names and date-of-birth. If the patient is new, these 

personal details as well as the patient’s medical history are collected via the register and 

‘reason’ pages. Physicians and clinic administrators must provide a valid login to enter 

the PMS system to access functions/features that are have restricted access. An 

administrator can add a new physician into the PMS database as well as deleting a 

physician who no longer works at the clinic, these two functions are restricted to 

administrators who have the correct login details. Like physicians, the administrators can 

also search a patient and/or physician, see the list of patients and/or physicians, view and 

update their details. An administrator cannot perform diagnosis, prescription, and 

treatment. These core PMS functions belong to physicians only, where tongue diagnosis 

with graphical image of patient’s tongue is analysed and examined. Diagnosis note and 

prescription details are recorded into the PMS database tables.  
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Appendix 3: Symbols Used in the Activity Diagrams 
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Appendix 4: PMS Tongue Diagnosis. 

 

Tongue observation is an important part of CM diagnosis. CM physicians often indicate 

the colours of the tongue body and tongue coating, for example, tongue body: red, pale, 

purple; tongue coating: thin or thick, dry or moisture, or simply no coating. Hence, the 

PMS provides the option of entering tongue diagnosis note, where these notes can then 

be reviewed through the ‘Tongue History’ link (circled in red below). To be consistent, a 

list of symbols was used to signify different conditions. It is important to point out that 

these conditions can appear at multiple tongue areas (e.g. left, right, centre), so that one 

symbol can be used (drag and place) multiple times. 
 

Symbol Significance 

x Indicate red dots on the tongue 

o Indicate purple dots on the tongue 

| Indicate the cracks on the tongue 

~~ Indicate teeth marks at the sides of the tongue 
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Appendix 5: PMS Prescription and Treatment 

 

To view patient’s prescription history, select the ‘Treatment History’ link (circled in red), 

select the date under the ‘Medical Notes Visit Dates’ (circled in red).  
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Abstract Within groups that are starting a healthy lifestyle intervention 

together, there is potential for social e-support, as an addition to individual 

coaching. However, the support technology should be low-tech, low-

threshold and preferably already omnipresent. A WhatsApp group was 

chosen as support tool, given the large variety of groups normally coached: 

from elderly, IT-phobic diabetics to highly educated young professionals. 

In this explorative pilot study, 11 young professionals volunteered. Despite 

their time-constrained schedules, 81 user inputs were generated in the first 

weeks, and the users valued the WhatsApp group as an attractive social 

support addition to the existing eTools and personal coaching which have 

a more functional focus on individual progress. Based on preliminary 

results: a) the WhatsApp group generated higher participation than most 

other social media, b) deploying social media use motives, c) possibly due 

to the relatively high ‘presence’ and ‘engagement’ attributes of WhatsApp, 

and d) contributing to healthy behaviours and health advocacy.  
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1 Introduction 

 

In academic thinking, like the HAPA (Health Action Process Approach) model 

(Schwarzer 2008, Lippke 2009, Wiedeman 2011) and i-change model (De Vries 1998), 

as well as in the design of eHealth solutions (Simons 2010), the initial focus often tended 

to be largely aimed at the functional level. For example, three health behaviour 

improvement phases that are often mentioned in this line of thinking are: firstly raising 

health awareness, secondly developing intentions and making plans, plus thirdly 

implementing health behaviours (including coping, experimenting, improving, 

sustaining). Thus, health behaviour improvement appear to revolve around setting goals 

and achieving them. 

 

However, in working with type 2 Diabetes Mellitus (DM2) patient groups over the past 

years, we observed multiple user needs and behaviours regarding affective social group 

support. For example, in the short term of making the first twelve weeks of healthy 

lifestyle improvements, patients saw each other three times per week for physical training, 

but they also used that time for sharing experiences, exchanging ideas, showing how well 

they were doing (or not), celebrating successes and making fun of each other (Simons 

2016). And in the longer run (50 weeks), even though the collective training was over, 

the group spontaneously organized to continue seeing each other once every month 

(Simons 2017). This triggered us to think how we could provide a more continuous, 

omnipresent support on the emotional- and group level?  

 

However, regarding technology use, several patient groups tend to be relatively ICT-

illiterate and/or even have an ICT-aversion. Still, smartphones are ubiquitous now in the 

Netherlands, as are messaging and the sharing of photos and videos. Thus, a WhatsApp 

group was chosen as support tool for an explorative pilot study, being low-tech, low-

threshold and omnipresent. In order to test robustness across user groups, this study 

focusses on preliminary results from a healthy lifestyle group of young professionals. 

 

The WhatsApp group is offered as a voluntary addition to an existing eSupported Health 

Coach Program, comprising of a personal coach plus multiple eHealth tools described 

elsewhere (Simons 2010b, 2014, 2016). The pre-existing eSupport has a rather functional 

focus: aimed at diagnosis (health behaviours, levels of physical and mental health), health 

awareness and -literacy, experimenting with new health behaviours, plus fitting them to 

personal preferences and agendas. Also, the focus is largely on the individual and his/her 

family. The question in this explorative pilot study is whether the WhatsApp group offers 

emotional- and group level  support.  

 

A special challenge is the degree of participation; in other social media over 90% of users 

only consume, but do not participate in the sense of providing responses or inputs 

(Nonnecke 1999). 
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Research Question: 

- Does the WhatsApp group have added value by harnessing social motivators (like 

connecting with each other, sharing experiences or showing your best) and affective 

motivators (like pride, having fun, encouragement or compliments)? 

 

2 Theory  

 

As explained in the introduction, we focus on in this paper on the social and affective 

support that the WhatsApp group may add to the functional health support existing in the 

eSupported health program. While using a persuasive technology approach (Fogg 2002, 

2009, Hamari 2014) to stimulate healthy behaviours, there were three types of service 

design goals present in this pilot study, which we describe below, see also Table 1.  

 

First, the overall purpose of the eSupported health program is promoting long term (> 12 

months) healthy patterns. Thus the focus in not on short term dieting or exercise activities, 

but on developing a health identity (including health perceptions and habits) which 

supports long term health behaviours (see also Simons 2015 for a more detailed 

explanation of the health competencies that almost ‘automatically’ contribute to long term 

health). One of those long term fundaments is developing a positive health identity 

(including self-norms, health literacy and -beliefs). One type of digital behaviour that can 

often be seen in social media like in Strava or Runkeeper Apps (Simons 2013, 2014), as 

well as Facebook, WhatsApp or YouTube (Khan 2017) is ‘Showing my best’ and 

encouraging/supporting each other in that behaviour. In social media the underlying 

motive for posting contributions is often called ‘Self-Status Seeking’ (Park 2009 , Khan 

2017), but it is also similar to health-related feeling good about yourself (Fuhrman 2005), 

becoming a better person (Paffenbarger 1996) and developing friendship and pride (Reiss 

2004). The next type of health identity behaviour has to do with ‘becoming your own 

version of a health person’. In the first experimentation weeks of the program, it is 

important to explore which health behaviours fit your personal preferences, as well as 

your social- and agenda-contexts (Simons 2017b). In this ‘learning to understand how 

health behaviours work for me’ phase, see Table 1, it helps to exchange ideas and share 

examples with others. 

 

Second, the WhatsApp group pilot had the service design goal of fostering peer coaching 

via advocacy for three domains of health behaviours: healthy diet, physical activity and 

mental energy, see Table 1. These are also the health domains the focus of the eSupported 

health program. A mechanism making this peer coaching goal especially interesting for 

us, is something we observed in previous groups (Simons 2016, 2017) as well as in ‘super-

survivor’ roles in resilience literature (Southwick 2012). In this resilience literature, three 

levels of competence are distinguished, with thus two possibilities to step up. First, people 

can move from low levels of [health] competence and self-efficacy (on occasion ‘falling 

victim’ to the effects of ineffective behaviours and coping styles) to the middle level of 

‘survivor’ where competence and coping levels are quite adequate. But the most 

interesting step is when previous ‘victims’ become ‘super-survivors’ (Southwick 2012), 

teaching others how to grow. In this process they use their own victim pitfalls/experiences 
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as assets to better understand, empathize and coach others. When certain people in a 

health group become ‘super-survivors’ this is a win-win: it further stimulates their own 

health identity and it provides additional support and inspiration for the other groups 

members. Conceptually, super-survivors can be seen as a strong form of advocates, role 

models, or peer coaches (Prochaska 1997, Southwick 2013, Thom 2013). 

 
Table 1: Service Design Goals of WhatsApp Group, Added to eSupported Health Program 

 

1. Health Identity/Literacy  
2. Peer 
Coaching/Advocacy 

3. Social Support Motives 

A. Showing my best and 
celebrating progress. 

B. Learning to understand 
how health behaviours 
work for me. 

A. Healthy diet. 

B. Physical activity. 

C. Mental energy. 

A. Asking/giving practical 
support. 

B. Asking/giving affective 
support. 

C. Fun and humour. 

 

The third design goal of the pilot is to support social interaction motives and use them to 

stimulate a healthy lifestyle. When looking at the user motives from the Uses and 

Gratifications Theory (UGT) of social media research (McQuail 2010, Khan 2017), the 

‘Self-Status Seeking’ motive was already addressed with motive 1A, showing my best. 

Next, there are two rather functional UGT motives: ‘giving information’ and ‘seeking 

information.’ In the context of a health intervention, this generally means asking and 

giving practical information, see motive 3A in Table 1. Next, there is the ‘social 

interaction’ motive, in this context of health support, taking the form of asking and giving 

affective support and feedback, see motive 3B. Finally, there is the ‘entertainment’ 

motive, see 3C ‘Fun and humour’ inputs listed in Table 1.  

In the next section we explain how we use the design research approach in this pilot study. 

 

3 Methods, Study Design, Intervention 

 

In this section we discuss our design research approach and explorative pilot study. 

Regarding our design research approach, we follow the design cycle of Vaishnavi & 

Kuechler (2004): from problem awareness and solution suggestion to development, 

evaluation and conclusion.  

 

At the end of January 2018, a group of 15 employees from academia started with an 

eSupported healthy lifestyle program. On their start day, 11 of them volunteered to 

participate in the WhatsApp group support pilot, after reading the pilot study information 

and signing consent forms. They were a highly international group of scientists (China, 

Italy, Latin America, Netherlands, South-Africa, Ukraine, Greece, Iran, India) from 

different disciplines at the Delft University of Technology: Postdocs, tenure trackers, 

assistant professors and the majority were PhD candidates. A first important characteristic 

of this group is that they are very time-constrained. They experience a high work load (as 

confirmed with intake surveys) and only want to spend time on (health- or other) activities 

if they are deemed useful for their performance as professionals. Secondly, the majority 
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of them are young professionals, in their first or second job, and relatively unexperienced 

in managing work-life balance or ensuring healthy choices. It is not uncommon in this 

group to observe unhealthy belief/behaviour patterns like: ‘I am not productive enough -

> I will skip my breaks -> I lack energy -> I need more sugar.’ Or sacrificing sleep, or 

exercise, or socializing, for the sake of working longer hours. Or other unhealthy 

‘corporate athlete’ (Loehr 2001) patterns. Thirdly, 80% of participants had a Mental 

Health score (RAND-SF8, Ware 1998) below the overall Dutch average (for all age 

groups combined), even though their average age was below 35 years old. Thus a 20% 

Mental Health score below average would have been more appropriate instead of 80%. 

During the pilot of nine weeks, all WhatsApp user inputs are anonymized, counted and 

clustered based on their contributions to the design goals. Two of the authors conducted 

the clustering independently and then discussed results in order to reach unanimous 

scores. Besides the user inputs analysis, subjective user evaluations are collected. We 

asked them to evaluate WhatsApp group contributions to the design goals (5-point Likert 

scale, plus explanations, extracted during telephone interviews). This paper reports on the 

preliminary results in February, based on the first two weeks of the pilot.  

 

Our research method follows three steps: a) As ‘awareness’ and ‘suggestion’ steps: 

Formulate possible social and affective WhatsApp user contribution motives that suit the 

design goals of the WhatsApp pilot (this step follows solution suggestions in the 

abduction step of Vaishnavi and Kuechler; this study does not test the underlying 

assumptions, but takes them as a stepping stone: section 2). b) As ‘development’ and 

‘evaluation’ steps: Adding the WhatsApp group support pilot to existing eSupported 

health program, plus evaluation: quantitatively based on numbers of user inputs per 

design goal, plus qualitatively, based on user feedback (deduction step of Vaishnavi and 

Kuechler: section 4). c) As ‘conclusion’ step several design lessons are drawn, for practice 

as well as theory, see section 5. 
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Figure 1: Design Cycle Knowledge via Design Iterations and Evaluations (Vaishnavi 2004) 

 

The WhatsApp group is an add-on to an existing eSupported health program 

 

The WhatsApp group support pilot is an add-on to an existing eSupported health program, 

which combines coach sessions with electronic dashboarding and self-management, plus 

electronic health tips and a digital health quiz game. Key functionalities are (Simons 

2010, 2014, 2015):  

 A personal online health dashboard with graphs of progress towards adherence 

targets on the various health behaviours; 

 Automated feedback on lifestyle aspects where positive scores have been 

achieved (nutrition, physical activity, stress management or an overall score); 

 (Tele)coaching by a health coach, generating online coach reports on progress 

towards adherence targets in the personal dashboard; 

 Options to ask questions to the coach: via messaging within the dashboard or via 

email; 

 Online schedule indicating upcoming events: group sessions, individual coach 

sessions (when and where), physical measurements, surveys; 

 A micro-learning Health Quiz accessible via smartphone, mail and/or web; 

 Reading materials in the mail; 
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 Weekly tips via email on health, motivation and self-management; 

 Besides individual coaching, group sessions are also used in order to stimulate 

group support, mutual inspiration and encouragement, plus peer education. 

 

4 Results 

 

In this section we discuss the preliminary results of the first two weeks of the pilot in Feb 

2018. Besides the WhatsApp group activity, participant activities in the rest of the 

eSupported health program were: a full day workshop at the start, intake interview and 

questionnaire, using the Health Quiz and other eTools, and an individual health coach 

session in the first week after the start workshop. These participant activities were 

conducted alongside their busy jobs. 

 

 
Figure 2: WhatsApp user & coach inputs in weeks 1 and 2, on the service design goals. 

 

With this group of n=11 participants, 81 inputs in total were collected in the first two 

weeks, of which 15 coach inputs (who were part of the WhatsApp group to help the group 

along) and 66 participant inputs, see Figure 2. Some inputs qualified for more than one 

goal, hence the sum of scores are higher. The first cluster, ‘Showing my best and 

celebrating’, of the first design goal (fostering health identity and literacy) received 

relatively many (n=23) inputs. Regarding the second design goal (peer coaching and 

advocacy), the first two clusters (‘Healthy diet’ and ‘Physical activity’) received n=19 

and n=16 inputs respectively, whereas ‘Mental energy’ received none, which is a paradox 

in comparison with their mental energy challenges (see section 3) and which we address 
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in the discussion section. The third design goal of social support received respectively: 

n=21 practical support inputs, n=27 affective support inputs, plus n=5 fun inputs. This 

suggests a tentative ‘yes’ on the social and affective support goals of the research 

question.  

 

Figure 3 displays the distribution of inputs across participants. As often with social media 

inputs, the distribution is highly skewed (Nonnecke 1999) with one participant generating 

n=29 inputs and three participants inputting less than two. These three participants were 

the only Chinese participants in the group, see also the Discussion section. 

 

 
Figure 3: WhatsApp input distribution across participants. 

 

The final study results stem from the user evaluations, see also Table 2. The first design 

goal of developing a health identity is least recognized: in their opinion this is already 

covered (possibly due to the start workshop and eSupported coaching, which has that 

focus at its core?) The second goal of developing peer coaching by having participants 

share their examples, is recognized to some extent. However, question 4 on happiness 

with the degree of peer support received, illustrates the uneven roles and inputs: the two 

most-contributing participants are the ones least satisfied with the degree of peer support 

they received. The third design goal regarding advice and encouragement from the group, 

was highly recognized. As well as the overall added value of the WhatsApp group on top 

of the other eSupport tools, see evaluation question 5. On the one hand WhatsApp as a 

medium is ignored less than mails, Apps or Internet dashboard. And on the other hand, 

the WhatsApp group support gives more continuous encouragement, plus visual 

inspiration. It is perceived as more open and less hierarchical. 
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Table 2: User evaluations (5-pnt Likert: strongly disagree (1) - strongly agree (5). >4 = Bold) 

 

User evaluation questions, plus explanations (n=7) 

Average 

(3 = 

neutral) 

1. ‘Helped me develop my health identity?’ 

- Two disagree, because already developing health identity. 

- Three agree, because of continuous reminders it provides. 

3.3 

2. ‘Helped me by sharing our examples?’ 

- Mostly agree, due to inspiration from the diversity of inputs. The photos 

help. 

3.9 

3. ‘Helped me with group advice plus encouragements?’ 

- (Strongly) agree, due to constant reminders, awareness, 

encouragements. 

4.4 

4. ‘I am glad with the peer support?’ 

- Two disagree, the two advocates giving most inputs: ‘more giving than 

getting’. 

- Others agree. 

3.7 

5. ‘The WhatsApp group adds value?’ 

- Agree: ‘Really different from the eSupported coaching: it gives more 

continuous encouragement, plus visual inspiration. More open, less 

hierarchical.’ 

- ‘WhatsApp is ignored less than mails, Apps or Internet dashboard.’ 

- ‘Potential could be used more: with more start day group interactions 

and some more coach contributions in the WhatsApp.’ 

4.7 

 

5 Discussion; Implications for Practice and Theory 

 

Firstly, it is nice to conclude that this WhatsApp group pilot generated higher degrees of 

participation than many other social media settings (often more large-scale and ‘feeling’ 

more anonymous like on Youtube) with their 90% passive viewers (Nonnecke 1999, Sun 

2014, Khan 2017). This is possibly due to the relatively high ‘presence’ and ‘engagement’ 

attributes of WhatsApp, as reported back by our participants. The three Chinese 

participants did not contribute much, as also explained regarding Figure 3. We learned 

that WhatsApp is not available in China, thus it is not a usual (much less an omnipresent) 

communication channel for them, even when living abroad. 

 

Secondly, combining the quantitative and subjective results from the previous section, we 

tentatively summarize in Table 3 the WhatsApp group contributions to the three service 

design goals of the pilot. And given our research question regarding possible affective 

contributions (in addition to the more utilitarian eSupported coaching), we made this 

distinction explicit in columns 2 and 3. 
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For the first design goal of promoting health identity and literacy we found an interesting 

paradox: even though 1A, ‘Showing my best and celebrating’, received n=23 inputs, our 

pilot participants did not perceive clear contributions to developing their health identity. 

Given their own explanations (see previous section), we conclude that the perceived 

added value on top of the eSupported coaching was limited for this goal. Maybe the 

‘showing my best’ inputs do hardly contribute to developing a health identity? Plus, we 

cannot conclude at this point what the subconscious effects are of the positive behaviour 

reinforcements from these n=23 ‘celebrations’? Hence the ‘Yes?’ for 1A in column 2: it 

is an affective form of group support, but maybe hardly contributing for its service design 

goal. 

 

For the second service design goal of supporting peer coaching and advocacy, we found 

that most remarks on healthy diet (2A) and physical activity (2B) had a practical/utility 

focus. Still some of the inputs were more affective encouragements, hence the ‘(Some)’ 

in column 2. Unfortunately, regarding 2A and 2B, there is uneven reciprocity: the two 

most-contributing participants are the ones least satisfied with the degree of peer support 

they received: they gave more than they got. The other group members were more 

satisfied with the peer coaching they received. Finally, no mental energy (2C) inputs were 

shared. This is likely due to at least two reasons: firstly, diet and exercise are ‘safer’ 

topics. And secondly, mental energy becomes a more prominent topic in the second 

month, so the results from those weeks will be interesting to see.  

With regard to the third design goal of social support and interactions, both the practical 

and the affect support examples were amply present, as well as a few examples of 

humorous inputs. This coincides well with the user evaluations of the attractiveness and 

added value of the WhatsApp group support.  

 

Table 3: Summary of WhatsApp group support for Service Design Goals (author 

opinions) 

 

Service Design Goals  Support, Affective? Support, Utilitarian? 

1. Health Identity/Literacy    

A. Showing my best and celebrating progress. Yes?  

B. Learning to understand how health 
behaviours work for me. 

 No 

2. Peer Coaching/Advocacy   

A. Healthy diet. (Some) Yes 

B. Physical activity. (Some) Yes 

C. Mental energy.  No 

3. Social Support Motives   

A. Asking/giving practical support.  Yes 

B. Asking/giving affective support. Yes  

C. Fun and humour. Yes, some  
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Limitations of this study are the small scale (n=11), plus the preliminary nature of the 

results (week 1 and 2). Usage and contribution patterns can be expected to evolve in the 

weeks to follow, which we will be keep to analyse in the near future. Given the small 

scale, we are also not able to correct for cultural differences in the group. Also, theory 

testing is out of the scope of this explorative study. Finally, the added value that 

participants perceive, is an added value relative to the existing eSupported health 

coaching, which makes users’ added value perceptions harder to objectify. 

 

A main lesson for practice may be that a WhatsApp group is a low-cost, low-tech, low-

threshold way for peer group support, on top of more functional forms of care or coaching. 

Still, even though the number of coach inputs are modest, it is vital that an expert coach 

is present in the group, to a) ensure the quality of advice and discussions, b) catalyze 

group interactions, c) ask certain users for help as health advocates in the group, based on 

their affinity, and d) ensure that help is always given to participants when they need it. 

 

A lesson for theory might be that the motives we observed for participation were similar 

to the motives from the Uses and Gratifications framework of social media research 

(McQuail 2010, Khan 2017), but that the relatively high ‘presence’ and ‘engagement’ 

attributes of WhatsApp, plus the fact that a relatively small scale group setting is used, 

creates higher degrees of participation and contribution than seen in most social media 

settings. In terms of the three drivers from persuasive technology (Fogg 2009): firstly, the 

WhatsApp group provides regular triggers that participants are unlikely to ignore. 

Secondly, in terms of simplicity: it is very easy to contribute. Sometimes it is even more 

difficult not to respond (being socially deviant) than to respond, given the social 

reciprocity in the group. And thirdly, regarding motivators: most uses and gratifications 

from social media are present (social interaction, giving information, seeking 

information, self-status seeking and entertainment), as well as affective encouragements 

and receiving practical suggestions even when not explicitly asking for or seeking 

information. 

Finally, regarding the ‘super-survivor’ or advocate roles, preliminary results are 

promising, but more research is needed. 
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1 Introduction 

 

Along with other chronic diseases, cancer has become one of the leading causes of death 

("Cancer in Australia," 2017; Torre, Siegel, Ward, & Jemal, 2016; Yach, Hawkes, Gould, 

& Hofman, 2004). By the age of 85, one in two Australians will be diagnosed with cancer 

and 1 in 5 will die from cancer ("Twitter graphic cancer in Aust 2017,"). Males (around 

54%) are more likely to suffer from cancer than females (around 46%). 1 in 3 males 

whereas 1 in 4 females will be identified with cancer by the age of 75 ("Cancer in 

Australia 2017," 2017). As shown in Table 1, it was estimated that in 2017 around 

134,174 people will be identified as cancer sufferers and that the number of cancer cases 

is expected to rise further to 150,000 till 2020. Cancer related treatments and medicines 

are extremely expensive; in Australia, the health care system bears most of the burden 

which is more than $4.5 billion (6.9%) ("Cancer in Australia," 2017). Typical, treatment 

protocols of cancer patients involve surgery, radiation therapies and chemotherapy 

(Crawford, 2013). These procedures involve critical control over surgery, the amount of 

radiation and cytotoxic doses for chemotherapy (Wickramasinghe, Haddad, Vaughan, 

Han-Lin, & Moghimi, 2015). 

 
Table 1: Estimated incidence of all cancers combined, by sex, 2017 ("Cancer in Australia 

2017," 2017) 

 Males Females Persons 

Number of cases 72,169 62,005 134,174 

Age-standardised rate 525.9 422.9 469.6 

Per cent of all cancer 

cases 

53.8 46.2 100.0 

Risk to age 75 1 in 3 1 in 4 1 in 3 

Risk to age 85 1 in 2 1 in 2 1 in 2 

 

In general, people living in Australia have a better chance of survival than people living 

in other parts of the world ("Cancer in Australia 2017," 2017; "Cancer in Australia in 

breif 2017," 2018; "Twitter graphic cancer in Aust 2017,"). This is attributed to better 

awareness and improved clinical care (Crawford, 2013). The overall reduction in cancer 

incidences, in Australia is primarily due to decreased number of cases in prostate cancer 

in men ("Prostate cancer in Australia," 2013). This decline in cancer trends could be 

associated to increased awareness and prostate specific antigen (PSA) testing in males 

("Cancer in Australia in breif 2017," 2018). 

 

2 Need for OIS (oncology information system) 

 

Owing to new advancements in diagnostic and treatment therapies, today we are in a 

better position to identify early and understand more fully diseases and their management, 

resulting in longer and healthier life outcomes ("Cancer in Australia 2017," 2017). This 
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era of knowledge and easy access to information through the Internet, print and electronic  

media has made us more demanding of every aspect of health and wellbeing (Duckett & 

Willcox, 2015). It is a well-established fact that improved health literacy leads to better 

health outcomes (Nutbeam, 2008). Overall, it has put an enormous burden over global 

healthcare systems due to an ageing population (Prince et al., 2015; Yach et al., 2004). In 

such a challenging situation, even a small error in treatment, documentation or missing a 

scheduled appointment can be fatal and can cost a huge amount to the healthcare system 

(Berwick, 2003).  To cope with these errors and get up to date information about patient 

history, medication and treatments, electronic health records and data systems have been 

introduced in many advanced countries (Sulaiman & Wickramasinghe, 2014; 

Wickramasinghe & Schaffer, 2010). These electronic healthcare records (EHR) can help 

in managing a single record instead of multiple records for same patient, and thus also 

reducing multiple testing/treatment or medication (Duncan et al., 2010; Hillestad et al., 

2005).  

 

Especially, when it comes to treating of cancer patients, the need to avoid every possible 

error becomes even more crucial due to the toxicity and cost of drugs and radiation 

therapies (Evans, Ashbury, Hogue, Smith, & Pun, 2014; Fasola et al., 2008). Therefore, 

the need to synchronize all treatments, provide instant access to updated records and 

information on the latest state of tumour/disease and informed decision making through 

a cancer registry becomes very crucial (Duncan et al., 2010). No two cancer patients are 

the same, even though there might be two persons having similar conditions and 

symptoms of cancer, their treatment plan and recovery will vary depending upon a variety 

of different factors (Štambuk, Šundov, Kuret, Beljan, & Anđelinović, 2010; 

"Understanding Cancer," 2018). Therefore, their treatment needs to be very personal and 

entirely customised to help them recover better and faster ("No two breast cancer patients 

are the same and treatment should be tailored ", 2018). Thus, arising a necessity for 

incorporating a variety of treatment plans and multidisciplinary departments within or 

across the hospitals into one single system (Crawford, 2013; Herre & Heller, 2004).  

 

The utilization of an oncology information system (OIS) helps in integration of radiation 

oncology, particle therapy and medical oncology patient data into a single database with 

multi-user and multiple site access (Janssen et al., 2017). The OIS seamlessly connects to 

any linear accelerator and treatment planning system. It also helps in the evaluation and 

comparison of patients under treatment to existing data in cancer registries, using artificial 

intelligence (A.I.) to speed up process and minimize errors. Development of disease 

specific clinical protocols are made easy by OIS and it helps in generating standard and 

consistent care (Krayenbuehl, Norton, Studer, & Guckenberger, 2015). By utilizing OIS, 

clinicians can monitor the amount of dose and review treatment images in one single 

system to determine if they need to change the dosing plan (Cheng, Wu, Liu, & Kwong, 

2011). 
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3 Methodology 

 

The objective of this exploratory qualitative study was to assess the critical aspects of 

leading OIS when implemented into the Australian healthcare context. To do this, we 

adopted a mixed methodology; first we compared 3 leading solutions that were developed 

either in US or Europe. Comparisons were made by performing a hermeneutic analysis 

on all publically available data. In addition, site visits (public and private healthcare 

sector) took place. We then conducted focus group discussion respectively with patients 

and clinicians (in both the public and private sectors) to further ascertain their 

perspectives of features they would like in such systems and how these might be 

beneficial. The initial findings are presented below. 

 

3.1 Comparison and discussion of different OIS: 

 

Three different leading international oncology information systems were analysed. 

Specifically, their main features as relevant and beneficial in the Australian health care 

system for cancer care were examined. The summary of the comparison is presented in 

Table 2. After completing the comparison for these systems, a focus group discussion 

with oncology clinicians & patients was conducted to further gain important insights.  

 

From Clinician and healthcare provider’s point of view it was noted that most of the 

providers (public hospitals and private) have had different systems of patient data 

recording and maintaining. This makes it challenging for clinicians who must work with 

multiple systems. Different hospitals are now collaborating, or amalgamating to become 

a big single healthcare provider through acquisitions. This then means that they need to 

integrate their previously separate systems within and across the different sites. This is 

challenging however, due to the differences of existing infrastructure and their versions; 

hence, more often than not poor integration, disrupted work flow and different user 

interfaces result. After discussions with oncology clinicians and managers at different 

healthcare organisations, critical factors were identified to improve the overall 

performance of OIS including:  

 Adherence to agreed international and Australian standards 

 Interoperability and leverage of existing assets and capabilities 

 Need to fit Australian/Victorian healthcare system e.g., VMOs (visiting medical 

officers) 

 Inclusion of billing and concession through PBS and MBS systems  

 Need for real time data exploring, updating and communication of change in 

plan 

 Special attention to encryption, privacy and cyber security issues 

 Need for auto triggering and notification of change in plan for medication or 

radiation  

 Need to distribute and calculate share for specialists and nurses 

 Licensing issues within and among different health care providers 

 Transferring and accessing data within and from different sites  
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 Access for organizations not having OIS e.g., Medicare or other agencies 

 Consistency around treatments protocols, timelines and costing forecasting  

 Web based with login access from anywhere  

 Value for money, the selected digital technology must be cost effective and 

productive 

 OIS must be capable for keeping track of safety and quality control in 

medication, treatment, scheduling of appointments. 

 

From patient, family members and care provider’s points of view, it was found that the 

person who suffers the most is the cancer patient and family members. The patient and 

family members’ needs and desires tend to be the most ignored during the treatment and 

recovery phases and hence the patient experience is less than satisfactory. For many 

clinicians, nurses and healthcare providers the patient is just another subject and one more 

case study for different treatments. The patients were desirous of more empowerment and 

access to information and data through psychological surveys, awareness / training, visual 

treatment, booking/cancelling/ rescheduling their appointments. Further, having the 

capacity to participate in patient reported outcomes and self-reporting pain and progress 

of recovery on a daily and hourly basis was key for them to improve their patient 

experience. Many patients also wanted the ability to log their medication e.g., missing 

and on-time or ordering for repeats. To summarise, the key factors from Australian patient 

point of view: 

 Pain grading and registering  

 User friendly interface and ease of interpretation 

 Psychological, emotional and social support or stories  

 Up to date knowledge on new treatments and ongoing research 

 Training and visual experiences for treatments and therapies 

 Automatic concession and payments through PBS and MBS 

 Keeping privacy and confidentiality of patients, the data should be available 

anonymously for research and matching with similar case studies, their 

implications, complications and recoveries.  
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Table 3: Comparison of different leading international oncology inforamtion systems (OIS) 

in Australian context  

 

 System A System B System C 

Multiple 

therapies 

(medical &  

radiation 

oncology) 

• Yes • Yes • Yes 

Billing 

 

• Billing & cancer registry  

• Missed-procedure billing 

advisories 

• Export billed items to HL7-

compliant billing software 

• Billing and 

other third-party 

systems  

• Claims and 

billing data 

from 

financial 

systems 

Image 

management 

• Comprehensive review of 

clinical images 

• Optimized image-guided 

treatment techniques  

• Review images remotely and 

send set-up instructions to the 

treatment machine 

• Review dosimetric images for 

IMRT pre-treatment quality 

assurance 

• Compare images using 

automatic, manual or fiducial 

marker-matching algorithms 

• Attach images, files or patient 

photographs to documents 

• Sophisticated 

image 

visualization & 

distribution 

• 3D viewers: 

RTP, XVI, & 

iView GT™ 

integration, 

adding and 

synchronizing 

tools, 2D image 

registration, 

volume image 

viewing 

• External image 

registration 

• Stereoscopic & 

volume  image 

registration 

• Setup details, 

immobilization 

devices and 

reference 

images entered 

into treatment 

chart 

• Present 

complex, 

personalized 

analytics on 

individual 

patients 

based on 

clinical, 

molecular, 

and other 

relevant data 

in a clinically 

actionable 

format 

Clinician led and 

patient-centric  

• Appointment scheduling, review 

images remotely, customisable data 

collection forms and questionnaires 

• Electronic patient 

management allows 

users to achieve a 

paperless, filmless 

working 

environment; 

treatment setup 

Configure CARE 

reports to contain 

personalized 

analytic content 

and historical 

patient content 

formatted to your 
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workflow 

management 

institution’s & 

clinician’s specific 

needs 

Information and 

analytics  
Pain scoring to identify trends Trend analysis 

Integration, 

aggregation & 

personalized 

analytics on highly 

complex, 

disparate, multi-

institutional data 

sources 

Adherence to 

agreed standards 

and 

interoperability 

& leveraging 

existing assets 

and capabilities  

• Automates patient-data transfer 

with external hospital systems using 

standard communication protocols 

• Seamless 

connectivity to 

virtually any linear 

accelerator &  

treatment planning 

system from any 

vendor, providing 

unmatched 

integration, freedom 

and flexibility 

IT team, data and 

network security 

resulting in very 

fast time-to-value. 

PBS / MBS - - - 

Robust privacy, 

security and data 

protection 

• Built-in EDI (electronic data 

interchange) for 

secure online claim submissions 

• High Availability and Rapid 

Recovery Protection (HARRP) 

continuous data protection and 

ensures minimal data loss and 

immediate recovery 

• Eliminate error-prone 

work through tight 

integration that 

enables the seamless 

transition of data 

between tools 

- 

Safety and 

Quality 

Facilitates compliance with the 

Work Health and Safety (WHS) 

Act   

• Manual, barcode and 

biometric patient 

identification and 

verification options 

provide multilevel 

safety checkpoints 

Quality and safety 

reporting. 

Comparison of 

cost, 

complications, 

toxicity and 

practice 

- - 

System C gives 

comparison of 

cost, 

complications, 

toxicity and even 

between different 

practice centres or 

clinics. 
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4 Conclusion  

 

This study is a first step in a longer research stream to identify key needs and critical 

success factors for OISs. We conducted a comparison of 3 leading international OISs and 

followed this up by focus group discussions with clinicians and patients (both public and 

private healthcare sectors) respectively. Our initial findings have been summarized above. 

Cancer is becoming a leading cause of death globally and has stretched healthcare budgets 

due to expensive medicine and radiation therapies. Oncology information systems can 

help in integrating patient history, imaging data, medication, radiation, recovery & 

progress and change in plan from multiple users and multiple sites. Unfortunately, most 

of the leading international OIS available are not designed and customized for the 

Australian context. Communication and interoperability among existing systems and 

assets along with access to medical specialists and government agencies for up to date 

data monitoring and subsidized treatments need to be included into these systems. From 

patient’s prospective, ease and access of using systems for appointment scheduling, 

rescheduling and cancelling, learning regarding treatment protocols and pathways 

available, survivor stories, peer and family support, pain grading & registering and finally 

medication missing or overdosing logging were main concerns. Inclusion of these key 

factors into any oncology information systems will make such system more likely to gain 

strong clinician and patient user satisfaction and thereby provide a successful and superior 

transformation of care in this context. 
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Abstract Digital wellness services for the “young elderly” (the 60-75 years 

old age group) will be interventions in their daily routines and if/when they 

are accepted and adopted they will help keep the young elderly in better 

shape for their senior years (75+). This will contribute to significant 

reductions in the estimated costs for health and social care for the ageing 

population. On an individual level, digital wellness services contribute to a 

better quality of life if designed to fit the needs of the young elderly. 

Platform tech- nology for digital services offers possible tools for 

intervention if the tools and services fit the requirements of the young 

elderly. We summarize several of our studies as a syn- thesis and work out 

a conceptual framework to facilitate the design and implementation of 

digital wellness services.  
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1 Introduction 

 

The socioeconomic impact of ageing citizens is already high in most EU countries as their 

proportion of the population is growing and there is growing political pressure to find 

long- term strategies for the ageing population (UN (2014)). The strategic thinking 

focuses more on handling the health and social care costs of ailing senior citizens than on 

preventive programs to keep ageing citizens in better health all the way to advanced years. 

It would make more sense to find out if some proactive, preventive program could help 

reduce the annual cost in- creases expected for the ageing population (UN (2014)). 

 

The logic we worked out is quite simple: get the young elderly [the 60-75 years old age 

group] to change their daily routines in ways, which will improve their probability to have 

a healthy life into advanced age [described as 90+]. 

 

There are some basic facts to build on. The young elderly represents 18-23 % of the 

population in most EU countries; this is a large segment, recent statistical estimates show 

that it will be about 97 million EU citizens by 2020 (EC (2014)). In the Nordic countries, 

there were close to 4 million citizens in the young elderly age group in 2016 (Nordic 

(2017)). 

 

Rough estimates (worked out from Statistics Finland (2016)) show that the annual 

benchmark cost for health and social care for the ageing population could be around 320-

350 B€ in the EU countries. We can probably reduce this cost by 10-15% if we get young 

elderly physically more active. In a 5-year program with an enrolment of 15-20% of the 

age group we could get about 20 million young elderly to stay healthy which will save 

costs of at least 20-25 B€ annually. Staying healthy should be a long-term program which 

means that the effects move on to the senior [75 +] age group where the annual costs and 

the potential savings are much higher. 

 

A proactive program to build digital wellness services for the young elderly is interesting 

for the digital services industry as the young elderly represent very large and growing 

markets (given income levels and accumulated wealth). 

 

The focus on the young elderly is a new approach for digital services, a market for which 

there has been no interest to develop mobile value services (Bouwman et al (2014), 

Carlsson and Walden (2012)). There is another, more important reason - society needs to 

have a strategy for the young elderly different from the health and social care strategy for 

the senior age group. A majority of the young elderly are reasonably healthy, active and 

socially interactive and do not require much intervention or support from the public health 

and social care systems. Conse- quently, the various programs for the ageing population 

(EC (2014)) miss the young elderly and the possibilities to build proactive and preventive 

programs. 

 

We collected first-hand knowledge and experience of the young elderly market in Finland 

through the Data to Intelligence (D2I) SHOK program (Tekes 340/12) and we have 
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continued work on the themes opened up in the program in several studies (Carlsson and 

Walden (2016, 2017a, 2017b)). 

 

A first result we found was that wellness services are needed and useful – and wanted - 

for individual young elderly; a second result was that wellness services need to be digital 

to make them accessible efficiently and cost-effectively – the preferred way of 

distribution is through smartphones. A third result emphasized the need for an ecosystem 

of designers, developers, builders, maintainers and distributors of the digital services to 

have enough resources available to service 100-200 000 users (first in Finland). This again, 

as a fourth result, requires an indus- try and university collaboration network. A fifth 

result, is that there is potential for building a young elderly EU market, which may both 

grow very fast and be very large.  

 

The aim with digital wellness services – as we could summarize it - is to find methods 

and tools to form and support interventions to introduce and sustain wellness routines. 

These rou- tines will improve the probability for better health in senior years and better 

quality of life for an ageing population. 

 

The rest of the paper follows this storyline. In section 2, we will work out approaches to 

well- ness and some requirements on digital wellness services to contribute to and sustain 

wellness. In section 3, we summarize material from several empirical studies in order to 

get early verifi- cation of how the proposed storyline could work. In section 4, we work out 

a conceptual frame- work to serve as a basis for the design of digital wellness services. 

Section 5 is a summary with some conclusions. 

 

2 Wellness and Digital Wellness Services for Young Elderly 

 

The WHO defines wellness as “the complete mental, physical as well as social well-being 

of a person or groups of persons in achieving the best satisfying or fulfilling life and not 

merely the absence of disease or any form of infirmity (WHO (2014)). “Well-being” is 

imprecise as it builds on anything from systematic action to random events. We decided 

on wellness as it fit our requirements for the design of digital wellness services. Wellness 

gets meanings from dif- ferent angles (Adams (2003), Rachele et al (2013)) in various 

contexts, and is an active research area (UCR (2013)). For work with young elderly user 

groups, we adopted a practical definition: wellness – to be in sufficiently good shape of 

mind and body to be successful with all everyday requirements. 

 

The understanding of wellness follows insights we got from the young elderly 

themselves: “it is nicer to get old if you are in good shape” or a more serious version: “to 

get good remaining years”. 

 

Our early work built on an ad hoc assumption that wellness mostly comes from physical 

activ- ity. Literature studies show that there are many more aspects to wellness (Rachele 

et al (2013), UCR (2013)). 



252 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

C. Carlsson & P. Walden: Digital Wellness Services: Key to Better Quality of Life for Young 

Elderly 

 

Physical wellness (to be in good shape) is easy to understand and to work out. Studies 

show (Jonasson (2017), Wallén et al (2014)) that physical exercise is a corner stone for 

sustaining a good quality of life in senior years. The young elderly themselves report 

(Carlsson and Walden (2016)) that as they turned 60 they noticed that their bodies start to 

impose functional limita- tions on them and realized that some active measures will be 

required to improve on things. Karolinska Institutet (Wallén et al (2014)) shows in a 

synthesis of several studies of physical wellness routines over several years for 2500 

elderly Swedes (the age group 65-84), some in- teresting results. The findings are that 

12% /14% female/male show no activity to improve their physical wellness. There are 

69% / 64% female/male, who show regular physical wellness activity at low or medium 

intensity (recommendation: at least 150 minutes at medium intensity every week). The 

remaining about 20% show regular physical wellness activity at medium or high intensity. 

Only regular physical activity at high intensity will have long-term health ef- fects. 

 

For young elderly the questions are what exercises and how to get health effects (and 

some- times at what cost and even why). There are good answers to the why - research 

shows that work on physical wellness will have positive effects also on intellectual, 

emotional and social wellness and will reduce the probability to get serious (often age-

related) illnesses (Wallén et al (2014)). The what, how and at what cost is the arena for 

digital wellness services.  

 

Intellectual wellness is more difficult, it is more demanding to work on building and 

sustaining intellectual wellness. Among the young elderly, we have registered concern 

for deteriorating cognitive capability and capacity, for memory loss and for the onset of 

Alzheimer disease. Work on physical wellness will reduce the probability for Alzheimer 

(Jonasson (2017)) and serious game theory, methods and technology (Birkenbush and 

Christ (2013)) will contribute to building and sustaining cognitive capability. Digital 

wellness services with serious games could contribute to cognitive capabilityand to 

sustaining memory functions. 

 

Social wellness combines with both physical and intellectual wellness. Social media with 

many variations (Hanna et al (2011) offer viable platforms for connecting with other 

people. Physical exercise gets more effective in peer groups through challenges and 

cooperation (Walden et al (2017)). Group members can share insight and experience on 

effective wellness routines, social media links to innovative and good exercises and 

experience with health effects. Much in the same way, peer groups form around and with 

serious games (Birkenbush and Christ (2013)). Young elderly we worked with in focus 

groups (Sell et al (2017)) described that some ailments will prevent them from getting 

active on physical wellness, which then will close them out of the corresponding peer 

groups. Unless they find stimulation in intellectual wellness activities, which include 

cultural programs of various kinds, and the peer groups in these activities, they will be 

lonely. Loneliness is an often-reported malady in the ageing population (Walden et al 

(2017)) and will have a negative impact on emotional wellness. On the other hand, young 

el- derly of our focus groups (Sell et al (2017)) quite often stressed, “being alone by choice 

is not being lonely”. 
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Emotional wellness is now the arena for studies with mindfulness tools, of which there 

are more than 200 apps for Android smartphones (van Emmerick et al (2018)). 

Mindfulness-based interventions induce improvements of positive affect and depression 

(van Emmerick et al (2018)). 

 

We have focused the development of digital wellness services on physical, intellectual, 

social and emotional wellness and on sustaining this support for the time needed to gain 

and sustain positive health effects for the young elderly into advanced years (the age group 

90 +) (Carlsson and Walden (2017a)). 

 

A first observation is that we are going to need and use digital wellness services for 15-

20 years. In the digital service market, where applications typically need to be improved 

and re- launched every 6-12 months, this means dozens of generations of digital services. 

A second observation follows; an ecosystem of about 100 SMEs should develop, sustain 

and innovate the generations of digital services the young elderly will adopt, pay for and 

use for 15-20 years. A third observation is that the young elderly is a demanding user 

group; digital wellness ser- vices need to be intuitive, easy to use (probably voice 

activated), user and context adaptive (probably omnivore), i.e. the services apply 

advanced and innovative technology. A fourth observation is that even with reasonable 

success the digital wellness services will have hun- dreds of thousands of users (even 1-

1.5 million) in the Nordic countries only (the estimates upgraded in 2018). Distribution 

of the services need to build on cloud service platforms. The user interfaces are (families 

of) applications on smartphones that collect data and support wear- ables. Software should 

be advanced enough and adaptable to the users to fit the requirements of young elderly. 

 

Statistics show that smartphones are becoming affordable general purpose instruments and 

will be even more so by the year 2020 (the mobile connection subscriptions are more than 

100% of the population in most EU countries; the proportion of smart phones is closing 

on 70% in several EU countries (Ericsson (2017)). Statistics Finland (2017) shows that 

close to 80% of the age group 55-64 own and use smartphones. Thus, counting on 

smartphones as the platform is viable. 

 

3 Early Empirical Findings 

 

We have carried out a number of empirical studies with groups of young elderly in order 

to get first tests of the wellness concepts we are working with and to find out if the visions 

we have on digital wellness services make sense. We will briefly summarize the key 

findings from these studies; details in (Carlsson and Carlsson (2016), Carlsson and Walden 

(2016, 2017a, 2017b)). We carried out a survey of the young elderly in the Åland Islands 

and collected 101 usable answers with a 26.6 % response rate. There was a female majority 

among the respondents, and most of them belonged to the young elderly group (a few 

were seniors). A minority had only basic education (21%), the majority had second level 

technical/commercial degrees. In the sample, about 75% were retired (fully retired as 

some of them stated) but 25% were working full- or part-time or with voluntary work (in 

order to stay active). The most typical annual incomes before tax were < 30 000 € (about 
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50% of the sample), but the other half reported 30- 50 000 €, which is on the higher end 

of annual income for Finnish retirees (Staistics Finland (2016)). These profiles are typical 

and representative for the Åland group of young elderly. 

 

We found that 73% of the respondents used smartphones; we also found that 73% of the 

re- spondents used mobile apps for navigation, weather forecasting, Internet search, etc. 

(which require smartphones). 

 

We collected experience with and attitudes to mobile apps with a series of questions (Ven- 

katesh et al. (2012)), in order to get some idea on how to build digital wellness services. 

The adoption of mobile apps scored high on a 5-grade Likert scale on several items; the 

following items scored between [4.32] and [3.75] for 70 respondents and show elements, 

we need to be aware of, 

 mobile apps are useful in my daily life; I will continue to use mobile apps; 

mobile apps help me to carry out my tasks faster; using mobile apps helps me to 

carry out important tasks; I can use mobile apps without assistance; I have the 

necessary knowledge to use mobile apps; it is easy for me to learn to use mobile 

apps; I can use the mobile apps I need with the phone I have. 

 

The results gave us some insight to build on: (i) daily routines is a good choice for focus; 

(ii) wellness routines should be important part of daily routines; (iii) digital wellness 

services should be usable without assistance; (iv) smartphone users have sufficient skills 

to learn digital services. 

 

Then we moved on to get an understanding of what perceptions the young elderly have 

of physical and intellectual wellness. A number of proposals scored high on a 6-grade 

forced scale (101 respondents); the following items scored between [4.91] and [3.94]: 

 intellectual challenges are important for my wellbeing; I get sufficient intellectual 

stimulation from my everyday life; my physical health has been good compared 

to people around me; my resistance to illness is good; the amount of information 

I have to process in my daily life is suitable for me (not too much, not too little); 

I expect my physical health to remain good; I expect my physical health to 

deteriorate with increasing age. 

 

The results show that young elderly have a good understanding of what forms wellness 

(cf. Carlsson and Walden (2016, 2017a, 2017b) for details), which is encouraging for 

work on the design of digital wellness services. There is also understanding of interaction 

between physical and intellectual wellness. 

 

Then we tested the idea that relations between socio-economic characteristics, attitudes 

toward the use of mobile applications and perceptions about wellness could help identify 

potential users (see details in Carlsson and Carlsson (2016), Carlsson and Walden (2016)). 

 

After discussion and feedback on the earlier papers, we realized that this proposal could 

be tested with potential user groups. These could include early users of wellness services 
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(early movers, in the Rogers theory) who could trigger a growing demand for digital 

wellness services (Rogers (1962)). We will give a brief summary of the methods we used 

(Carlsson and Carlsson (2016), Carlsson and Walden (2017 a,b) for details). 

 

The starting point was a factor analysis with 19 statements on mobile applications and 11 

state- ments on wellness to find possible groupings. The results gave an indication for 

possible sum variables (cf. Table 1, first column) which we tested for reliability by 

calculating Cronbach’s alpha coefficients; we reached the target value (α > 0.7) for the 

constructed sum variables (cf. Table 1, the names show the groupings we found, for 

instance mobile_ apps_ positive is a grouping of respondents that are positive to the use 

of mobile apps).  

 
Table 1: Mann-Whitney U-test on sum-variables. 

 

 

We next run a non-parametric Mann-Whitney U-test to explore possible differences of the 

sum variables between gender, age, the highest level of education, marital status, current 

work sta- tus, annual income and level of experience of using mobile applications; the red 

“ovals” in Table 1 show significant differences. 

 

In summary: we found significant differences in the positive attitudes to using mobile 

apps between the two age groups; the younger age group was more positive. The more 

educated group was experienced in using mobile apps. The more educated group was 

socially active in using mobile apps. The group with higher income gave more value to 
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mobile apps. Males with higher income had a positive perception of (their) physical 

wellness. The group with a more active work status had a positive perception of their 

intellectual wellness.  

 

Now we have some insight of how to introduce digital wellness services for young elderly. 

We should start with young elderly, who are, 

 Active in full time/part time/volunteer work & advanced users of mobile apps & 

< 70 years 

 Experienced users of mobile apps & more educated 

 Males with good physical health & income > 30 k€ per year 

 More educated & find mobile apps good value for the price 

 

This insight needs, of course, testing with more groups of young elderly, but it is a starting 

point. It also makes sense – active people will be early movers (Rogers (1962)) and more 

edu- cated people younger than 70 are experienced users of smartphones and mobile apps. 

Males, who are more educated and have good income, find mobile apps good value for 

the price (and would be willing to pay for digital wellness services). 

 

A survey of wellness literature (Walden et al (2017)) found that younger age, better 

health, higher education and not living alone is associated with higher likeliness to adopt 

and use technology among the elderly (the factors in italics are the same as those found 

with the Mann- Whitney). In addition, a positive and optimistic disposition gives a higher 

likeliness to adopt technology. 

 

In (Walden et al (2017)) a market segmentation of the young elderly was done; k-means 

clus- tering of the Åland data identified two clusters labelled secure and insecure 

wellness. The young elderly in the secure cluster (i) were in good health, (ii) have an 

optimistic attitude to their future health, (iii) find intellectual activities important, and (iv) 

want to partake in intel- lectually demanding pastimes. These features add to those found 

with the Mann-Whitney and give a more complete view of what factors to focus on for 

intellectual wellness. Interestingly enough, the young elderly in the insecure cluster were 

(i) in worse health than people around them, (ii) pessimistic to their future health, (iii) 

negative to the importance of intellectual ac- tivities but (iv) willing to partake in them. 

 

In semi-structured interviews with 34 young elderly, (Sell et al (2017), more potentially 

im- portant features were identified. There were attitudes of - what will others think of me 

- when the possibility to get active in physical wellness exercises was discussed. Another 

aspect - what would I do there – showed that the social context of wellness activities is 

new and somewhat problematic. Problems with - how to act in social situations – brought 

up aspects we had not thought about. 

 

Separately we tested what would be a reasonable monthly cost for digital wellness 

services; we found that 19.95 € / month would be possible (cf. mobile apps good value 

for the price); the core issue is the value young elderly find with wellness interventions in 

their daily routines. The series of studies shows that it is meaningful to work out programs 
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for digital wellness services for young elderly. Given that, there are technology challenges 

to build services that will be effective wellness interventions in daily routines, that will 

be meaningful and sustain- able, that will be cost-effective and that can be tailored (over 

time) for individual user require- ments. 
 

4 Conceptual Framework for Digital Wellness Services for Young Elderly 

 

Work on digital wellness services started off as an ad hoc exercise on activities that we 

regarded as needed and wanted. We assumed that we could develop activities for the 

intended users with wearables and smartphone platforms, activities that we could design, 

develop and implement as simple and self-evident constructs and that the intended users 

would rush to get, to start using and would be willing to pay for. Work with groups of 

young elderly, both in semi-struc- tured interviews and with a survey, quickly showed the 

context and the task to be more com- plex. 

 

Besides the technology platforms we will also need a conceptual framework for key 

constructs of the various types of digital wellness services. 

 

The concept of wellness is a fundamental starting point; we should be able to show if 

paying users of digital wellness services are better off at t+1 than they were at t after 

having used the services. This is rather simple for individuals, but more demanding if the 

individual wants comparisons with peer, age, gender and health groups or against some 

accepted standard for wellness. Wellness is (for instance) graded in (Belohlavek et al 

(2017)) poor, marginal, me- dium, acceptable, good, excellent – for age, gender and health; 

maybe also for activity, income, intellectual activity, socio-economic status and attitude 

to life; factors that we found to have meaningful contributions to wellness. 

 

We will use a standard approach and formulate wellness (W) with a 4-tuple, 

W = < P, I, S, E > (1) 

 

where P, I, S and E are numerical or linguistic sets (Belohlavek et al (2017)) that represent 

physical, intellectual, social and emotional wellness. Physical wellness gets grades in 

several different ways as wearables and smartphone apps try to support changes and 

improvements through physical exercises; we have selected the following elements, 
WP  = <PSTEPS, PSTRENGTH, PGROUP, PHR, PKCAL, PSLEEP, PMISC > (2) 

 

where, 

 PSTEPS covers walking, running & variations; 10 000 steps/day recommended 

 PSTRENGTH covers gym programs; varied targets; 60 min/program recommended 

 PGROUP covers exercise programs done in group; varied targets 

 PHR covers heart rate; intensity; combines with the three previous measures 

 PKCAL covers burn of calories; combines with the four previous measures 

 PSLEEP covers duration, quality of sleep 

 PMISC covers physical activities not planned as exercise (e.g. gardening) 
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Physical wellness, WP, will be an index that combines the six elements measured in 

different dimensions and registered on wearables and smartphones; we notice that there 

is a data fusion problem (Wu and Crestani (2015)) as we need mappings between the 

various dimensions. Apps for physical exercises typically allow a user to set some targets 

and then report daily activity relative to target levels; there is typically no mapping the 

activities and no connection to any optimal target for the individual. 

 

There are more challenges to follow and measure intellectual wellness, WI, 
WI  = <IGAMES, ILITT , IMUSIC> (3) 

 

where, 

 IGAMES covers serious games, memory games, cross-words, Sudoku 

 ILITT covers literature, theatre 

 IMUSIC covers concerts, opera, choirs, classic ensembles, jazz bands 

 

The extent and intensity of the intellectual activities will require some innovations on 

how to register and measure them. 

 

On the other hand, social wellness, WS, does not offer that many challenges, 
WS  = <SFAM, SVA, SSM, SP2P, SASSOC > (4) 

 

where, 

 SFAM covers interactions with family, friends, colleagues, peers, hobby groups 

 SVA covers volunteer activities to help others 

 SSM covers interactions through social media 

 SP2P are person-to-person projects, joint activities 

 SASSOC are (active) membership in associations with interesting activities 

 

Typically, WS activities are registered and measured in terms of frequency, duration and 

inten- sity for which it is possible to define target levels, objectives and goals. 

 

Finally, emotional wellness, WE, offers quite some challenges, as the substance is 

personal, individual and difficult to follow with digital devices. Here we have tried to 

capture some ele- ments, 

WE = <EMF, EE-APP > (5) 
 

where, 

 EMF covers work with mindfulness tools 

 EE-APP is a collection of emotional well-being apps 

 

It appears possible to register WE and to measure the number and intensity of activities in 

the two entities based on personal reporting; there is a large number of mindfulness apps 

for smartphones and they may offer some measurement system, but there are challenges 

to find measures for adequate representation of emotional wellness. 
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The sets defined in (2)-(5) are numerical and linguistic, i.e. defined as fuzzy sets 

(Belohlavek et al (2017)). We can work out fusion functions (Wu and Crestani (2015)) so 

that the wellness measures WP, WI, WS, and WE are scalable as [0, 100] or as [0, 1], or as 

percentages of some ideal value vectors WP, WI, WS, and WE. The ideal values can first 

be some research-based targets (or even standards) but should become personalized and 

individual over time as well- ness is personal and individual. Then we can introduce 

context sensitive individual weight vectors that can be numerical or linguistic, to 

determine personal wellness status on a daily, weekly or monthly base: 

W = w1 × WP  ∆  w2 × WI ∆  w3 × WS  ∆  w4 × WE (6) 

 

In (6) the ∆-operator can be additive or compensatory (Belohlavek et al (2017)) to allow 

for “lower status on physical wellness to compensate for higher status on intellectual 

wellness”. Then a user can find daily or weekly (or monthly) satisfaction with her/his 

quality of life as reported on the smartphone. 

 

5 Summary and Conclusions 

 

We attempted a synthesis of several of our previous studies combined with supporting 

literature to get an improved knowledge base for building and implementing digital 

wellness services. We build on a simple logic: get the young elderly to change their daily 

routines in ways, which will improve their probability to have a healthy life into advanced 

age [90+]. 

 

We have argued that wellness is a viable approach to achieve this change by using digital 

well- ness services as interventions in daily routines. We worked this out with physical, 

intellectual, social and emotional wellness constructs that we have fitted into a conceptual 

framework. The framework is proposed to serve the development of numerical, digital 

technology platforms, that combine fuzzy linguistic representations of wellness with 

fuzzy logic operators to form digital wellness services. 
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Abstract Smart city concept is a viable nominee to solve the dilemmas 

urbanization creates globally. By means of digital technologies like 

Internet-of-Things, artificial intelligence and data analytics cities aim to 

optimize city performances like mobility, environment, security, health 

care and social services. Furthermore, cities actively endorse usage of 

digital technologies to foster digitalization and new business innovation to 

nurture local economy and social well-being. Smart city market is growing, 

but simultaneously fragmented smart city markets and initiatives face 

challenges with governance, ecosystem orchestration and continuity. 

Transformation to smart city is a complex long-term process, which 

requires collaboration with heterogeneous stakeholder groups and 

capabilities to evaluate wide spectrum of new digital technologies and their 

fitness to diverse city functions and processes. This sets high demands for 

the smart city governance and management. A smart city conceptual model 

(SCCM) presented in this paper aims to assist cities with this endeavor. 

SCCM observes complex smart cities from organizational and technical 

perspectives providing practical instrument for smart city stakeholders to 

lead city towards data and digital technology assisted smart city. SCCM 

considers four primary dimensions, strategy, technology, governance and 

stakeholders. Each primary dimension is complemented with sub-elements, 

which all together form meaningful interrelations and provides 

comprehensive and systematic approach for the smart city design, 

development and implementation.  
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1 Introduction 

 

The smart city concept attracts city governments, industries and academia globally. In the 

area of EU alone, over 1300 smart city related proposals, commitment and project exist. 

European cities invest on information and digital technologies to renew power grids, 

buildings, public transportation and waste management systems. (European innovation 

partnership on smart cities and communities.) By investing on modern smart city 

technologies cities aim to enhance city security, optimize city processes and usage of 

scarce resources and improve data driven city governance. Cities aim also by means of 

digital technologies to foster new knowledge creation and innovation and stimulate local 

businesses and collaboration. (Baccarne, Mechant & Schuurman, 2014; Batty et al., 2012; 

Caragliu, Del Bo & Nijkamp, 2011; Gabrys, 2014; Li, Nucciarelli, Roden & Graham, 

2016; Zanella et al., 2014.)  

 

Even though smart city has been a trendy phenomenon and smart city markets are 

growing it is worth bearing in mind that each city should focus on developing the smart 

city from its own particular needs and perspectives. As cities are constantly evolving 

systems and vulnerable to external uncertainties (Jabareen, 2013) smart city initiatives 

should be considered as long-term development process, which impacts for instance city 

strategy, resources, capabilities and stakeholder relations.  Creating a specific smart city 

strategy is proposed to consider and analyze city´s macro environment, but also evaluate 

feasibility of the new digital technologies in diverse city domains and recognize resources 

and capabilities needed for the smart city transformation. The specific smart city strategy 

also addresses risks and funding needs for smart city initiatives.  

 

Objective of this paper is to present smart city conceptual model (SCCM) that assists 

cities and their stakeholders to carry out robust smart city initiatives and enhance 

sustainable smart city ecosystem design and development. Foundation for SCCM is 

derived from the systematic literature review of the smart city ecosystems and value 

networks. SCCM originates from a perception that design and management of the 

complex smart city is not a trivial task and many smart city initiatives have failed due to 

weak smart city governance, ecosystem orchestration and insufficient digital technology 

knowledge and capabilities. SCCM aims thus to clarify complex smart city governance, 

ownership, orchestration and decision making procedures  and advance technological 

compatibility and correct skills and resource allocation in cities Furthermore, SCCM aims 

to provide tools to accelerate competitiveness, transparency and economic growth in 

cities.  

 

This paper first discusses the methodological principles and secondly presents the 

conceptual foundations for the smart city conceptual model. Conclusion section 

summarizes and finalizes the paper. 
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2 Methodology 

 
Smart city is a complex phenomenon, which interest diverse research disciplines like 

social and environmental sciences, information systems, computer and engineering, urban 

development and business & economics. Purpose of this paper is to build a smart city 

conceptual model, which derives its foundations from the literature of the smart city 

ecosystems and value networks in diverse research fields. Jabareen (2009) suggests that 

qualitative methods are adequate and useful for building conceptual frameworks from the 

multidisciplinary literature. Grounded theory as a research method offers a procedure for 

conceptual framework analysis and building conceptual frameworks (Jabareen, 2009). As 

an inductive theory the grounded theory allows the salient concepts to emerge from the 

literature (Wolfswinkel, Furtmueller & Wilderom, 2013) and identify the major concepts 

relevant for the study phenomenon (Jabareen, 2009). Due to the multidisciplinary nature 

of the smart city phenomenon, the principles from the “Grounded-Theory Literature-

Review Method” by Wolfswinkel et al. (2013) and the conceptual framework analysis by 

Jabareen (2009) were utilized when conducting the literature review. The literature 

review addressed the search terms “smart city”, “intelligent city” or “digital city” 

ecosystems and “smart city”, “intelligent city” or “digital city” value networks. The 

search terms were applied to Scopus, Web-of-Science, SAGE Journal Online and AISeL 

databases. (Table 1.) 
 

Table 4: Search terms and databases 

 

 
 

Search terms covered articles from social and environmental sciences, information 

systems, computer and engineering, urban development and business & economics 

disciplines. Alltogether 175 articles were found, but after removing dublicates 126 journal 

articles were left. Document titles and abstracts were reviewed and 44 papers were 

selected for closer review. Based on the key terms that emerged from the literature 

concepts of strategy, technology, governance and stakeholders formed the parent 

dimensions for the smart city conceptual model. The sub-concepts were derived from the 

literature review complemented with the relevant articles from the literature of strategy 

and organization management, software ecosystems and from the literature of the smart 

city technology test and experimentation platforms.  

 

  

Search terms Scopus Elsevier API Web-of-Science (WoS) SAGE Journals Online AISeL Total

“smart city” + ecosystem 41 21 29 8 99

“digital city” + ecosystem 0 1 6 0 7

“intelligent city” + ecosystem 4 3 3 0 10

“smart city” + value network 25 12 2 11 50

”intelligent city” + value network 1 0 0 0 1

“digital city” + value network 3 3 0 2 8

Total 74 40 40 21 175
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3 Conceptual Foundations 

 

Objectives of the robust smart city is to accelerate and reduce costs of the city services 

and enhance the return on investments (Vilajosana et al., 2013), accelerate economic 

growth and competitiveness and transparency (Perez, Poncela, Moreno-Roldan & 

Memon, 2015; Yovanof & Hazapis, 2009). An explicit smart city design clarifies 

complex smart city governance, stakeholder relationships, orchestration and decision 

making procedures (Scuotto et al., 2016; Vilajosana et al., 2013) and advances 

technological compatibility and correct resource allocation in cities (Carvalho, 2015; 

Scuotto et al., 2016; Vilajosana et al., 2013; Veeckman & van der Graaf, 2015), but above 

all smart city initiatives should aim to improve the quality of citizens lives. The following 

chapters present the conceptual foundations for the SCCM, which consists of strategy, 

technology, governance, and stakeholder dimensions (Fig 1). Strategy dimension 

considers aspects of smart city vision and strategy, capabilities and digital strategy. 

Technology dimension discusses about digital technologies, architecture design, 

technology experimentation and security and privacy issues in smart city. Vertical and 

horizontal scopes conclude technology dimension. Governance section describes 

orchestration of the smart city stakeholders and ecosystems and considers funding and 

risk management elements. Final, the fourth stakeholder dimension elaborates quadruple 

helix and stakeholder value. 

 

3.1 Strategy 

 

Strategy is defined as an analytical process of intentional action plans and stream of 

decisions (Minzberg, 1978) to achieve the long-term goals under certain conditions 

(Mintzberg & Waters, 1985). Strategy is also considered as a cohesive response to 

diagnosed challenges (Rumelt, 2009) identified in the operational environment. Strategy 

is a deliberate and inclusive plan of action to commit and dedicate the whole organization 

to common goals. Strategy identifies the use of resources, predicts and evaluates the risks 

and indicates willingness of action to accomplish the goals. (Henderson, 1989.) Strategy 

dimension clarifies smart city vision and strategy, digital strategy and enhance to figure 

out required capabilities.  
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Figure 6: A conceptual model for the smart city design 

 

3.1.1 Smart city vision, strategy, capabilities and digital strategy 

 

Smart city vision´s aim is to express the idea or image of a desirable future (Nanus, 1992) 

the city is seeking from the smart city initiatives. Vision is characterized as consistent, 

vivid and dynamic narrative that creates shared meaning of the future clarifying 

organization´s ambitions and ideology (Collins & Porras;  2005; Levin, 2000). Smart city 

vision thus acts as a means of communications and is a catalyst for inspiration during the 

turbulent times and change (Levin, 2000; Nanus, 1992).  

 

Transforming city towards smart city is a long-term journey that requires changes in the 

city strategy and resources allocation. A specific smart city strategy recognizes the 

changes in political and social conditions, but further identifies the changes that occur in 

technologies, legislation and economy. The smart city strategy sets goals and considers 

resources and capabilities required for successful smart city implementation. Smart city 

capabilities refer to city´s ability to create technical, management and governance skills 

and knowledge to design and orchestrate innovative and sustainable smart city initiatives 

that creates value for its stakeholders (Baccarne et al., 2014; Komninos, 2011; Scuotto et 

al., 2016; Tillie & van der Heijden, 2016). In broader perspective the smart city strategy 

also considers the impacts of climate change and global political situations on cities´ 

circumstances.  

 

Ongoing decade has been the rise of new digital technologies. Digital technologies are 

perceived as a combination of heterogeneous information, cloud computing, 

communication and connected devices (Bharadwaj, El Sawy, Pavlou & Venkatraman; 

2013) complemented with technologies like social media, mobile, big data and data 

analytics (Ross et al., 2016), artificial intelligence and blockchain technologies. Digital 

technologies are applied in diverse parts of organization infrastructures. Business units, 

capabilities, processes and services are interconnected with digital technology solutions 
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(Bharadwaj et al., 2013). IS literature discuss about combining the strategy and business 

strategy and calls the fusion as a digital business strategy (Bharadwaj et al., 2013; Mithas, 

Tafti & Mitchell, 2013; Ross et al., 2016). The digital business strategy is defined as 

organizational or business strategy (Bharadwaj et al., 2013; Ross et al., 2016), which 

consists of complex and interrelated elements (Mithas et al., 2013) like digital resources 

and capabilities that create and deliver differential value for the organization operating 

under constantly changing environment (Bharadwaj et al., 2013; Ross et al., 2016). The 

digital business strategy thus considers how IS and business strategies jointly not 

separately reacts to changes in operational environment and create value for the 

organization and its stakeholders.  

 

In the smart city context digital strategy should support and be aligned with smart city 

strategy. Smart city strategy envisions the future state of the city by means of digital 

technologies and considers how complex digital technologies are integrated to the city´s 

infrastructure to enhance the city processes and functions, service design and capability 

creation. The smart city strategy acknowledges the common goals and value creation 

possibilities to citizens and stakeholders in public and private sectors by means of digital 

technologies.  

 

3.2 Technology 

 

Technology is information, skills and processes to accomplish tasks or artifacts. From 

sociotechnical perspective technology covers all the elements needed for the output; 

people, machines, systems and methods, processes, and economical and physical 

environments. (Kline, 1985; Banta, 2009.) Technology dimension discusses about digital 

technologies, architecture design, technology experimentations, security and privacy 

element and vertical and horizontal scope. 

 

3.2.1 Digital technologies and architecture design 

 

Digital technologies like Internet-of-Things (IoT), artificial intelligence (AI), blockchain, 

big data and data analytics are rapidly escalating and influencing multiple industries and 

cities. Heterogeneous IoT technologies are widely used in diverse smart city domains to 

monitor city activities like traffic, parking places and air quality. The data generated and 

analyzed from IoT network enable more precise data of the city status providing fuel for 

more accurate decision making. (Sanchez et al., 2014.) AI and blockchain are 

technologies that are entering into smart city initiatives. AI mimics natural intelligence 

and cognitive abilities and utilizes technologies like face recognition, machine learning 

and natural language analysis. AI is utilized e.g. in analyzing health data to optimize 

public healthcare services and activities (Jiang et al., 2017). Blockchain in turn is a 

decentralized network, where data is transparent, immutable and transactions are verified. 

Blockchain technologies are experimented in the areas where control over the personal 

data and privacy are critical. (Pazaitis, Filippi & Kostakis, 2017; Zyskind & Nathan, 

2015.) Digital identities are example of entities, which contain sensitive information like 

social security numbers, passwords and usernames. In smart city context blockchain 
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based digital identities improves data transparency and individual´s rights for his/her 

personal data and reduce risks for data breaches. Smart cities globally are discovering use 

cases to test and experiment new technologies in diverse city domains. 

 

Foundation for enterprise architecture concept originates from the need to combine 

complex business and information systems (IS) (Zachman, 1987). Enterprise architecture 

is used as a blueprint (Simon, Fischbach & Schoder, 2013) to describe the components, 

relationships and interactions of the business processes and information systems (Aier, 

Kurpjuweit, Saat & Winter, 2009; Ross, Weill & Robertson, 2006; Buckl et al., 2010) 

and to support orchestration and alignment of the business and IS in the organization 

(Aier et al., 2009; Müller & Reinert, 2014). Enterprise architecture is like a shared 

language that clarifies and enhances the communication between organization´s internal 

and external stakeholders (Aier et al., 2009; Buckl et al., 2010).  

 

In the smart city context architecture design is an instrument to categorize complex 

city organization into simple, descriptive and well-defined parts (Müller & Reinert, 2014; 

Zachman International). Smart city architecture design enhances interoperability and 

integration of the complex technical components to smart city infrastructure and 

supports communication and requirements management among stakeholders.  

Smart city architecture design provides long-term views on city´s systems, processes, 

capabilities and digital technologies and increases smart city implementation success, 

communication and value creation among the stakeholders. (Aier et al., 2009; Buckl 

et al., 2010; Ross et al., 2006).  

 

3.2.2 Technology experimentations in smart cities 

 

Technology test and experimentation platforms (TEP) like testbeds, living labs and 

prototyping platforms provide facilities to test and experiment new ICT and digital 

solutions with real users before final release (Ballon, Pierson & Delaere; 2005). For an 

experimenting organization technology tests and experiments provide facilities to 

develop technology solutions iteratively and evaluate solution´s feasibility and usability 

in real-world with real users. Additionally TEPs provide more accurate test results and 

reduces costs of an evaluation cycle and improves technology innovation and user 

adoption. (Hämäläinen & Tyrväinen, 2016; Sanchez et al., 2014.) 

 

Cities provide multidimensional environment for developing and testing diverse 

combination of digital technologies. In the smart city settings living labs have been 

popular environments to test new technologies and solutions. Elements like involvement 

of the city and citizens, heterogeneous digital technologies, openness, real-world 

experiments and scalability are fundamental to technology experimentations´ success in 

the smart cities. Opening smart city TEPs to external stakeholders´ use the city enhance 

heterogeneous digital technologies´ reliability and interoperability in the real-world city 

domains. Simultaneously access to the smart city assets like TEP facilities, information, 

application development interfaces, technologies and user communities are available to 
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the smart city stakeholders. (Hämäläinen & Tyrväinen, 2016; Olivares, Royo & Ortiz, 

2013; Sanchez et al., 2014; Schaffers et al., 2011; Yokoyama, 2015.) 

 

Real-world smart city use cases benefit all the stakeholders in the smart city ecosystem.  

There for real-world smart city technology experimentations are emphasized when 

implementing new technologies in the cities.  

 

3.2.3 Security and privacy 

 

Term cyber security is defined as “the protection of cyberspace itself, the electronic 

information, the ICTs that support cyberspace, and the users of cyberspace in their 

personal, societal and national capacity, including any of their interests, either tangible or 

intangible, that are vulnerable to attacks originating in cyberspace” (Von Solms & Van 

Niekerk, 2013). Along with the protection of the ICT infrastructure and information, the 

cyber security concerns the protection of the individuals and the infrastructure of the 

society and the whole nation (Von Solms & Van Niekerk, 2013). Privacy refers to 

individual´s rights to his/her personal data. Oliveira & Zaïane (2004) determines the 

privacy as “users´ rights to conceal their personal information and have some degree of 

control over the user of any personal information disclosed to others".  

 

Digital technologies are integral part of the smart city initiatives and new digital 

technologies are widely applied in multiple city domains. However, the more digital 

technologies are applied in the smart city infrastructure, the greater the potential for 

vulnerabilities and data breaches. Actualized cyber-attacks may in the worst cases 

paralyze city´s power grids and water supplies or disable the critical telecommunication 

connections. Unprotected digital smart city solutions may also lead to misuse of private 

data or data breaches. Smart cities are forced to consider carefully cyber security and 

issues like ownership and access to the city´s digital services, platforms and data 

(Carvalho, 2015; Merlino et al., 2015; Mital, Pani, Damodaran & Ramesh; 2015; Lengyel 

et al., 2015) to guarantee the safety and security of the smart city.  

 

3.2.4 Vertical  and horizontal scope 

 

Many smart-city initiatives have been created around a certain vertical industry or an 

industry emphasizing the goals of a single vertical theme, such as energy efficiency, 

traffic or health care. The vertical approach in smart city initiatives influences the choice 

of employed technologies and standards that will best support the needs and requirements 

of a chosen industry. (Hämäläinen & Tyrväinen, 2016.) Focusing only on particular 

vertical restricted data silos may emerge. This may prevent more extensive technology 

and data adoption and exploitation in smart cities. Horizontality in smart city context 

describes a wider set of IoT devices and other wireless sensors, applications and services 

combining data from multiple city domains and industries to service developers. The 

horizontal approach contributes broader set of data and expands the possibilities to create 

new services based on integrated vertical data. 
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3.3 Governance 

 

Governance is defined as “the sum of the many ways individuals and institutions, public 

and private, manage their common affairs. It is the continuing process through which 

conflicting or diverse interests may be accommodated and co-operative action may be 

taken”. (Commission on Global Governance, 1995.) Governance dimension consists of 

ecosystem orchestration, funding and risk management.  

 

3.3.1 Smart city ecosystems and orchestration 

 

Ecosystem management and orchestration enhances the evolution and sustainability of 

the ecosystem and increases the value for ecosystem actors (Korpela, Ritala, Vilko & 

Hallikas, 2013; Manikas, Wnuk & Shollo, 2015). The orchestrator´s role is to form 

common vision for the ecosystem and facilitate ecosystem emergence (Korpela et al., 

2013) and sustainability. The orchestrator manages and leads the actors to desired 

common direction (Korpela et al., 2013) and ensures ecosystem decision making process 

(Manikas, 2016). Furthermore, the orchestrator co-ordinates the critical resources 

required for the ecosystem evolvement and enhance the creation of trust and value among 

the ecosystem actors (Autio & Thomas, 2014).  

 

Smart city is determined as an organic, collective and collaborative ecosystem (Baccarne 

et al., 2014; Komninos, 2011), which co-create sustainable innovations and engender 

innovative entrepreneurial, social and innovation ecosystems to improve the economy, 

human capital and quality of life in a city (Baccarne et al., 2014; Komninos, 2011; Roth, 

Kaivo-Oja & Hirschmann, 2014; Schaffers, Ratti & Komninos, 2012). In the smart cities 

multiple ecosystems and numerous stakeholder relationships exist. Smart city ecosystem 

orchestration and clear role management improve communication and value creation 

among stakeholders and thus enhance the success of smart city initiatives.  

 

3.3.2 Funding and risk management 

   

Funding and financial resources are critical for the smart city initiatives. Both public and 

private investment organizations fund the smart city projects of various scales. Funding 

programs are available for infrastructure development, capacity building, and research 

and innovation activities. Little is known about the smart cities´ return-on-investments 

(ROI) or smart city investments´ impacts on socio-economic issues like employment and 

new business model innovations. Standards and metrics to evaluate the success of the 

smart city strategy and investments are thus emphasized.   

 

Smart cities generate opportunities, but simultaneously also risks. In complex and 

decentralized organizations like cities demand for coordinated risk management policy 

exist (Oulasvirta & Anttiroiko, 2017). Risk management should have a strategic focus 

(Duckert, 2010) and be aligned with organization strategy. In the smart cities risks 

concern not only technology and network infrastructures, but also smart city organization 

and government. (Nam & Pardo, 2011.) There for smart city should evaluate internal and 
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external risks and reflect them to strategy and consider impacts to organization, financing, 

legislative issues and stakeholder relations. (COSO, 2016; Oulasvirta & Anttiroiko, 

2017). 

 

3.4 Stakeholder  

 

The stakeholder theory observes stakeholder relations and describes how organization 

operates through stakeholder relations and how stakeholder interests and value 

expectations are considered and met. The stakeholder theory emphasizes to create value 

for its stakeholders in an effective way as it enhances the stakeholders´ commitment and 

responsibility. (Freeman et al., 2010; Jensen, 2001.) Freeman (1984) describes 

stakeholder “as any group or individual who can affect or is affected by the achievement 

of an organization´s purpose”. The components of the quadruple helix and stakeholder 

value are covered in the stakeholder dimension. 

 

3.4.1 Quadruple helix and stakeholder value  

 

Triple-helix, university-industry-government, partnership has been the dominant 

collaboration model in the smart cities. Aim of the trilateral triple helix networks is to 

benefit the knowledge created in each organization and engender new innovations and 

innovation ecosystems (Etzkowitz, 2003). Industries´ interest in the smart cities is to 

experiment and employ new technologies in the real-life environment and discover new 

value creation and business opportunities. For public organizations like city and academia 

the smart city concept provides environment for developing and testing technologies, but 

also potential for new knowledge creation, service design and possibility to stimulate 

local economy and interdisciplinary research activities. In the smart city context it is 

emphasized to extend triple helix model to include people and civil society as the forth 

helix and form quadruple helix partnerships. In the smart cities the citizens are seen as 

co-creators and social innovators (Carayannis & Campbell, 2011; Komninos, Pallot & 

Schaffers; 2013; Petersen, Concilio & Oliveira, 2015) who may own such a social capital 

and knowledge from their livelihood (Lea, Blackstock, Giang & Vogt; 2015) that is 

valuable for improving the community´s living conditions and environment. By 

integrating local community and citizens to urban development the city strengthens 

bottom-up smart city development and improves technology acceptance among the 

citizens (Ballon et al., 2005; Lea et al., 2015; Schaffers et al., 2011). 

 

Value proposition is associated with the stakeholder relations and business model design. 

Value is linked to benefits (Rescher, 1969) each stakeholder is seeking from the value 

networks and stakeholder relations. Received value may occur in the form of goods, 

services, financial profits, cost savings, knowledge or in improved quality (Allee, 2008; 

Sainio, Saarenketo, Nummela & Eriksson, 2011), but received value may further emerge 

in-directly in the value networks (Allee, 2008; Ojala & Helander, 2014; Ojala & 

Tyrväinen, 2011). Access to a new market or resources that otherwise are unreachable 

are examples of the in-direct value in the value networks (Ojala & Helander, 2014).  
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Smart cities are growing markets attracting multiple organizations and stakeholders. 

Despite of tremendous possibilities the smart city phenomenon creates, leading smart city 

from pilot stage to more mature level takes time and results may be realized with extended 

period of time. Smart city strategy, quadruple helix collaboration and ecosystem 

orchestration and management improve communication and trust among stakeholders and 

enhance to evaluate value propositions and business potential in the smart city projects. 

 

4 Conclusion 

 

This paper elaborated and presented smart city conceptual model (SCCM), which aim is 

to strengthen smart city design and ecosystem governance. The rationale for elaborating 

SCCM emerge from the perception that cities´ have inadequate capabilities to govern 

complex smart city ecosystems and manage rapidly changing digital technologies in city 

setting.  Due to these reasons many nascent smart city projects perish after the project 

funding is used. Aim of the SCCM is to assist smart city practitioners to form long-term 

smart city vision and strategy, facilitate the governance of the heterogeneous stakeholder 

relations and digital technologies and to assist evaluate risks and funding needs.  SCCM 

aims further to enhance the smart city stakeholders to outline and evaluate smart city 

projects and assist to unlock the barriers for business model innovation and value creation 

in the smart city ecosystems. SCCM consists of four main dimensions, strategy, 

technology, governance and stakeholder and their sub-components. SCCM dimensions 

and sub-components form meaningful interrelations and provide comprehensive 

approach to design smart city initiatives and ecosystems.  

 

It is highlighted to integrate social, economic and ecological perspectives to enhance 

social sustainability in society (Eizenberg & Jabareen, 2017). One of the emphazised 

goals for smart city initiatives is to improve the quality of citizens´ lives. Including social 

and political aspects in the SCCM would extend perspectives for more resilient and 

sustainable smart city design. Further, indicators to measure and analyze smart city 

initiatives are emphasized to support the management and success of the smart city 

projects.  
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Abstract Operating Rooms (OR’s) are complex, high tech environments 

with extensive use of medical equipment and information technology. The 

implementation of new medical equipment with the aim to increase safety, 

improve patient outcomes or to improve efficiency may initially cause 

disruptions in the OR, which influence its success. Between and within 

hospitals the implementation of medical equipment varies and a generic 

implementation model omits. The aim of this study is to identify factors for 

successful implementations according to surgical supportive staff. Results 

are compared with findings from other published studies. In total 90 out of 

235 surveys were returned (38%). Respondents, scrub nurses and 

circulating nurses, indicate that implementation and integration of new 

medical equipment in current activities and ICT systems remain a 

challenge. In this study we identified the following factors: a coherent and 

holistic implementation approach; integration of medical equipment in 

processes, systems and organization; knowledge and skill development and 

effective communication during the implementation process.  
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1 Introduction 

 

Operating Rooms (OR’s) are one of the most complex, high tech and high reliability 

environments to implement radical transformations. In OR´s surgeries are performed by 

surgeons, supported by anesthetic (supportive) staff and surgical supporting staff (scrub 

and circulating nurses) (Frasier et al., 2017; Kang, Massey, & Gillespie, 2015; 

Sheikhzadeh, Gore, Zuckerman, & Nordin, 2009). To enable these surgeries additional 

stakeholders are involved, such as the sterilization department, logistical employees and 

in some instances operators, or manufacturers of medical equipment. The implementation 

of new medical equipment or new information technology requires a systemic approach, 

since many stakeholders and resources in the OR are affected and involved. The Dutch 

Hospital Association (NZA) agreed upon a set of rules regarding the implementation of 

new medical devices in hospitals: Covenant Medical Technology (CMT). This agreement 

provides policy guidelines throughout the life cycle of medical equipment to ensure 

patient safety. These policies address acquiring, implementing, using, and disposing 

medical devices (Dutch Hospital Association, 2016). In the CMT medical devices are 

defined as devices that have direct impact on the patient and the outcome of the treatment. 

These devices entail technical devices varying from mechanical equipment to electronic, 

and information processing devices (i.e. hardware and software). For the purpose of this 

study medical devices and (medical) information technology (i.e. hardware and software) 

are referred to as medical equipment. Hospitals in the Netherlands have implemented the 

CMT and these hospitals defined and implemented local policies throughout the life cycle 

of medical devices. The Dutch Health and Youth Care Inspectorate regularly audits the 

associated local policies regarding this CMT. Implemented local policies related to the 

CMT result in a variety of ways to implement medical equipment, resulting in a variety 

of implementation activities, implementation outcomes, and unexpected implementation 

lead times. In our opinion generic implementation guidelines for medical equipment in 

OR’s should be available to contribute to patient safety, as patient safety is one of the 

main pillars in hospitals to ensure safe surgical and treatment interventions. Therefore, the 

aim of our study is to search for factors of importance regarding the implementation of 

new medical equipment in the OR among various stakeholders. In this study we focus on 

surgical supporting staff, as stakeholders in the implementation process, and as members 

of the surgical team (Stefanidis, Fanelli, Price, & Richardson, 2014). When new medical 

equipment is introduced in the OR, surgical supporting staff should be able to complete 

their tasks related to this new equipment. Surgical supporting staff is involved in 

preparatory activities prior to surgeries such as logistics, assembly, setup and disassembly 

of medical equipment, and ensures compliance to other protocols such as safety, hygiene 

and sterility. 

 

For this explorative study the following research question is defined: 

 

Which factors for successful implementation can be identified from a surgical supporting 

staff’s perspective, when introducing new medical equipment in the OR? Medical 

equipment also includes information systems.  
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2 Methods 

 

The purpose of this study is to explore relevant factors for implementations of new 

medical equipment according to surgical supporting staff. In addition we performed a 

literature review to compare our findings. To this end we searched for papers in the 

database PubMed using the following words: implementation of medical equipment, 

information systems, equipment in OR’s. 

 

2.1 Study population 

 

The data gathering process took place at an annual two-day congress for surgical 

supporting staff (scrub nurses and circulating nurses) in The Netherlands. Surgical 

supporting staff from various hospitals visited this congress and this survey was included 

in the information package which was handed out during registration. 

 

2.2 Survey 

 

As many attendees were expected to attend the congress, we used a questionnaire or 

survey to gather data. Based on available literature, the following variables were identified 

for our study (Dutch Hospital Association, 2016; Stefanidis et al., 2014): 

1. Implementation: needed steps for an implementation process; aspects for 

successful implementation; best practises and possibilities for improvement; 

2. Training and governance: needed elements of and responsibility for the training 

process; 

3. Readiness: readiness assessments. 

Aside these themes we explored other factors regarding the implementation 

process of technology: 

4. Other: use of an implementation protocol; use of the Covenant for Medical 

Technology (CMT). 

 

A survey was set up by the first author (NSM) and this survey was reviewed by members 

in the research team. The final survey consisted of two sections with 28 open ended and 

closed questions in Dutch language (Bryman & Bell, 2007). The first section is used to 

gather data about the respondent, their role within the OR, their working environment 

(hospital) and their specialisms. In the second section respondents provide information 

regarding implementations in their working environment. In table 1 the relation between 

variables and questions is explained, as well as the type of response.  
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Table 1: Variables related to questions in survey 

 
Variable Question Type of response 

1. Implementation Q14: Which steps are currently undertaken in the 
implementation process for new medical equipment? 

Multiple responses 

 Q16: Which aspects are important when implementing new 
medical equipment successfully? 

Open question 

 Q20a: Which aspects of the implementation process 
are currently going well? 

Open question 

 Q20b: Which aspects of the implementation process 
provide room for improvement? 

Open question 

 Q22: It is clear how new medical equipment are being 
implemented. 

Likert scale (1-5) 

Variable Question Type of response 

2. Training and 
governance 

Q15: Which elements should be part of training prior to 
the implementation of new medical equipment? 

Multiple responses 

  
Q17: Who should be responsible for organizing and 
facilitating necessary training regarding the new medical 
equipment? 

 
Multiple responses 

 
Q19: Who should assess if a scrub nurse is ready for using 
the new medical equipment? 

Multiple responses 

3. Readiness Q18: How should the readiness for the use of the new 
medical equipment be assessed? 

Multiple responses 

4. Other Q23: Currently an implementation protocol is in place for 
the implementation of new medical equipment 

Likert scale (1-5) 

 Q23 The covenant medical technology is currently in 
use in our hospital 

Likert scale (1-5) 

 

In the last part of the survey, respondents reflected on statements regarding 

implementation processes and activities in the respondents’ working environment. 

 

2.3 Data gathering and processing 

 

Completed surveys were handed in by the respondents at the information desk of the 

congress. These surveys were processed in IBM SPSS Statistics version 23 and Microsoft 

Excel 2013. We mainly used descriptive statistics to analyze and evaluate the responses 

due to the explorative nature of this study. Responses to open ended questions were 

categorized traceably in Microsoft Excel. 

 

3 Results 

 

There were 235 surgical supporting staff visitors at the congress and surveys were handed 

out to these visitors. The number of completed surveys was 92 (response 39%). Two 

records were deleted (response=38%), since these records contained mainly missing 
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values (n=90). The literature review resulted in 24 articles and relevant articles were used 

to analyze survey results. 

 

3.1 Respondent information 

 

Out of the 90 respondents, 8 were male and 84 female. Four of the respondents were scrub 

nurses in training, 18 had less than 5 years of experience and 58 had more than 5 years of 

experience. The respondents represented 43 Dutch hospitals; one respondent was a visitor 

from Luxembourg and two respondents worked in Belgium. The respondents had one or 

more medical specialties or focus areas, shown in table 2.  

 
Table 2: Focus areas of the respondents (Results) 

 
 Focus area Frequency Percentage of total  

 All-round 27 19%  

 General surgery 20 14%  

 Orthopedics 18 12%  

 Ear Nose Throat 18 12%  

 Gynecology 11 8%  

 Plastic surgery 11 8%  

 Ophthalmology 10 7%  

 Vascular surgery 8 6%  

 Neurosurgery 7 5%  

 Traumatology 4 3%  

 Urology 4 3%  

 Bariatrics 3 2%  

 Cardiology 2 1%  

 Oral surgery 1 1%  

 Oncologic surgery 1 1%  

 

Table 2 shows the frequency distribution of focus areas of respondents and the focus areas 

all- round, general surgery, orthopedics and ear, nose and throat (ENT) were mentioned 

often. The majority of the respondents (99%) stated that medical equipment was 

implemented up to two years prior to completing the survey. In table 2 the impact of 

implementations is presented.  

  



284 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

N. S. Misser, J. Jaspers, B. van Zaane, H. Gooszen & J. Versendaal: Transforming operating rooms: 

factors for successful implementations of new medical equipment 

 
Table 2: Impact of implementations (Results) 

 
Topic Process changes 

n=89 

I CT Changes 

n=86 

 Training 

n=86 

Response Yes No Don’t 

know 

Yes No Don’t 

know 

Yes No Don’t 

know 

Percentage of 

responses 

80% 16% 4% 62% 15% 13% 91% 9% 0% 

 

The respondents indicate that the implementation of medical equipment impacts the 

working activities (processes), resulting in alteration of processes and protocols (80%). In 

protocols for surgical supporting staff, instructions for work are described. In 62% of the 

cases medical equipment resulted in changes within information systems and 91% of the 

respondents indicated that they received some kind of training related to the 

implementation of medical equipment.  

 

3.2 Implementation 

 

Implementation of new medical equipment in OR’s can be complex task, as many 

stakeholders are involved. Respondents provided an overview of undertaken activities to 

implement medical equipment, see table 3. 

 
Table 3: Needed steps in an implementation process (Results) 

 
Undertaken Steps Frequency 

  N=90  
Percentage 

Introducing device 82 91% 

Simulations 70 78% 

Inform stakeholders 60 67% 

Theoretical training 54 60% 

Supervision by coworker 48 53% 

Evaluating experiences 23 26% 

Skills assessment 18 20% 

Modifying Protocols 3 3% 

Other 3 3% 

 

Respondents were able to choose which steps were taken when implementing medical 

equipment; they were able to add activities to the set of responses. Based on their 

experience, respondents recognized 5 relevant steps during implementation: introduction 

of the device, simulations, informing stakeholders, theoretical training and instructions, 

and supervisions by coworkers while practicing. Skills assessments, evaluation of 

experiences, and modification of working protocols were recognized less frequent as part 

of undertaken steps for implementation. Activities of importance during implementation 
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were: receiving information and instructions regarding the device, practicing with the 

device, and the need of clear procedures regarding the use of the device (question 16). 

Respondents defined the following activities that went well during implementation: 

practicing, with the device, collaboration with the manufacturer of the device and 

receiving assistance, information and instructions related to the use of the device. 

However, 35 respondents (38%) identified aspects needing improvement. These aspects 

were: introduction time, meaning that the implementation process was rushed and that 

more time was needed (n=9); a lack of information regarding the device, limited 

instructions (n=9), and limited assessment regarding the use of the device (n=9). Based on 

the statement regarding the clarity of the implementation process, 15% of the respondents 

(fully) agreed and 38% indicated that more clarity in the implementation process is 

needed. 

 

3.3 Training and governance 

 

Training of users of new medical equipment is part of the implementation process, as 

training contributes to the safe use of medical equipment in the OR. Scrub nurses were 

able to select necessary features for training prior to the implementation of medical 

equipment. These features are shown in table 4.  

 
Table 4: Training features (Results) 

 
Training feature Frequency 

N=90 
Percentage 

Introduction to the device 83 92% 

Simulate 77 86% 

Knowledge sharing from an expert 76 84% 

Video of device use 58 64% 

Specific courses 48 53% 

Online course 39 43% 

Training changing ICT 37 41% 

Training in changing protocols 32 36% 

Congress visits 27 30% 

Simulate on animate models 19 21% 

Assessing previous research 15 17% 

Other 7 8% 

 

Respondents indicated that instructions of and introductions to the new device are vital 

to the implementation process. Simulations, practicing with the device and expert 

knowledge should be parts of training as well. Furthermore, videos and courses regarding 

the device are marked as important. Respondents (n=68) indicated that the manager of 

the OR is responsible for organizing and facilitating trainings regarding the introduction 



286 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

N. S. Misser, J. Jaspers, B. van Zaane, H. Gooszen & J. Versendaal: Transforming operating rooms: 

factors for successful implementations of new medical equipment 

 

of a new medical equipment. Senior scrub nurse (n=24), surgeons (n=21) and the technical 

department (n=17) are indicated as responsible stakeholders for organizing and 

facilitating trainings. 

 

3.4 Readiness for use 

 

During training the question arises how the readiness for use of the new device should be 

assessed. Respondents preferred a self-assessment (n=43) and a demonstration to 

colleagues (n=31) as preferred options for readiness assessments, followed by an exam with 

demonstration and an exam at an external institute. Assessments performed by 

manufacturers or supervisors are other preferred ways to assess the readiness for use. 

 

3.5 Implementation protocols 

In the last part of the survey respondents were able to reflect on statements regarding an 

the presence of an implementation protocol and the implemented Covenant Medical 

Technology (CMT). The results to these statements are shown in table 4.  

 
Table 4: Results on presence implementation protocol and implementation of the CMT 

 
 Completely 

disagree 
Disagree Neutral Agree Fully 

agree 
Don't 
know 

Protocol present 
(n=85) 

5% 22% 16% 20% 8% 31% 

CMT implemented 
(n=81) 

1% 12% 11% 32% 12% 33% 

 

Almost 28% of the respondents agreed with the statement that an implementation protocol 

was present for the implementation of new medical equipment. In paragraph 3.1 the 

majority of the respondents (99%) indicated that medical equipment was implemented 

and a large percentage indicated that either a protocol omits (27%) or that respondents were 

not aware of the existence of an implementation protocol (30%). Regarding the 

implementation of the Covenant Medical Technology (CMT), 41% of the respondents 

agreed with the statement that the CMT was implemented in their hospital and 31 % of the 

respondents was not aware of the implementation of the CMT. Only 12% of the respondents 

disagreed with this statement, meaning that the CMT was not yet implemented in their 

hospital. 

 

4 Discussion 

 

In this study we explored factors for successful implementations of new medical 

equipment according to surgical supporting staff, with a focus on scrub nurses and 

circulating nurses. Ongoing activities for surgeons and surgical supporting staff are 

disrupted by the implementation of innovations, which can be either updated or new 

equipment or procedures (Stefanidis et al., 2014). New medical equipment to be used 

during surgeries, require skill and experience regarding the use of the device. Skill and 

experience vary as many stakeholders are involved in preparation, during and after 
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surgeries. The need for the perspective of surgical supporting staff is supported by 

Stefanidis’ study (2014), as they are part of the surgical team. A notable finding is that 

respondents feel that the manager of the OR should be responsible for the organization and 

facilitation of training regarding new medical equipment, whereas surgeons indicate that 

surgeons themselves are responsible for the monitoring of the introduction of new 

equipment (Stefanidis et al., 2014). An explanation may be that needed skills and 

experience regarding the new device differs: surgeons monitor the functionality and use 

of the new device during surgery and surgical supporting staff is involved in supporting 

activities prior, during and after surgery. In literature there are many cases regarding new 

operative techniques and new medical equipment with varying success of the 

functionality of the device, but the number of studies and holistic methods for 

implementation of new medical devices in OR´s is limited. Respondents indicate that the 

success of implementations of new medical equipment varies and that implementations 

are perceived to be rushed through.  

 

A large group indicates that an implementation protocol omits and that awareness of the 

implementation of the CMT is limited. Although policies regarding the CMT should be 

in place, respondents indicate that more time is needed for implementation activities and 

communication needs to be improved. Stakeholders in the OR perform tasks according to 

protocols and respondents indicate that the integration of new medical equipment requires 

changes in protocols and ICT systems. Surprisingly, only a minority of respondents 

confirms that relevant protocols are actually updated due to the implementation of new 

medical equipment. Based on literature and experience we argue that implementation of 

new medical equipment should be approached in a holistic matter, taking multiple 

perspectives of stakeholders into account. We argue that implementation activities should 

result in integration in processes (protocols), systems and organization, knowledge and 

skill development, and increased experience. Therefore, respondents confirm the need for 

effective communication, training, time for and clarity of the implementation process. We 

propose that these are factors for successful implementation of medical devices. Careful 

preparation and planning is needed to identify the team members and to identify steps for 

implementation. Integration in (ICT) systems and regular activities by updating protocols 

is needed during the implementation (Frasier et al., 2017; Meyfroidt, 2009).  

 

Respondents confirm, in accordance with literature, that introductions to the device, 

simulations and training are necessary to work effectively and safely with the new device. 

They indicate that simulation and training is needed and they value expert instructions and 

videos (Carrino et al., 1998; Guédon et al., 2014; Marvik, Lango, & Yavuz, 2004; 

Pennington & DeRienzo, 2010; Pluyter, Rutkowski, & Jakimowicz, 2014). Regarding 

readiness assessments surgical supporting staff prefers self-assessments and 

demonstration to colleagues, whereas surgeons suggest extensive training for use of the 

new device (Stefanidis et al., 2014). This distinguishes the roles, as supportive surgical 

staff is responsible for setup and disassembly of equipment and surgeons are responsible 

for the safe use of the medical device and the patient outcome (Collar et al., 2012). During 

the implementation process involvement of the operating team and other stakeholders is 

needed facilitated by effective communication throughout the implementation process 
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(Bhatt, Carlson, & Deckers, 2014; Frasier et al., 2017; Marvik, Lango, & Yavuz, 2004; 

Pennington & DeRienzo, 2010; Saleem et al., 2015). 

 

5 Limitations 

 

This study results in factors for successful implementations of medical technology in 

OR´s based on a survey from the perspective of surgical supporting staff (scrub nurses and 

circulating nurses). Other members of surgical supporting staff such as anesthetic 

(supporting) staff, operators of medical equipment and other departments are not included 

in this study. The identified factors for implementation still need validation based on 

empirical data. 

 

6 Conclusion 

 

Disruptions in OR’s and enhancements of medical care are also influenced by introducing 

new medical equipment. In this study we focused on the research question "Which factors 

for successful implementation can be identified from a surgical supporting staff’s 

perspective, when introducing new medical equipment in the OR?" Based on the survey 

results and literature we identified the following factors relevant for an implementation 

of medical equipment in the OR: a coherent and holistic implementation approach; 

integration in processes, systems and organization; knowledge and skill development and 

effective communication during the implementation process.  
 

 

Acknowledgment 

 

The authors express their gratitude to the Dutch Operating Room Nurses Association (LVO) for the 

opportunity to distribute surveys at their annual congress (www.lvo.nl). 

 

References 

 

Bhatt, A. S., Carlson, G. W., & Deckers, P. J. (2014). Improving operating room turnover time: a 

systems based approach. Journal of Medical Systems, 38(12), 148. 

https://doi.org/10.1007/s10916-014-0148-4 

Bryman, A., & Bell, E. (2007). Business Research Methods. New York, USA: Oxford University 

Press. 

Carrino, J. A., Unkel, P. J., Miller, I. D., Bowser, C. L., Freckleton, M. W., & Johnson, 

T. G. (1998). Large-scale PACS implementation. Journal of Digital Imaging, 11(3 Suppl 1), 3–7. 

Collar, R. M., Shuman, A. G., Feiner, S., McGonegal, A. K., Heidel, N., Duck, M., … Bradford, C. 

R. (2012). Lean Management in Academic Surgery. Journal of the American College

 of Surgeons, 214(6), 928–936. 

https://doi.org/http://dx.doi.org/10.1016/j.jamcollsurg.2012.03.002 

Dutch Hospital Association. (2016). Convenant Veilige toepassing van medische technologie in de 

medisch specialistische zorg. Bilthoven: Barnyard Creative Powerhouse. 

Frasier, L. L., Pavuluri Quamme, S. R., Becker, A., Booth, S., Gutt, A., Wiegmann, D., & 

Greenberg, C. C. (2017). Investigating Teamwork in the Operating Room. JAMA Surgery, 

152(1), 109. https://doi.org/10.1001/jamasurg.2016.3110 

http://dx.doi.org/10.1016/j.jamcollsurg.2012.03.002


31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

N. S. Misser, J. Jaspers, B. van Zaane, H. Gooszen & J. Versendaal: Transforming operating 
rooms: factors for successful implementations of new medical equipment 

289 

 
Guédon, A. C. P., Wauben, L. S. G. L., de Korne, D. F., Overvelde, M., Dankelman, J., & van den 

Dobbelsteen, J. J. (2014). A RFID Specific Participatory Design Approach to Support Design 

and Implementation of Real-Time Location Systems in the Operating Room. Journal of Medical 

Systems, 39(1). https://doi.org/10.1007/s10916-014-0168-0 

Kang, E., Massey, D., & Gillespie, B. M. (2015). Factors that influence the non- technical skills 

performance of scrub nurses: a prospective study. Journal of Advanced Nursing, 71(12), 2846–

2857. https://doi.org/10.1111/jan.12743 

Marvik, R., Lango, T., & Yavuz, Y. (2004). An experimental operating room project for advanced 

laparoscopic surgery. Seminars in Laparoscopic Surgery, 11(3), 211–216. 

Meyfroidt, G. (2009). How to implement information technology in the operating room and the 

intensive care unit. Best Practice & Research Clinical Anaesthesiology, 23(1), 1–14. 

https://doi.org/10.1016/j.bpa.2008.07.004 

Pennington, C., & DeRienzo, N. R. (2010). An Effective Process for Making Decisions About 

Major Operating Room Purchases. {AORN} Journal, 91(3), 341–349. 

https://doi.org/http://dx.doi.org/10.1016/j.aorn.2009.10.021 

Pluyter, J. R., Rutkowski, A. F., & Jakimowicz, J. J. (2014). Immersive training: Breaking the 

bubble and measuring the heat. Surgical Endoscopy and Other Interventional Techniques, 

28(5), 1545–1554. https://doi.org/10.1007/s00464- 

013-3350-4 

Saleem, J. J., Plew, W. R., Speir, R. C., Herout, J., Wilck, N. R., Ryan, D. M., … Phillips, T. (2015). 

Understanding barriers and facilitators to the use of Clinical Information Systems for intensive 

care units and Anesthesia Record Keeping: A rapid ethnography. International Journal of 

Medical Informatics, 84(7), 500– 

511. https://doi.org/http://dx.doi.org/10.1016/j.ijmedinf.2015.03.006 

Sheikhzadeh, A., Gore, C., Zuckerman, J. D., & Nordin, M. (2009). Perioperating nurses and 

technicians’ perceptions of ergonomic risk factors in the surgical environment. Applied

 Ergonomics, 40(5), 833–839. 

https://doi.org/http://dx.doi.org/10.1016/j.apergo.2008.09.012 

Stefanidis, D., Fanelli, R. D., Price, R., & Richardson, W. (2014). SAGES guidelines for the 

introduction of new technology and techniques. Surgical Endoscopy, 28(8), 2257–71. 

https://doi.org/10.1007/s00464-014-3587-6 

 



290 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

 
 

 



31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

A. Pucihar, M. Kljajić Borštnar. P. Ravesteijn, J. Seitz & R. Bons  

 

 

Digital Transformation in Retail: 

Can Customer Value Services enhance the Experience? 
 

MICHAEL MEYER, PATRICK HELMHOLZ  

& SUSANNE ROBRA-BISSANTZ 
21 

Abstract The brick-and-mortar retail is struggling with the digital 

transformation and the shift to e-commerce. Likewise, technological 

developments in retail service delivery raise new questions concerning the 

nature of relationships between retailers and customers. To secure a strong 

customer relationship and support satisfaction, retailers have to transform 

their real-world advantages into digital goods and offer new value services 

to the customer. With an iterative process based on design science research 

(DSR), we want to explore the impact of different combinations of 

technology-mediated value services in customer-retail-relationships. 

Therefore, we want to evaluate, compare and classify a combination of 

emotional and context-aware approaches as well as services which link 

online and offline advantages. This research is aimed to identify services to 

support and lead the brick-and-mortar retailers through the digital 

transformation. 

 

Keywords: • retail • context • emotion • digital transformation • customer 

value service • 

                                                           

 
CORRESPONDENCE ADDRESS: Michael Meyer, University of Braunschweig, Chair of Information 

Management, Mühlenpfordtstr. 23, Braunschweig, Germany, e-mail: m.meyer@tu-

braunschweig.de. Patrick Helmholz, University of Braunschweig, Chair of Information 

Management, Mühlenpfordtstr. 23, Braunschweig, Germany, e-mail: p.helmholz@tu-

braunschweig.de. Susanne Robra-Bissantz, University of Braunschweig, Chair of Information 

Management, Mühlenpfordtstr. 23, Braunschweig, Germany, e-mail: s.robra-bissantz@tu-

braunschweig.de. 

 

DOI https://doi.org/10.18690/978-961-286-170-4.19  ISBN 978-961-286-170-4 

© 2018 University of Maribor Press 

Available at: http://press.um.si. 



292 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

M. Meyer, P. Helmholz & S. Robra-Bissantz: Digital Transformation in Retail: Can Customer 

Value Services enhance the Experience? 

 

1 Introduction 

 

The significant and continuous growth of e-commerce as well as the digital 

transformation itself are responsible for a necessary transformation process of the brick 

and mortar retail sector (Dennis, Jayawardhena, & Papamatthaiou, 2010; Doherty & Ellis-

Chadwick, 2010; Hagberg, Sundstrom, & Egels-Zandén, 2016; Sands, Ferraro, & Luxton, 

2010). The current phenomenon of digitalization in retail space is subject of different 

research projects with particular importance (Hagberg et al., 2016; Keeling, Keeling, & 

McGoldrick, 2013). At the same time mobile devices – especially smartphones and 

recently smartwatches – enable this digital transformation and trend to change the 

customer behavior (Blázquez, 2014). Mobile devices offer more specific and situation-

related information to the customer (Rohm & Sultan, 2006). Adopting to this mobile and 

smart technology, nowadays customers are able to access the internet anytime and 

anywhere. Thus, they are also able to get product-specific information like price ranges, 

pictures and customer reviews faster and easier (Spaid & Flint, 2014). Furthermore, not 

only the customers’ behavior changes, their expectations do as well. While integrating 

mobile devices into their everyday life, customers expect enhanced accessibility of 

retailers in online and offline channels (Fulgoni, 2014). This new digital retail situation 

offers many threads but also numerous opportunities for brick-and-mortar retail 

(Härtfelder & Winkelmann, 2016). The brick and mortar sector has already recognised 

the problems, but so far hardly reacted. New approaches and technologies should 

therefore be carried primarily through research into the retail sector. 

 

To serve the customer better and offer a good customer-experience, it seems necessary to 

combine the positive parts of online and offline channels to an omni-channel strategy. 

Based on the current situation of brick-and-mortar retail, we want to examine if it is 

possible to digitalize the retailer’s advantage of personal advice, supported by emotional 

data, to achieve a closer and more personal digital relationship between customer and 

retailer.  

 

The broad definition of digitalization is the “integration of digital technologies into 

everyday life by the digitalization of everything that can be digitized” (Brave & Nass, 

2002). Furthermore, it is firstly linked to create new value (Amit & Zott, 2001) and 

secondly to enhance the relationship between customer and retailer (Hagberg et al., 2016). 

As said, this relationship has changed fundamentally within the last years, due to the 

increased use of internet technologies. At the same time and due to the spreading of 

mobile devices, using contextual information may lead to a personalized digital advisory 

(Härtfelder & Winkelmann, 2016). Especially inner states like emotions can provide 

insights into the customers’ specific situations and thus their needs (Brave & Nass, 2002). 

Understanding and solving the customers’ problems in a digital enhanced way can 

increase the perceived equality in the relationship between customer and retailer (Scoble 

& Israel, 2014).  
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2 Research Agenda 

 

Based on the current situation of brick-and-mortar retail, we intend to examine if there is 

a possibility to digitalize the retailers’ advantage of personal advice, supported by 

contextual data, to achieve a closer and more personal digital relationship. Keeling et al. 

(2013), which classified different human-to-human and human-to-technology 

relationships (see chapter 4 and Figure 1), already observed that some artefacts like plain 

websites or nowadays avatars are less co-operative and socio-emotional than relationships 

to real people (Keeling et al., 2013). Based on their work we plan to examine new digital 

value services, which perform better in terms of cooperation and socio-emotionality. 

Additionally, we intend to combine retailers’ online and offline advantages to increase 

the customer experience and satisfaction. In our approach, we suggest a contextual 

respectively emotional customer situation analysis to digitalize and extend the retailers’ 

advantage of personal advisory. 

 

Our research follows the design science research methodology (DSRM) of Peffers et al. 

(2007) in order to test and evaluate appropriate information system artefacts for the brick 

and mortar retail business. Accordingly, we are planning an iterative process consisting 

of surveys, experiments with existing applications or prototypes and finally prototypical 

development (see Figure 3). 

 

Correspondingly, this research-in-progress paper is structured as follows. In the next 

chapter, we'll explain the importance of context-aware value services for retail, especially 

emotions as a highly important context factor (see chapter 3.1). In chapter 3.2, we propose 

emotional-awareness as an approach to enhance customer-centric value services in order 

to describe, understand and use the situation of the customer. In chapter 3.3, we introduce 

cooperation and co-operative information systems and the added values they offer to the 

customer. Chapter 4 demonstrates our approach to test and classify different modern 

information systems. The classification will follow and enhance the basic research of 

Keeling et al. (2013), who were able to categorize different technologies for customer-

retailer relationships in 2013. In a similar way we plan to compare different modern 

information systems in order to understand why and how various elements will affect the 

customer-retailer relationship. Chapter 5 sums up the approach of this research and 

presents future work. 

 

3 Context-aware Value Services 

 

To enable a better and more personalized user experience for retail shopping, it is 

important to describe a customer’s situation. The elements of a situation are defined by 

context. “Context is any information that can be used to characterize the situation of an 

entity” (Dey & Abowd, 1999). An entity is deemed as a person, place, or an object. 

Therefore, any kind of information which helps to characterize the situation of a customer 

can be considered as context (Dey, 2001). Minsky (2007) expanded the term context to a 

multidimensional parameter involving time, location and subjectivity in perceptions and 

emotions. Accordingly, context-awareness means the ability of a software to adapt to a 
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current situation. Software or applications of this kind are able to change their behavior 

in a certain situation in order to create a context-based value to the user (Baldauf, 2007). 

Due to the advances in technology, the decrease of cost and size of devices and to the 

onward development of sensors, context-aware computing is pushed forward (Yurur et 

al., 2016). Especially in combination with mobile devices, the use of context information 

and context-aware applications seems reasonable (Baldauf, 2007). Using a mobile device, 

the changing situation and therefore the context of the customer can be tracked. Related 

to retail, context-awareness could be a way to improve the shopping experience and 

intensify the personal relationship by better understanding what the customers want and 

how they would like to be advised (Frijda, 1993). For our research, we intend to focus on 

a very specific context factor which has a great influence on shopping behavior: the 

human emotion. 

 

3.1 The Power of Emotions 

 

In the following, we discuss the importance of emotions and how they are able to 

influence our daily life. Furthermore, we illustrate the role emotions can play in relation 

to information systems, especially as an enabler for designing more personalized services 

for the customer. An emotion is a reaction of the human body to an occurring stimulus 

like an event of a certain importance to the customer. At the same time, they lead to high 

mental activity and can contain high degrees of pleasure or displeasure (Brave & Nass, 

2002; Cabanac, 2002). Since emotions manifest in different ways, many researchers try 

to pinpoint what kind of emotions exist and how they can be categorized (Lövheim, 2012; 

Plutchik, 2001; Russell, 1980). In addition, some researchers tried to define basic 

emotions like anger, disgust, fear, happiness, sadness and surprise (Ekman, 1992). 

Emotions are a typical human characteristic and have an impact on many aspects of our 

life like perception, rational thinking und decision making (Brave & Nass, 2002; Hussain, 

Peter, & Bieber, 2009; Picard, 1995; Reeves, Deeks, Higgins, & Wells, 2008).  

 

Therefore, they can be responsible for one being productive or staying in bed as well as 

buying a new product or cancelling a shopping process. Since humans tend to treat 

computers like other humans, emotions are also a field of interest of information systems 

research, especially human-computer interactions (Brave & Nass, 2002; Picard, Vyzas, 

& Healey, 2001). The research field of affective computing is dedicated to enable 

information systems to properly react to human emotions and therefore to be able to 

simulate emotional intelligence (see chapter 3.2; Picard, 1995). An emotion-aware 

information system may be capable of enhancing the communication between human und 

information system (Peter & Urban, 2012). This in turn can lead to a better und more 

fitting adaptation to the customer’s situation and to an increased customer experience. 

For example, an information system that uses the customer’s emotional state as an 

information to understand his or her situation may enhance the pleasure of the purchasing 

process (Hussain et al., 2009). 
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3.2 Emotional Intelligence and Measurement 

 

Humans are able to observe and understand emotional states of another person by 

recognizing facial expressions, gestures, posture and other information concerning the 

current situation (Hussain et al., 2009). So how can an information system be enabled to 

measure und interpret human emotions? There are various methods to deduce emotional 

states. On the one hand the evaluation of facial expressions and variances of the voice can 

be consulted to gain knowledge about the customer’s emotions (Brave & Nass, 2002; 

Essa & Pentland, 1994; Essa & Pentland, 1995; Peter & Russel, 2008). On the other hand, 

biofeedback like heart rate and skin conductance can provide vital information for 

uncovering emotional states (Picard & Klein, 2002; Picard et al., 2001). To measure 

emotions in a mobile environment, smartphones and smartwatches, equipped with 

different biometric sensors, provide an unobtrusive possibility of measurement 

(Bachmann et al., 2015; LiKamWa et al., 2013; Muaremi, Arnrich, & Tröster, 2013). 

Finally, self-assessment can be a method to determine the current emotional state of an 

individual. This kind of self-report measure uses questionnaires to gain insight and exists 

in different forms. Some questionnaires present words like adjectives to describe 

emotions (Izard, 1972). Others use a two-dimensional approach and distinguish between 

arousal as a degree of activation and valence to define whether an emotion is either 

pleasant or unpleasant (Barrett & Russell, 1999). In addition, some researcher use 

pictures, pictograms or even emoticons to provide an emotional scale (Bradley & Lang, 

1994; Meschtscherjakov, Weiss, & Scherndl, 2009). The ability to recognize and 

understand emotions – both of oneself and of others – is known as emotional intelligence. 

Part of this is integrating this emotional information in order to enhance and support one’s 

problem-solving. Another important component of emotional intelligence is the appraisal 

and expression of emotions, which can also be described with the term empathy (Mayer 

& Geher, 1996; Salovey & Mayer, 1990). In our research approach, we intend to unlock 

and increase the possibilities of information systems to work with emotional information 

in order to obtain emotional intelligence. 

 

3.3 Co-operative Services 

 

In the following, we derive co-operative services and show their characteristics. People 

cooperate with each other because of emotional relationships or moral obligation. For a 

cooperation, at least two partners agree on the contribution and the outcome of the 

cooperation. A common strategy to reach a goal is not needed for a cooperation (Gerosa 

et al., 2006). A behavior is cooperative if it provides a benefit to another individual and 

if it has evolved at least partially because of this benefit (West, Griffin, & Gardner, 2007). 

Information systems can actively support cooperation between provider and customer, or 

even act as cooperation partners themselves. Co-operative information systems support 

the customer proactively and context-aware. They provide the customer with help and 

recommendations without actively asking for it, like context-aware recommender systems 

or digital assistants. A digital assistant should feel like a good friend with whom the users 

like to communicate (Siemon et al., 2017; West et al., 2007). 
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4 Emotional and Co-operative Digital Value Services 

 

New technological developments and information systems in retail service delivery raise 

new questions concerning the nature of relationships between retailers and customers. 

Keeling et al. (2013) categorized retail and social relationships in four different 

dimensions. Guided by their classification, Figure 1 visualizes different human-to-human 

and human-to-technology relationships according to the two dimensions 

cooperative/friendly – competitive/hostile and socio-emotional/informal – task-

oriented/formal. The classification shows that the human-to-technology relationships like 

plain websites or avatars are situated in the lower left quadrant and thus are more 

competitive and task-oriented than classic social relationships to team mates, neighbors 

or close friends. It is also indicated that human-to-human retail relationships are classified 

quite differently. While a phone salesman is classified as more competitive and task-

oriented, the relationship with a farmer’s market sales person feels more emotional, 

friendly and co-operative. 

 

 
Figure 1: Relationships in digital age based on Keeling et al. (2013) 

 

In our research approach, we intend to close the identified gap between human-to-

technology relationships and human-to-human retail relationships by enhancing the 

customer’s perception of the co-operation and friendliness as well as socio-emotionality 

and informality of a digital value service. With these, we aim for a solution to ultimately 

improve the customer-retailer relationship and customer experience. In order to 

understand why and how various elements affect the customer-retailer relationship, we 

plan to compare and classify different customer value services. Since the study of Keeling 
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et al. in 2013, technological advances and new sensor technologies have created new 

services which may close the described gap (see Figure 2; Yurur et al., 2016).  

 
Figure 2: Classic human-to-technology relationships and modern relationships based on 

Keeling et al. (2013) 

 

For example, emotion-aware digital assistants are able to support the customer in the 

shopping process, augmented reality can enhance the feeling of advice and product testing 

or location-aware chat bots can pop up when the customer needs help or an opinion. After 

a literature review, the exact digital value services we plan to compare will be determined. 

Based on the customer surveys and interviews we will examine these services in order to 

identify strengths and weaknesses while enhancing the classification of Keeling et al. 

(2013). Furthermore, we plan to develop an own prototype, which will be evaluated 

continuously (see Figure 3). 

 

Figure 3: Research process on customer value services for retail 
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5 Conclusion and Outlook 

 

As pointed out, the brick-and-mortar retail is struggling with the digital transformation 

and the shift to e-commerce. Hence, to manage this shift and to secure a strong customer 

relationship, retailers must transform their real-world advantages like personal advisory 

and the personal contact to the customer into a digital value (support) service. Based on 

the research on relationships in digital age – especially human-to-computer-relationships 

– by Keeling et al. (2013), we intend to continue the investigation with modern digital 

services. Therefore, we will explore the impact of different combinations of technology-

mediated value services on customer-retail-relationships. After completing the 

preliminary investigations by literature and surveys (see chapter 4), laboratory 

experiments will be carried out. These experiments will be evaluated and continued by 

field experiments in the local retail business. Followed by the development of an own 

prototype. In addition, new ways of mobile emotional measurement and analysis provided 

by unobtrusive wearables like smartwatches will be investigated. The purpose of our 

research is to understand how a technology-mediated relationship feels. The long-term 

goal is to pinpoint specific elements in order to create more co-operative and socio-

emotional information systems that fit to the users’ expectations. 
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1 Introduction 

 

The rise of fintechs has drawn significant attention to the financial services industry. Once 

believed to be a disruptor, this rise has developed towards co-existence and bank-fintech 

alli- ances. The advantages offered by fintechs have been identified in the area of customer 

experi- ence, whereas those of banks are mainly in the area of back-office processing and 

meeting regulatory standards (Jenkins, 2016). Consequently, fintechs have established an 

image repre- senting innovation and exploration, whereas banks represent continuity and 

seniority (Bussmann, 2017). 

 

These aspects have been believed to be mutually exclusive and leading to fierce 

competition (Nienaber, 2016). However, the co-existence of incumbents and start-ups can 

be beneficial. For example, in the beer industry, the increasing number of microbreweries 

has broadened the beer market and created new markets and customer groups. Thus, many 

big players have re- considered their product portfolio or actively approached 

microbreweries. 

 

Similar developments are unfolding in the financial services industry, where ongoing 

digitali- zation requires extensive innovation (Brandl & Hornuf, 2017). Digital innovation 

incorporates processes, services/products, and business models enabled by digital 

technologies (Fichman, Dos Santos, & Zheng, 2014). 

 

The rise of fintechs has gained speed in light of these developments (Puschmann, 2017). 

Typ- ically, fintechs are small, nimble start-ups that use digital technologies to deliver 

certain forms of financial services. The emergence of digital technologies has provided 

new opportunities for services that are being exploited by fintechs. Fintechs have partly 

taken over functions previously reserved for incumbents; e.g., in payments, lending, and 

investing (Eickhoff, Muntermann, & Weinrich, 2017). 

 

While this development has previously been seen as a disruption to the traditional 

financial service industry, it is now increasingly leading to the formation of alliances 

(Bocks, 2017). Now, fintechs may target their digitally augmented services/products 

toward the large cus- tomer base of banks (Puschmann, 2017). Banks can help fintechs 

address regulatory require- ments and gain access to new customer groups. Consequently, 

alliances between banks and fintechs are emerging, though the phenomenon remains novel 

and the motivation for such part- nerships is not yet well understood. 

 

Extant literature has treated the “selection of partners […] as exogenous” (Li, Eden, Hitt, 

& Ireland, 2008, p. 315) and thus has not focused on this area. Hence, the topic of partner 

selec- tion has received little attention, despite longstanding research emphasizing its 

crucial role during alliance formation (Hitt, Tyler, Hardee, & Park, 1995). Moreover, 

motivations to part- ner, and the subsequent selection of partners for alliances to develop 

digital innovation has received even less attention. Hence, we must first understand this 

motivation before analyzing the selection of partners and the nature of alliances (Bresnen 

& Marshall, 2000). We formulate the following research question: 
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What are the motives of banks and fintechs to form alliances for digital innovation? 

 

This paper explores motivations for bank-fintech alliances and categorizes these in a 

frame- work. The paper is structured as follows: Section two outlines the recent 

development of banks and fintechs, existing research on digital innovation, and 

motivation to partner. Section three explains our methodology. The identified motives are 

presented in section four. Section five discusses the motives and their systemization, and 

concludes the paper.  

 

2 Background 

 

2.1 Digital Innovation 

 

In order compete in a business environment strongly disrupted by digitalization, digital 

inno- vation is becoming increasingly important (Nambisan, Lyytinen, Majchrzak, & 

Song, 2017). Yoo et al. (2010, p. 725) define digital innovation as “the carrying out of 

new combinations of digital and physical components to produce novel products.” Digital 

innovation augments tra- ditional physical products with digital components (Yoo, 

Boland, Lyytinen, & Majchrzak, 2012) and enhances the usage and customer experience 

(Porter & Heppelmann, 2015). Thus, new processes, products, services, and business 

models are designed using digital technologies (Fichman et al., 2014). 

 

Digital innovation impacts the formation of business model innovation and firm 

performance due to the often-missing internal knowledge on digital technologies and, 

hence, the need to acquire and integrate complementary external knowledge (Hildebrandt, 

Hanelt, Firk, & Kolbe, 2015). In the financial services industry, the integration of external 

knowledge led to digital innovations around new processes (e.g., account opening process 

based on ‘video-ident’), ser- vices (e.g., online social investment strategies and remote 

consulting services), and business models (e.g., online banks and peer-to-peer transfers). 

Although innovations always “require successful integration of heterogeneous 

knowledge, […] the convergence of pervasive digital technology intensifies the degree 

of heterogeneity and the need for dynamic balancing and integration of knowledge 

resources. For example, convergent products may derive from com- pletely different 

industries and unrelated bodies of knowledge” (Yoo et al., 2012, p. 1401). Consequently, 

the quest for new knowledge to develop digital innovation triggers various mo- tives for 

partners to form alliances and seek access to external knowledge. 

 

2.2 Motivations of Alliance Partners 

 

Alongside digital innovation, other factors trigger motivations to form alliances. The 

increase of international interorganizational collaboration has been attributed to 

disrupting changes in the market and ongoing globalization (Robson, 2002). In the 

management literature, several theoretical perspectives, including transaction costs, 

resource dependency, organizational learning, strategic positioning, and institutional 

theory, have been applied to explain alliance formation (Nielsen, 2003). 
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Thus, it is widely assumed that motivation to form alliances is based on a rationale that 

the perceived value or benefit from the alliance outweighs the costs (Geringer, 1991). 

Benefits one alliance partner can offer the other include “skills, competencies, capabilities, 

and knowledge” (Nielsen, 2003, p. 302), but these can only be fully captured when 

partners are carefully se- lected and both sides motives’ are understood. 

 

Based on these insights, the motives of partners have been identified. For instance, 

Glaister (1996) identifies 16 motives in a sample of UK joint ventures with Western 

European partners: Gain presences in a new market, obtain faster entry to market, 

facilitate internal expansion, compete against common competitor, obtain economies of 

scale, maintain market position, exchange complementary technology, diversify products, 

concentrate on higher-margin busi- ness, obtain faster payback on investment, spread risk 

of large projects, share R&D costs, re- duce competition, produce at lowest cost location, 

exchange patents/territories, and conform to foreign government policy. The wide 

spectrum of motives shows that alliances “are becom- ing an essential feature of 

companies’ overall organizational structure, and competitive ad- vantage increasingly 

depends not only on a company’s internal capabilities but also on the types of alliances 

and the scope of its relationships with other companies” (Parkhe, 1991, pp. 579–580). 

Ever since these first findings on alliances the importance of alliances has increased. 

Consequently, there is ongoing interest in academia in alliances and their underlying 

motives. 

 

2.3 Alliances in the Financial Services Industry 

 

The growing importance of alliances is also influencing the financial services industry. 

One contributing factor therein is digital innovation leading to increased customer 

expectations. Customers are demanding financial services 24/7, and at the greatest 

convenience. Moreover, digital technologies enable the provision of financial services at 

any given location. Further- more, digital technologies create huge cost savings potential 

for banks by reducing the tradi- tional brick-and-mortar infrastructure and streamlining 

the workforce. New technologies also facilitate the creation of new services and accessing 

new sources of revenue (Brynjolfsson & McAfee, 2014). However, banks often lack the 

necessary knowledge for digital innovation, while fintechs are tapping into these new 

opportunities. 

 

Consequently, due to differences in skills and knowledge (which have been identified as 

“in- gredients” for alliances (Hagedoorn & Schakenraad, 1994)), banks and fintechs 

appear to be interesting alliance partners for each other. Prior to forming such alliances is 

some motivation to do so, yet the specific motives for each side have not been studied to 

date and can currently only be inferred. Due to high regulation, very specific service 

offerings, and the novelty of digital innovation, general assumptions and findings 

regarding joint ventures (Glaister, 1996) or classical R&D alliances (Bai & O’Brien, 

2008) are not applicable. Our research explores the motivation for digital-innovation-

based bank-fintech alliances. 
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3 Methodology 

 

We collected data in 15 cases, based on identification of digital innovations emerging 

from alliances between banks and fintechs as well as industry reports on alliances, within 

the finan- cial services industry in Germany. We conducted 18 interviews to understand 

what motivates the individual partners of bank-fintech alliances. Currently, such alliances 

are a multi-layered phenomenon; hence, we took an explorative case study approach 

(Eisenhardt, 1989). 

 

The case alliances in our research were identified by analyzing press releases and 

searching online for news sources and databases, such as Crunchbase. Within each case, 

the interviewees from the respective sides were selected according to set criteria: First, 

they had to be actively involved in the alliance (in either its formation or managing the 

modus operandi). Second, they had to be in touch with the alliance partner on a regular 

basis, to substantiate their active par- ticipation in the alliance. Third, they had to hold a 

managerial position at the bank or a high position in the fintech (typically, we interviewed 

founders). Lastly, they had to have a profound understanding of the innovation developed 

within, or the innovation that initiated, the alliance. Additionally, we identified two 

independent consultants who were not involved in any alliance of our set but have been 

involved in bank-fintech alliances before – either on the bank’s or the fintech’s side. In 

total, we conducted nine interviews with banks, seven with fintechs, and two with the 

independent consultants (Table 1). We aimed for equal representation of fintechs and 

banks, while the consultants were used to triangulate the findings.  
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Table 1: List of interviewees and their position 

 

ID Group Position Length in mins 

1 Bank Director Venture Vehicle/ Incubator 62 

2 Bank Director B2B and Innovation 51 

3 Fintech Founder 58 

4 Fintech Head of Partnerships 67 

5 Consultant Fintech Mentor; Venture Partner 78 

6 Fintech Head of Sales 54 

7 Bank Director Investing 61 

8 Fintech Founder and Chief Executive Officer 63 

9 Fintech Chief Customer Officer 72 

10 Fintech Founder 61 

11 Bank Director Trading and Investing 73 

12 Bank Director Business Development 71 

13 Bank Director Business Development 69 

14 Bank Director Business Development 66 

15 Consultant Partner Consulting for Fintechs 70 

16 Bank Director Partner & Innovation (Private Clients) 72 

17 Bank Board Member and Director B2B 39 

18 Fintech Founder 63 

 

To capture the multi-layered phenomenon of bank-fintech alliances, we ensured the 

examina- tion in various research directions by following Eisenhardt (1989) and Yin 

(2009) and design- ing semi-structured interview guidelines with open-ended questions. 

This guaranteed we could analyze all perspectives and assessments expressed by the 

interviewees. All interviews were audio-recorded and transcribed for further analysis. The 

interviews took place in Q3 and Q4 of 2017. Transcript coding was performed using 

MaxQDA v.12.2. 

 

Data analysis started with descriptive codes based on motives mentioned by the 

interviewees. This led to the identification of 266 coded segments across the 18 

interviews. Here, our focus was to “organize and make sense of the qualitative data” 

(Basit, 2003, p. 152) and understand how the motives were perceived and understood by 

the interviewees. Subsequently, the mo- tives were analyzed for duplicates and similar 

content. We assigned categories to each coded segment based on the motivation 

encapsulated in the segment following an open coding ap- proach (Strauss & Corbin, 

2008). This process was highly iterative and involved studying each interview 
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individually, and in contrast to interviews from the other (bank or fintech) group. Each 

category represents one motivation of either banks or fintechs. Finally, we condensed 

similar categories (describing similar motives) to a common category. This nuanced 

analysis of the motives enabled us to derive nine categories of motives from our 

interviews.  

 

4 Findings 

 

This section presents the five motives for banks and the four for fintechs, and outlines a 

sys- tematization thereof. The motives are backed by quotations from our interviewees 

(in italic with interviewee ID given in brackets). 

 

4.1 Motives of Banks  

 

(Rapid) Innovation 

In all nine cases analyzed, banks were keen to partner with fintechs to speed up innovation 

processes that would otherwise consume too much time and financial and managerial re- 

sources. Since this applied to the whole sample, it reveals that banks are not only 

interested in advanced ideas but also value well-thought-out turnkey solutions for their 

business. Our inter- viewees stated that banks could innovate by themselves, but have 

become “too large and too ponderous to promote internal change processes” (I12). The 

interviewees were aware that this is the result of old, traditional structures and “the IT 

implementation of an idea would take 10 times longer, as these changes are tested more 

extensively until everything, e.g. all regulatory requirements, fits” (I13). Since regulators 

demand the implementation or alteration of various processes multiple times per year, 

companies outside banks are able to screen these new de- mands and become “better and 

more efficient or safer in these topics” (I7). Thus, from the viewpoint of banks, fintechs 

are specialists who mainly focus on problems that impact most banks. Furthermore, 

implementation for fintechs is easy, as they have a “smaller set-up and are faster” (I16). 

Banks “only have to dock [the innovations] on [their] structure and then [they] can work 

with them” (I16). 

 

Competitive Advantage 

As a second motivation, in five of the nine cases banks were motivated to partner with 

fintechs to achieve competitive advantage and increase customer value. Interestingly, 

banks acknowl- edged that fintechs might provide “something different, better, higher, 

more advanced, or [something that] just goes down well with a customer” (I11). As, for 

instance, the German financial services industry becomes increasingly competitive 

between traditional banks, every bank’s revenues based on the classic interest-bearing 

business model decreases. “Every bank searches for additional potential for revenue-

creation. We can perhaps also offer real added value to meet our customers’ demands by 

using the data we have anyway” (I7). However, fintechs usually offer their services to a 

variety of banks, which diminishes the unique selling proposition as banks prefer 

exclusive partnerships (I7). 
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Outsourcing 

Third, banks try to avoid using their own resources on new and risky innovations with 

unknown results, and attempt to save costs as “smaller firms with only a few employees 

can simply pro- duce considerably cheaper and achieve […] more attractive prices for 

the market” (I11). Banks use fintechs to reduce their own workload, so that their 

employees can focus on core activities. Thus, banks “do not need to tie [up] additional 

manpower as we already have enough other issues” (I7). As the development of new 

business areas uses up already scarce internal resources, one bank interviewee mentioned 

that “we do not need to set up these inter- nal resources anyway. We can acquire them 

[from] the market just as well” (I12) as “fintechs are, even with the API [Application 

Programming Interface] development, faster and better than when we would use our 

own internal resources we currently have in stock” (I12). Banks also consider the extent 

to which, and for what purpose, they outsource certain activities. Some banks consider 

outsourcing a huge part of their value chain, such as digital payment services, while others 

aim to establish a wholly new business field (I13). In banking, services of fintechs often 

remain unrecognized for customers in the background as so-called “white labels” that are 

“easier and faster to implement […] and use […] than to build the whole system up by 

our- selves” (I14). Further, these partnerships allow banks to “broadly diversify their 

R&D activi- ties as there is a very active fintech scene” (I13). 

In conclusion, banks prefer to focus on their core activities, as they are “no[t a] tech-

company nor an IT-firm. We are a bank—we are good [at] financial consulting, we are 

good [at] ad- dressing behavioral finance topics […] We are not good at writing computer 

programs” (I12). 

 

Learning 

The banks’ motivations to partner with fintechs not only relate to outsourcing of non-core 

ac- tivities; it is also important to them to learn from the fintechs’ way of thinking and to 

“break up and adjust existing processes, which becomes harder the longer the process 

exists. It is, of course, easier for other companies which can start from scratch and build 

up a blueprint of how to newly arrange a whole process” (I7). Their “different approach 

causes pinpricks to reconsider our traditional thinking” (I1). Thus, fintechs are seen as 

sparring partners that allow “in-depth discussions from a different point of view […] and 

start processes in our bank which we probably would never have seen nor pursued” (I11). 

Hence, fintechs “use a very stringent approach in the processing of information” (I7) and 

provide an “impulse which is a very, very exciting driver […] and always leads to cross-

fertilization” (I11). 

 

Business Model Evolution 

As information about banks becomes increasingly ubiquitous and barriers to switching 

finan- cial institutions fall, banks fear the increasing speed of change (I11). They are also 

afraid that “fintechs [will advance] to a point of digital transformation, where they are 

able to replace current business models by providing scalable, digital, and intelligent 

solutions” (I13). Hence, banks are “searching for new business” (I13) as they are feeling 

“very high pressure—on the one side high regulatory pressure and on the other side low-

interest margins” (I13). The in- terviews stated that banks see opportunities within digital 
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financial services as an “extremely interesting and exciting business area, but we know 

that our technical possibilities are by far not as advanced as the fintechs’. That’s why we 

entered this strategic partnership” (I2). These partnerships help to “identify and launch 

new business models and consider all the different possible approaches” (I13). However, 

the interviewees mentioned that some banks do not fol- low any clear strategy (I14). It can 

also be assumed that banks fear missing opportunities to establish sustainable business 

models for the future, as “it is incredibly difficult to know what happens where and since 

we also want to follow a digital strategy, everyone in the management is anxious to follow 

this opportunity” (I1). They also try to “convince the workforce to catch up speed and 

acknowledge the urgency for an organizational change—or, even more—to truly achieve 

a mindset change” (I11). Hence, banks see investments in fintechs as M&A activities 

(I17).  

 

4.2 Motives of Fintechs 

 

Trust and Credibility 

Surprisingly, the motivations of the interviewed fintechs to partner with banks are less 

diverse. Six out of seven respondents considered alliances as valuable assets for obtaining 

trust and credibility (I9). On the one hand, gaining trust and credibility through alliances 

with established banks is central to attract end customers, as “trust is very, very important 

and helps the inves- tors to gain confidence in the product” (I4). Particularly in the 

“payment sector, the brand, or better said the trust, is very, very important—especially 

in Germany” (I3). On the other hand, fintechs wish to partner with more banks and get 

access to their customer base. Since failures in alliances with fintechs might harm banks’ 

reputations, banks become cautious as they “are always a bit afraid of how long the 

fintech will still exist or if the processes are [as] reliable as they are in old traditional 

institutions” (I3). To overcome this burden, fintechs wish to win partners for their product 

or service in order to establish a “trust element” (I3) and run a “flag- ship project to 

overcome reputational risk issues” (I3). Furthermore, they use feedback dis- cussions to 

ask the banks to “assess out of their own experience how the acceptance of the product 

or service among customers will be” (I9). Thus, fintechs use banks for “entrance to the 

market” (I9). 

 

Resources and Synergies 

Four out of seven fintechs mentioned that they see their partner as a “customer that also 

has the financial endowment to break new ground, which in turn helps us” (I3). Fintechs 

further benefit from the higher marketing budgets of banks, and from other synergies in 

marketing (I3). Besides a product-related partnership, “there are banks which also invest 

in start-ups— which means that in some partnerships the bank only wants to get to know 

[the fintech] and vice versa to investigate [whether] the partnership might be expanded 

to an investment” (IPW3). As soon as fintechs provide services, where there is any type of 

payment involved they need deep knowledge, as well as assets, to ensure proper handling, 

alongside a license to con- form to regulations (I4, I8). As these requirements can be a 

financial burden for fintechs, or sometimes “impossible” according to European policies 

(I3), three out of eight fintechs men- tioned sharing costs of conforming to regulation as 
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an alliance motivation. However, alongside superior financial endowment, fintechs often 

wish to access banks’ data and infrastructure to apply and test their product or service in 

realistic cases (I8). 

 

Customer Acquisition 

As incumbent banks can provide large customer bases, which might be an even more 

interest- ing asset for fintechs than financial support, three interviewees from fintechs 

described “higher prominence […] which means more customers and transactions” (I3) 

as a key motivation for alliances, as a database of “around one million existing customers 

is incredibly tempting” (I18). 

 

Learning 

Two fintechs mentioned intending to acquire knowledge about the market and the 

industry (I3), as banks “already have a long tradition” (I8). Alongside learning how banks 

think in terms of partnership and investment, fintechs want to “understand more and 

more how the customer thinks and how industry structures work” (I3) or how banks 

provide “services for independent financial service providers” (I8).  

 

4.3 Systematization of the Motives 

 

Most motives within the bank and fintech group are unique and distinct with only one 

overlap between both groups. However, the picture becomes more complex when looking 

at the sides’ different motives. Figure 1 compares the motives of banks and fintechs. The 

circles represent the motives, while their size indicates comparatively, how frequently 

they were mentioned. The horizontal categories show whether the motives can be seen as 

matching, complementary, or neutral. This categorization reflects the manifestation of the 

motives’ relationships in our cases. 

 

Firstly, neutral motives are predominantly beneficial to only one side of an alliance. To 

im- prove their own competitive advantage, some banks use fintechs for innovative (often 

also highly customized) application programming or specialized tasks. Other banks use 

alliances with fintechs as an opportunity to evolve their own business model. Some 

fintechs pursue the formation of an alliance primarily to promote their products based on 

the banks’ trust and cred- ibility. 

 

Secondly, complementary motives are considered as beneficial for both sides of an 

alliance and supportive for furthering digital innovation. For example, the motive of 

banks to rapid innovation through fintechs can well harmonize with providing them with 

needed resources (e.g., banking licenses). Banks aim to outsource certain activities such 

as developing digital standard applications (e.g., peer-to-peer money transfer apps), 

implementation of new regula- tory rules, and servicing niche customer groups. These 

activities can be covered by fintechs and, at the same time, fintechs can acquire more 

customers for themselves with the bank’s help. This may lead to ‘coopetition’ as banks 

and fintechs cooperate and compete simultaneously (Bengtsson & Kock, 2000). 
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Lastly, matching motives are identical among the alliance partners and offer a good fit to 

form new alliances. Learning can improve both partner’s positioning through making up 

for certain shortcomings, such as missing knowledge about digital technologies on the 

banks’ side or missing knowledge on regulatory and legal specifications on the fintechs’ 

side. However, learning requires time and trust to create deep business knowledge (I3). 

 

 

Figure 1: Overview of the motives to form alliances  

 

5 Discussion and Concluding Remarks 

 

As the financial services industry is considered relatively conservative and alliances with 

start- ups are a relatively new phenomenon in this field, the topic of bank–fintech alliances 

is highly relevant for both practice and academic research. Recent studies have examined 

fintechs as such (Puschmann, 2017) and the emergence of a global fintech market 

(Haddad & Hornuf, 2016); however, the motivations of banks and fintechs to partner has 

not been analyzed in depth. Building on the literature of fintechs, digital innovation, and 

alliance-partner selection, this paper identifies several motives of partners to form bank-

fintech alliances. 

 

The results show a variety of motives, which are often heterogeneous both within the two 

groups and across the comparison. The clustering proposed in Figure 1 is a first approach 

to systemizing motivation in this field. The categories within the framework are based on 

the frequency with which similar motives were mentioned, which we take to indicate their 

rele- vance. 

 

The findings show that banks tend to pursue rapid innovation and competitive advantage, 

while fintechs seek to benefit from the banks’ reputation and expand their customer base. 

Trust seems to be key for fintechs, as finance is a sensitive issue for customers who do 
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not want to entrust their money to unknown providers and regulatory authorities. 

However, trust also plays a role for banks as potential partners. Thus, established banks 

have to protect their own reputation, which could be damaged by alliance partners’ 

misconduct. 

 

The heterogeneity of motives is not necessarily negative, as the motives are not 

contradictory in all cases and thus not mutually exclusive. For example, banks’ strategic 

motivation to be- come more digital aligns with fintechs’ motivation to expand their 

customer base. For example, the alliance partner’s expanded customer base increases 

visibility of the bank’s new orienta- tion, yielding a common benefit. 

 

A comparison of the motives shows that only learning applies to both. Fintechs are 

especially interested in building functioning and stable companies, while banks want to 

learn more about the dynamics and agility of fintechs. Organizational learning, or, more 

precisely, interorgani- zational learning, is an often-discussed topic in both academia and 

practice, which is also rel- evant for bank-fintech alliances. Banks can either develop 

innovative products themselves or outsource to fintechs for more rapid outcomes; if they 

want to become more innovative them- selves, fintechs can serve as a companion 

throughout the learning process. Theoretically, banks can then develop “fintech products” 

in-house and no longer depend on alliances. Fintechs could also benefit from temporary 

alliances by developing stable organizational structures, expand- ing their customer base, 

and building their reputation. They may also be able to eventually break away from the 

partnership to establish themselves as competitors. 

 

However, if banks do not strive for learning, but rather want to save costs and resources 

through outsourcing, they become increasingly dependent on their partners. 

Consequently, fintechs’ bargaining power may increase over time and the conditions for 

further collaboration could be renegotiated. Our findings show that banks value achieving 

competitive advantage slightly more than learning. This poses a question regarding the 

actual design of the alliances and the associated objectives of banks and fintechs. 

 

Knight (2000) states that trust, teamwork, and commitment are prerequisites for learning 

in interorganizational relationships. Corresponding factors require time and interfaces in 

daily collaboration. Furthermore, Sobrero and Roberts (2001, p. 493) identify “the type of 

problem- solving activities being partitioned and their level of interdependency with the 

rest of the pro- ject” as relevant regarding performance outcomes of a partnership. This 

stimulates a trade-off between a short-term efficiency increase and a long-term learning 

process (Sobrero & Roberts, 2001). If a well-functioning learning process is of interest, 

which seems to be the case for both banks and fintechs, a customer-service-provider 

relationship, which is limited to sharing the fintech product, is insufficient. A closer form 

of alliance with tight collaboration, efficient knowledge management, well-coordinated 

interfaces, and appropriate organization is also re- quired. Since knowledge is a 

fundamental resource for gaining competitive advantage (Cegarra–Navarro, 2005), and 

learning promotes process and product co-innovation (Westerlund & Rajala, 2010), we 

suggest that future research investigate interorganizational learning in the context of bank-
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fintech alliances. In this setting, special attention should be paid to existing forms of 

interaction to identify opportunities for interorganizational learning. 

 

This paper focuses on the motivation to partner, but not the design of the alliance itself. 

Our study is also limited by the small number of companies interviewed, which restricts 

the validity of the results. Additionally, only the German market was considered; thus, 

larger studies are necessary to confirm the robustness of the results. Furthermore, the 

assessment of whether certain motives are contradictory or complementary depends on 

context, making general state- ments difficult. 

 

Despite these limitations, the study outlines an approach to systematizing the various 

motives for bank-fintech alliances. We believe that our results are generalizable due to no 

country- specific arguments in our reasoning and transferable to other contexts (e.g., 

countries or mar- kets with similar characteristics). Still this should be tested by further 

research. In addition to the abovementioned implications for future research, practical 

implications include the sug- gestion that both banks and fintechs clearly identify their 

respective motivations before form- ing alliances. Their own motives should be compared 

with those of the potential partner to identify synergies, as well as potential conflicts of 

interest, at an early stage. 
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Abstract The growth of social media has impacted on people’s everyday 

life, precipitating the development of a new set of guidelines for designing 

applications (apps), creating heightened user engagement without crossing 

the line to frustration. This study focuses on how push notifications from 

social media apps should be designed in order to keep the user intrigued 

and returning to the app, without annoying the user to the point where they 

turn the push notifications off. The exponential growth in the usage of 

social media has emphasised the importance of designing apps with a user-

centred functionality. The study used a combination of a survey 

questionnaire and a qualitative perception study, with the results collected 

as both data and extracts from interviews. This study identified that a high 

frequency of notifications from social media apps has led to resentment by 

users against pushes notifications in general. The app-user relationship is 

cemented from the beginning of the experience and the action the user takes 

in relation to notifications depends on their perception of the senders’ 

intentions. Younger users’ actions are also predominately driven by the 

phenomena Fear of Missing Out.  
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1 Introduction 

 

Nowadays a majority of applications (apps) for smartphones use push notifications as a 

way to communicate to the user and create greater engagement (Kim and Baek, 2018). 

For app developers, notifications are an effective way to interact with the users in different 

ways depending on the nature of your notification. However, when a notification is sent 

out to a user, it is delivered directly with without considering the users situation or 

psychological state (Okoshi et. al., 2016). The notification could be perceived as a 

distraction or interruption, potentially causing inattention and frustration for the recipient, 

even if the content of the notification is not demanding at all (Kushlev, Proulx and Dunn, 

2016). Despite the frustration, a user might respond subconscious to an interruption due 

to sound or vibrations in association with the notification, and leading them into their 

smartphone to explore which application that sent the notification (Turner, Allen and 

Whitaker, 2015). If the main goal of the notification were to get the users attention, it 

would be beneficial to create an interrupting notification that uses audio, vibration and an 

urgent formulation of the text. Where the aim of engaging the user fails is when the user 

decides to turn off the notification (which can be made in most application settings) in 

their smartphone, and the application loses the ability to communicate with the user 

(Pielot and Rello, 2017). 

 

There are many factors to take into account when dealing with users’ actions in relation 

to notifications in real life situations. The app designer must keep the user intrigued and 

drawn back into the application, without crossing the line where interest turns into 

frustration. As Buttrick, Linehan and Kirman (2014) suggest the interaction between 

people and contemporary technology could be perceived as a submissive (user)-dominant 

(technology) relationship. They also state that technology is ostensibly developed to 

support people in their daily lives, but in recent years technology could be viewed as more 

demanding, rather than supportive (Buttrick, Linehan and Kirman, 2014; Kushlev, Proulx 

and Dunn, 2017). Turner, Allen and Whitaker (2017) suggest with the ubiquity of 

notifications comes increased cognitive load for the user. Notifications have been used 

extensively in marketing particular in retail with the rise of geo-location technology 

(Faulds et al., 2018; Kim and Baek, 2018) however rather that guiding the user the 

notifications are seen as intrusive (Karapanos, Teixeira and Gouveia, 2016). If designers 

start out from the assumption that contemporary technology is a demanding force in the 

human-computer relationship, then they could implement the philosophy when designing 

a notification (Saltan, 2014; Turner, Allen and Whitaker, 2015). 

 

This study will explore how the app-user interaction can be structured to benefit both the 

developer and the user. The research seeks to identify how to optimise the notification 

without annoying the user to the point where they turn off the push functions. The study 

will identify the most suitable way of using push notification for social media apps so the 

user cannot resist opening them. 
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2 Background 

 

How the human-computer relationship works when dealing with push notifications has 

been investigated in prior studies conducted in the field (e.g. An, Woo, Lee and Yeom, 

2016; Elslander and Tanaka, 2013; Turner, Allen and Whitaker, 2015). The usage patterns 

on social media today are also an important factor to take into account for this study when 

dealing with the users’ behaviour and interaction with smartphones (Fox and Mooreland, 

2015). 

 

2.1 Daily notifications 

 

An extensive study done by Elslander and Tanaka (2013) at Kyoto University, Japan, 

provided some interesting results about the use and perception of mobile notifications. 

They handed out a survey containing various questions about notifications and received 

9900 answers. From the data analysis some parameters distinguished themselves. 

According to their study, roughly half of smartphone users receive less than 10 

notifications per day. The difference is that younger smartphone users (aged below 25) 

and female respondents tend to get notified on more occasions than older users and male 

respondents. Furthermore, there is a visible difference depending to which operating 

system (OS) the users smartphone has, 69% of Android users gets more than 10 

notification per day while only 45% of iOS users do.  

 

2.2 Interaction with notifications 

 

Besides looking into the amount of notifications users receive, it is important to analyse 

how the users interacts with them to get a better insight of their behaviour. Fox and 

Mooreland (2015) found that notification such as automated Birthday updates from 

Facebook made users fell obligated and pressured to post on their friend’s timeline. This 

sense of and cognitive loaded in response to notifications has been identified in previous 

research (e.g. Okoshi, et al. 2015; Westermann,  Möller and  Wechsung, 2015).  

 

Another parameter for measuring notification was suggested in Elslander and Tanakas’ 

(2013) that study showed that nearly all respondents admit to activating their phones’ 

screen regularly in order to check for missed notifications. An et al., (2015) found that 

multiple notification in quick succession lead users to “lose” and disconnect from 

notifications. More importantly, the frequency of interaction differed between gender and 

age in their study. The respondents aged under 25 claimed to check their phone at least 

once an hour, while respondents aged over 25 stated to only do so sporadically. 

Furthermore, almost half of the female users check at least once an hour compared to only 

one in three male users. Android users also check their phone more frequently for 

notifications they missed out on than iOS users. Half of all Android users checked their 

phone at least hourly, compared to only 16% of iOS users (Elslander and Tanakas, 2013). 
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2.3 Difference between operating systems 

 

The difference in the users’ behaviour between operating systems (OS) can be explained 

by looking into how the different OS handles and displays the notifications to the user. 

The two most common systems are Android that uses the notification drawer and iOS 

that uses the notification centre (Li, 2017). Both systems have an associated workflow 

that differs between the two platforms. What can be seen is that notifications are much 

more prominent on the Android as they are repeatedly appearing on the locked screen and 

sticky icons are placed on the home screen, giving the user a frequent reminder to open 

them. Android also allows third party applications to submit a customized view object in 

the notification view (Xu and Zhu, 2012). With iOS, being less able to be customized, it 

only allows submitting text content. Also, the iOS user is only reminded of new 

notifications once and after they have appeared on the screen the notifications hides in 

the notification centre (Li, 2017). The pull-down notification centre that holds an 

overview of the current notifications on the phone was initially released on the Android 

OS. In 2011, Apple introduced a very similar looking feature with iOS 5 (Li, 2017). Both 

notification centres have been evolving since by adding new functionality like custom 

icons, images and action buttons with the aim of drawing the user back into the apps. 

 

2.4 Use of Social Media 

 

Social media platforms have in the last couple of years become a central part of people’s 

everyday life and studies have shown that nearly two-thirds of American adults used 

social network sites according to Perrin (2015). The rise of social media has affected areas 

divers areas of peoples’ lives including as work, politics and political deliberation. Social 

media has even changed the way people get and share information and their 

communication patterns around the globe about civic life, health, dating and well-being 

(Perrin, 2015). The study found a prominent correlation between age and the level of 

social media use. Since the introduction of social media young adults in the ages 18 to 29 

have always been the most likely users. In 2015, 90% of young adults in America used 

social media compared to 12% in 2005 (Perrin, 2015). Also, among the users aged 30-49 

there has been a 69-percentage point increase in use during the same time period. 

 

During 2017, 81% of the Swedish population, with access to the Internet, visited some 

kind of social media network site (Davidsson and Thoresson, 2017). This number has 

been steadily increasing ever since the concept of social media was established 

(Davidsson and Thoresson, 2017; Findahl, 2011). Especially interesting is it to see how 

fast the average ages of the regular social media user has dropped during the past years 

in. Currently, there are no signs on an overall decrease in the use of social media 

platforms, which highlights the importance of designing apps with user centred 

functionality (e.g. Nielsen, 2012).  
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2.5 Fear of Missing Out 

 

The growing impact of social media on people’s everyday life has promoted a 

development of a new set of rules and guidelines when designing mobile applications. 

The pace of life online and offline is becoming increasingly intertwined and has led to an 

up rise of the phenomenon termed Fear of Missing Out (FoMO) (Kushlev, Proulx and 

Dunn, 2016). In a study done by Przybylski et al. (2013, p. 1841), the phenomena is 

defined as a “pervasive apprehension that others might be having rewarding experiences 

from which one is absent” 

 

”. People with FoMO tend to be present online more, especially on social media, and this 

can lead to people experiencing low levels of overall life satisfaction and a greater sense 

of isolation (Kushlev, Proulx and Dunn, 2017). Previous research found a correlation 

between FoMO and young adults who tended to use Facebook more often immediately 

after waking up, before going to sleep, and were more likely to give into the temptation 

of composing and checking text messages and emails while operating motor vehicles 

(Przybylski et al. 2013). This phenomena can also be connected to the study by Elslander  

and Tanaka (2013), that showed nearly all respondents admit to activating their phones’ 

screen regularly in order to check for missed notifications. 

 

With the rise in social media usage and increase in notifications received by users this 

research seeks to identify the design parameters for application notifications that would 

engage users without frustrating or alienating them.  

 

3 Method 

 

This study is based on a combination of a survey-based questionnaire and a qualitative 

perception study, which were undertaken during late 2017. The survey used was based 

by prior studies in the field of push notifications and social media that gather quantitative 

data about the users’ preferences, while the test is to study people’s actions and thoughts 

about push notifications (Elslander and Tanaka, 2013; Perrin, 2015). The survey was 

limited to people who has a smartphone since that is a requirement for being able to 

receive push notifications from social media applications. 

 

3.1 Survey 

 

The first phase in data collection uses an Internet based survey that was distributed, via 

Google Forms, to a sample of young adults due to their significant use of social media 

(Perrin, 2015). The survey included demographic questions focusing on age and gender, 

and technical questions, such as operating system (OS) of their smartphone. These three 

factors can be useful in the analysis of the received data. The structural questions of the 

survey investigated the app-user relationship and their personal preferences towards 

intriguing push notifications. 
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Besides the three important factors of age, gender and OS, further categories of questions 

are included in the survey according to the users’ notification preferences. The six defined 

parameters are based on Elslander and Tanaka’s (2013) survey aimed to distinguish the 

most significant questions to receive valid responses. The parameters for this survey are 

presented in Table 1. 

 
Table 1: Notification Parameters 

 

Notification 

Characteristic  

Measure  

Amount For how many social media apps have you enabled push notifications? 

Frequency How often do you (in general) receive notifications from social media? 

Importance How important are social media notifications to you? 

Action What action do you generally take upon receiving a notification from 

social media? 

Behaviour Which notification would you open? 

Preferences Give an example of a push notification that makes you happy/annoyed. 

 

3.2 Perception study 

 

In addition to the survey, a high fidelity (hi-fi) prototype that simulates push notifications 

was created and displayed to the test persons who agreed to participate. The prototype is 

very basic, only focusing on the notifications and present two options, “open” or “cancel”. 

The simulated push notification contained a text message written in a different character 

or tone. Either the text had a demanding and forcing tone, or it was mainly of an 

informative and polite tone this is designed to see how the user perceive and interacts 

with the different characteristic of the notification. The notifications were designed to be 

as trustworthy as possible and recognized as typical notifications generated from an 

existing social media application. Based on Nielsen’s (2000) research on how many users 

needed to cover usability issues, the perception study was performed on six people, which 

makes it possible to draw initial conclusions (Nielsen, 2000). This test was supplemented 

with a follow up question after each decision to improve the level of knowledge about the 

users perception of the characteristics. Through this method the test for this study induced 

the user into a familiar feeling of a real-life situation and act naturally according to their 

normal behaviour, in addition to providing more information to the results. 

 

4 Results 

 

The results of this study collected as both data and extracts from interviews are presented 

and discussed in the following tables and lists. The study population mainly focusing on 

young adults with an equal division between gender and operating system used.  

 

4.1 Results from survey 

 

The survey was made available for one week and during that time generated 85 responses. 

The majority of the respondents belonged to the age group 18-29 and the distribution of 
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gender was almost equivalent between females and males. The responses to the six 

parameters stated in the method are listed in Table 2 according to the most picked option. 

 
Table 2: Survey Responses 

 

Notification 

Characteristic  

Survey Responses  

Amount 72.6% of the users stated that they only have enabled push notifications 

for a few important social media apps. 

Frequency 40% of the respondents receive more than 15 notifications per day 

Importance 31.8% evaluated the importance of social media notifications as number 

3 on a 1-5 scale. 

Action 54.8% stated that they open a received notification later on. 

Behaviour Option between two characteristics  

o The push notification with a more demanding character was 

selected by 53% of the respondents. 

o The push notification with a subtle and solely informative 

character was selected by 79.8% of the respondents. 

Preferences Examples of emotions towards notifications (based on the survey). 

o Happy: Snapchat, comments/likes on their own posts and 

friend requests on Facebook. 

o Annoyed: Suggestions in general, spam (advertisement) and 

comments on Facebook post they do not care about. 

 

The demographic results from the survey of total 85 respondents are presented in Table 

3. 
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Table 3: Demographic Results 

 

 

Age group 

Percent 

0-18 

18-29 

30-49 

50+ 

3.5% 

90.6% 

2.4% 

3.5% 

Gender Percent 

Female 

Male 

57.6% 

42.4% 

Operating system Percent 

iOS 

Android 

51.8% 

48.2% 

Amount notifications enabled for social media apps Percent 

Only for a few important apps 

All of them 

None of them 

72.6% 

25.0% 

2.4% 

Frequency of receiving notifications Percent 

More than 15 per day 

5-10 per day 

10-15 per day 

1-5 per day 

None 

40.0% 

24.7% 

20.0% 

10.6% 

4.7% 

Importance of social media notifications Percent 

5 (very important) 

4 

3 

2 

1 (not at all) 

3.5% 

27.1% 

31.8% 

23.5% 

14.1% 

Action upon received notification Percent 

Open later on 

Open immediately 

Ignore 

Other action 

54.8% 

41.7% 

28.6% 

4.8% 

Behaviour to characteristic of notification Percent 

“10 people wants to be your friend, respond now or they will never return” 

“You have 10 new possible friends” 

53.0% 

47.0% 

“You have a new comment on your post” 

“Someone has written a comment you better read right away, or be ashamed” 

79.8% 

20.2% 
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4.2 Results from perception study 

 

The qualitative test resulted in six interviews and the average age of the test participant 

was 24.2 years old, across the group of young adults. Gender and OS was evenly 

distributed in the test group between females versus males and Android versus iOS. 

During the test they were presented with twelve push notifications. The topics of the 

notifications came in pairs with the same meaning, but with either of a demanding or 

informative character and were displayed in a randomized order. As stated in the 

methodology, the participants got the choice of either open or cancel the push. The 

statistics of their choices are presented in table 4 below, where the option with the most 

votes is highlighted in bolder font. Some participants stated that they would just lock the 

screen without taking any action upon the notifications, those are displayed with a line. 
 

Table 4: Data from perception study 

 
 

Type Cancel Open 
Demanding 

Informative 

Demanding 

Informative 

Demanding 

Informative 

Demanding 

Informative 

Demanding 

Informative 

Demanding 

Informative 

1 

3 

1 

3 

- 

2 

4 

5 

3 

2 

5 

5 

5 

3 

4 

3 

5 

2 

2 

1 

3 

4 

- 

1 

 
The option between the pairs of different notification characteristics that got the most 

votes to be opened is displayed as the list down below. 
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Table 5: Notifications most likely to be opened 

 
Notification Responses  

Happy 

Birthday 

5/6 chose to open the demanding push “Check it out!! 143 friends has wished 

you a happy birthday!”. 

New post 3/6 chose to open the informative push “Your friend has written a post”. 

Friend 

request 

This topic did not get a winner (equal). Both the demanding and informative 

push was opened by 4/6 people. 

New message 5/6 chose to open the demanding push “You have just got 1 new message”. 

New update This topic did not get a winner (equal). Both the demanding and informative 

push was opened only by 1/6 people. 

New push 3/6 chose to open the demanding push “1 new push, push them back now!”. 

 

In total, the test participants chose to open a push of a demanding character 19 times and 

cancel 14 times. Of the informative character, the test persons chose to open them 14 

times and cancel 20 times. 

 

5 Discussion 

 

When looking into the results of the survey and the perception study, some data can be 

discussed in the terms of participants’ behaviour. From the results it seems that most of 

the people involved in this study cared more about the identity of the sender of the 

notification, than the character of the push notification itself. From the survey, 72.6% of 

the 85 respondents only had activated push notifications for a few important social media 

apps and only 40% of the respondents usually received more than 15 notifications per 

day. The frequency of notifications did not differ between the genders of the respondents 

for this study. This differs from the previous research by Elslander and Tanaka (2013), 

which may be due to the smaller sample size in this study. That study found that the high 

frequency of notifications from social media apps has led to resentment against push 

notifications in general among young adults (Okoshi et al. 2015). This finding is 

something designers must take into account when developing this kind of functionality. 

 

From the perception study, the notifications of a demanding character were predominant 

opened in comparison with the informative ones. Two of the topics got the same amount 

of the choice between open or cancel, those were “A new friend request” and “New update 

available”. Of the respondents five out of the six chose to open both the demanding and 

informative notification about a new friend request. Their reasoning behind this was that 

getting a friend request is always something that makes them happy and interested. It can 

also be argued that this is an extension of the phenomena of the Fear of Missing Out 

(FoMO) as stated in the study done by Przybylski et. al. (2013). This test shows that the 

user might care more about notifications if it has to do with their social life, since a missed 

friend request can give a pervasive apprehension that a rewarding experience has been 

missed. 

 

The notification about a new update was cancel by five out of the six participants for both 

the positive and negative formats with the argument by the participant is that updates are 
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always boring. In comparison with a new friend request, an update does not usually give 

the user any rewards in the social context. These results speak to the significant factor of 

the users emotions towards the content of the notification. The notification could be made 

more irresistible for the user to open by taking advantage of the FoMO phenomena and 

by writing them in a way that is presenting the content of the notification as something 

that will be rewarding to the user (Przybylski et. al, 2013).  

 

The follow-up questions provided additional clarification of and insights into the 

motivations behind the choices. Almost all of the participants stated that the most crucial 

factor when deciding what action to take upon receiving a notification is based on which 

app the push has been sent from. This factor can be difficult to change for the application 

designer as they only have control over the different characteristic of the content of the 

push notification not the app itself. However this finding is important for the developer 

to keep in mind from the beginning when creating the app. Today users apparently have 

a very strong relationship to their apps and know what to expect from them (Fox and 

Moreland, 2015). This relationship may have effected of the majority of the respondents 

for this study being young adults who have been active on social media since the 

beginning (Perrin, 2015). Therefore they know what to expect from different types of 

apps as the state of the relationship and the nature of the future interaction between app 

and user is setup in the very beginning from the first notification. 

 

6 Conclusions 

 

The results of the study show that people are used to receive a large number of 

notifications from social media applications everyday, even though they do not find them 

very important or interesting. The data from the survey also showed that people had really 

strong feelings towards some apps in particular. When they got to state their personal 

preferences, almost all of them felt resentment towards notification from Facebook, while 

notifications from Snapchat made nearly all of them feel happy. 

 

The results from the perception study illustrate that notifications of a more demanding 

character were predominantly opened more often than the purely informative pushes, 

which is consistent with Turner, Allen and Whitaker (2017) who found that context is an 

influence on the decision to open. However, according to the test participants’ feedback 

the most crucial factor in the choice to open a notification is base on which app sent it to 

them. The conclusion of this study is that the app-user relationship is set from the very 

beginning of the use of the app. This study identifies that the most suitable way of using 

push notifications for social media apps is to build up a trustworthy relationship with the 

user from the start by using a vocabulary that fits the common language of the user and 

avoid sending out notifications without content. The user will be drawn back into the app 

if they feel like the sender has good intentions and is given the user something in return 

on a fundamental emotional basis by opening the nonfiction. Opening notifications could 

be made more irresistible to the user by taking advantage of the FoMO phenomena, by 

writing them in a way that is presenting the content of the notification as something that 

will be rewarding to the user. There are several ethical issues that are raised when 
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discussing the use of notification because of the interruption of the user. Recent research 

is focusing on the impact of consumers’ attention and overall wellbeing when being 

continually interrupted by notifications (Kushlev, Proulx and Dunn, 2016; Kushlev, 

Proulx and Dunn, 2017; Pielot and Rello, 2017). However, if the goal is to generate 

revisits, the results suggest that a demanding character of the notification is a good choice 

of direction and will generate a higher frequency of revisits. There are reservations to 

giving this recommendation to developers due to the potential stress this might put upon 

the user (cf. Karapanos, Teixeira and Gouveia, 2016; Kushlev, Proulx and Dunn, 2016) 

and the possible negative long-term consequences of the app-user relationship. With the 

proliferation of applications all demanding attention from the smart phone user, the design 

of apps and psychological impact of notifications will be a growing area of research (cf. 

Turner, Allen and Whitaker, 2017).  

 

7 Limitations and Further Research 

 

The study was undertaken with Swedish participants focusing on social media platforms. 

The research could be extended by carrying out cross country research to evaluate if the 

results hold true for young people from different cultural backgrounds that may have 

different usage patterns and use different social media applications. Though not within 

the scope of this study, further longitudinal testing of the users response it suggested to 

investigate if the users perceptions towards the notification changed over time or as result 

of their changing attitudes towards and use of the various social media platforms. While 

this research focused on social media applications uses are now bombarded by a variety 

of notifications from other applications such as calendar updates and instant messaging. 

Additional research could compare the impact of notifications from a wider variety of 

applications including those designed to have health or behavioural benefits (Hosch et al., 

2017). 
 

 

References 

 

An, D., Woo, H., Lee, C., & Yeom, I. (2016). Quality Measurement of Push Services for Smart 

Devices. Wireless Personal Communications 88(2), 319–36. 

Buttrick, L., Linehan, C., & Kirman, B. (2014). Fifty shades of CHI: the perverse and humiliating 

human-computer relationship. In CHI '14 Extended Abstracts on Human Factors in 

Computing Systems (CHI EA '14). ACM, New York, NY, USA, 825-834. 

Davidsson, P., & Thoresson, A. (2017). Svenskarna och Internet 2017: Undersökning om 

svenskarnas internetvanor. Internetstiftelsen i Sverige. 

Elslander, J., & Tanaka, K. (2013). A Notification-Centric Mobile Interaction Survey and 

Framework. In Jatowt A. et al. (Eds.), Social Informatics. SocInfo 2013. Lecture Notes in 

Computer Science, vol. 8238. Springer. 

Faulds, D., Mangold, W., Raju, P., & Valsalan, S. (2018). The mobile shopping revolution: 

Redefining the consumer decision process. Business Horizons, 61(2), 323-338. 

Findahl, O. (2011). Svenskarna och Internet 2011. Stiftelsen .SE. 

Fox, J., & Moreland, J. (2015). The dark side of social networking sites: An exploration of the 

relational and psychological stressors associated with Facebook use and 

affordances. Computers in Human Behavior, 45, 168-176. 



31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

E. Fahlman, T. Mejtoft & H. Cripps: Evaluation of Push Notifications for Social Media 

Applications 

329 

 
Horsch, C. et al. (2017). Reminders Make People Adhere Better to a Self-Help Sleep Intervention. 

Health and Technology 7(2), 173–88. 

Karapanos, E., Teixeira, P., & Gouveia, R. (2016). Need fulfillment and experiences on social 

media: A case on Facebook and WhatsApp. Computers in Human Behavior, 55, 888-897. 

Kim, S., & Baek, T. (2018). Examining the antecedents and consequences of mobile app 

engagement. Telematics and Informatics, 35(1), 148-158. 

Kushlev, K., Proulx, J., & Dunn, E. W. (2016). Silence your phones: Smartphone notifications 

increase inattention and hyperactivity symptoms. In Proceedings of the 2016 CHI Conference 

on Human Factors in Computing Systems (CHI’16) (pp. 1011-1020). ACM. 

Kushlev, K., Proulx, J. D. E. & Dunn, E. W. (2017). Digitally Connected, Socially Disconnected: 

The Effects of Relying on Technology Rather Than Other People, Computers in Human 

Behavior, 76, 68–74. 

Li, P. (2017). Why do Android users open more notifications than iOS users. Retrieved March 13, 

2018, from https://www.plotprojects.com/blog/why-do-android-users-open-more-

notifications-than-ios-users/ 

Nielsen, J. (2012). Usability 101: Introduction to Usability. Retrieved May 10, 2018, from 

https://www.nngroup.com/articles/usability-101-introduction-to-usability/ 

Nielsen, J. (2000). Why You Only Need to Test with 5 Users. Retrieved March 13, 2018, from 

https://www.nngroup.com/articles/why-you-only-need-to-test-with-5-users/ 

Okoshi, T., Nozaki, H., Nakazawa, J., Tokuda, H., Ramos, J., & Dey, A. (2016). Towards 

attention-aware adaptive notification on smart phones. Pervasive and Mobile Computing, 26, 

17-34. 

Pielot, M. and Rello, L. (2017). Productive, Anxious, Lonely - 24 Hours Without Push 

Notifications. In Proceedings of the 19th International Conference on Human-Computer 

Interaction with Mobile Devices and Services (MobileHCI '17). ACM. 

Perrin, A., (2015). Social Networking Usage: 2005-2015. Pew Research Center. October 2015. 

Retrieved March 13, 2018, from http://www.pewinternet.org/2015/10/08/2015/Social-

Networking-Usage-2005-2015 

Przybylski, A. K., Murayama, K., DeHaan, C. R., & Gladwell, V. (2013). Motivational, 

emotional, and behavioral correlates of fear of missing out. Computers in Human Behavior, 

29, 1841–1848. 

Sultan, A. (2014). Addiction to mobile text messaging applications is nothing to "lol" about. 

Social Science Journal, 51(1), 57-57. 

Turner L. D., Allen S. M., & Whitaker R. M. (2015). Push or Delay? Decomposing Smartphone 

Notification Response Behaviour. In Salah A., Kröse B., Cook D. (Eds), Human Behavior 

Understanding. Lecture Notes in Computer Science, vol 9277. Springer. 

Turner, L. D., Allen, S. M., & Whitaker, R. M. (2017). Reachable but not receptive: Enhancing 

smartphone interruptibility prediction by modelling the extent of user engagement with 

notifications. Pervasive and Mobile Computing, 40, 480-494. 

Westermann, T.,  Möller, S. and  Wechsung, I. (2015) Assessing the Relationship between 

Technical Affinity, Stress and Notifications on Smartphones, In the Proceedings of the 17th 

International Conference / Human-Computer Interaction with Mobile Devices and Services 

Adjunct (MobileHCI '15), (pp. 652-659).  

Xu, Z., & Zhu, S. (2012). Abusing notification services on smartphones for phishing and 

spamming. Proceedings of the 6th USENIX Conference on Offensive Technologies, 1-11. 

https://www.plotprojects.com/blog/why-do-android-users-open-more-notifications-than-ios-users/
https://www.plotprojects.com/blog/why-do-android-users-open-more-notifications-than-ios-users/
https://www.nngroup.com/articles/why-you-only-need-to-test-with-5-users/
http://www.pewinternet.org/2015/10/08/2015/Social-Networking-Usage-2005-2015
http://www.pewinternet.org/2015/10/08/2015/Social-Networking-Usage-2005-2015
https://ecu.on.worldcat.org/search?queryString=au:Tilo%20Westermann&databaseList=3200,1461,2110,2229,2108,1931,2107,3838,3839,1697,3313,3036,638,1937,2507,1978,2109,3494,2481,3371,3404,3129,2513,2237,3369,2038,2236,1861,1982,2433,2795,2233,3967,2375,2210,2175,2570,3384,2051,3382,1953,1875,2007,2447,2006,2209,1834,3034,2462,3197,2261,2062,2260,1842,3227,2259,3502,2059,3909,2211
https://ecu.on.worldcat.org/search?queryString=au:Sebastian%20Mo%CC%88ller&databaseList=3200,1461,2110,2229,2108,1931,2107,3838,3839,1697,3313,3036,638,1937,2507,1978,2109,3494,2481,3371,3404,3129,2513,2237,3369,2038,2236,1861,1982,2433,2795,2233,3967,2375,2210,2175,2570,3384,2051,3382,1953,1875,2007,2447,2006,2209,1834,3034,2462,3197,2261,2062,2260,1842,3227,2259,3502,2059,3909,2211
https://ecu.on.worldcat.org/search?queryString=au:Ina%20Wechsung&databaseList=3200,1461,2110,2229,2108,1931,2107,3838,3839,1697,3313,3036,638,1937,2507,1978,2109,3494,2481,3371,3404,3129,2513,2237,3369,2038,2236,1861,1982,2433,2795,2233,3967,2375,2210,2175,2570,3384,2051,3382,1953,1875,2007,2447,2006,2209,1834,3034,2462,3197,2261,2062,2260,1842,3227,2259,3502,2059,3909,2211
https://ecu.on.worldcat.org/search?queryString=au:Proceedings%20of%20the%2017th%20International%20Conference%20/%20Human-Computer%20Interaction%20with%20Mobile%20Devices%20and%20Services%20Adjunct%20(MobileHCI%20&#39;15)&databaseList=3200,1461,2110,2229,2108,1931,2107,3838,3839,1697,3313,3036,638,1937,2507,1978,2109,3494,2481,3371,3404,3129,2513,2237,3369,2038,2236,1861,1982,2433,2795,2233,3967,2375,2210,2175,2570,3384,2051,3382,1953,1875,2007,2447,2006,2209,1834,3
https://ecu.on.worldcat.org/search?queryString=au:Proceedings%20of%20the%2017th%20International%20Conference%20/%20Human-Computer%20Interaction%20with%20Mobile%20Devices%20and%20Services%20Adjunct%20(MobileHCI%20&#39;15)&databaseList=3200,1461,2110,2229,2108,1931,2107,3838,3839,1697,3313,3036,638,1937,2507,1978,2109,3494,2481,3371,3404,3129,2513,2237,3369,2038,2236,1861,1982,2433,2795,2233,3967,2375,2210,2175,2570,3384,2051,3382,1953,1875,2007,2447,2006,2209,1834,3
https://ecu.on.worldcat.org/search?queryString=au:Proceedings%20of%20the%2017th%20International%20Conference%20/%20Human-Computer%20Interaction%20with%20Mobile%20Devices%20and%20Services%20Adjunct%20(MobileHCI%20&#39;15)&databaseList=3200,1461,2110,2229,2108,1931,2107,3838,3839,1697,3313,3036,638,1937,2507,1978,2109,3494,2481,3371,3404,3129,2513,2237,3369,2038,2236,1861,1982,2433,2795,2233,3967,2375,2210,2175,2570,3384,2051,3382,1953,1875,2007,2447,2006,2209,1834,3


330 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

 



31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

A. Pucihar, M. Kljajić Borštnar. P. Ravesteijn, J. Seitz & R. Bons  

 

 

Learning Success: A Comparative Analysis of a Digital 

Game-Based Approach and a Face-to-Face Approach 
 

LINDA ECKARDT & SUSANNE ROBRA-BISSANTZ 
24 

Abstract This study compares traditional face-to-face learning with digital 

game-based learning. A student group has to learn aspects of internet search 

in a face-to-face learning environment that combines lecture and tutorial 

and a further group has to learn the same aspects within a serious game. 

The comparison focuses on learning success. Measuring learning success 

is difficult and therefore the study includes questions to assess knowledge, 

motivation, fun and satisfaction in a pre- and post-tests. The results of the 

study show that the students evaluate game-based learning better in all 

surveyed categories.  

 

Keywords: • Game-based Learning • Serious Game • Face-to-Face 

Learning • Learning Success • Information Literacy • 

 

                                                           

 
CORRESPONDENCE ADDRESS: Linda Eckardt, Technische Universität Braunschweig, chair of 

information management, Muehlenpfordtstr. 23, Braunschweig, Germany, e-mail: 

linda.eckardt@tu-bs.de. Susanne Robra-Bissantz, Technische Universität Braunschweig, chair of 

information management, Muehlenpfordtstr. 23, Braunschweig, Germany, e-mail: s.robra-

bissantz@tu-bs.de 

 

DOI https://doi.org/10.18690/978-961-286-170-4.22  ISBN 978-961-286-170-4 

© 2018 University of Maribor Press 

Available at: http://press.um.si. 



332 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

L. Eckardt & S. Robra-Bissantz: Learning Success: A Comparative Analysis of a Digital Game-

Based Approach and a Face-to-Face Approach 

 

1 Introduction and Motivation 

 

Gamification describes the integration of game elements in a non-gaming context, for 

example education (Deterding et al. 2011). In contrast to gamification, a serious game 

refers to the development of a full-fledge game with fixed rules and objectives, including 

aspects of design (Deterding et al. 2011). The integration of game elements in a learning 

context is not new. There are many examples using gamification (e.g. “Bibliobouts” 

(Markey et al. 2008)) or serious games (e.g. “Planet in Peril” (Sittler et al. 2011)) in 

education. Although the boundaries between gamification and serious games are not 

clearly defined, the two game-based learning (GBL) approaches have one thing in 

common: both use game elements as motivational affordance. Thereby learners engage 

more and deal with additional topics that they would otherwise learn less about (Kapp 

2012). On the one hand, the integration of game elements offers an effective and active 

knowledge acquirement through the promotion of students’ participation and interaction 

(Branston 2006). On the other hand, students’ motivation, fun and engagement can be 

enhanced, so that learning success could be positively influenced (Branston 2006). 

 

Kerres (2011) defines learning success as the result of all didactic activities, which does 

not only mean the retention of facts, events or processes. For example, learning success 

includes emotional reactions (e.g. motivation, interest, fun), experienced quality of 

learning (e.g. content quality, quality of care and communication), satisfaction with 

learning behavior and result, learning behavior (e.g. duration and intensity) and objective 

knowledge gain at different intervals (Kerres 2001). Consequently, learning success 

consists of more than one dimension and is difficult to measure (Mager 1972). 

 

Although, there are only a few papers dealing with the learning success of GBL 

applications. For example, LaRose et al. (1998) examined the impact of learning success 

based on two student groups. One group attended a traditional face-to-face (F2F) lecture 

and the other group attended an e-learning supported lecture. The study did not show any 

significant differences in the achieved grade, the students’ attitude towards the learning 

method or the immediacy of the instructors with the learners (LaRose et al. 1998). In 

addition, Krause et al. (2015) examined a systematic analysis of the effects of 

gamification on the binding of students and their success in learning. The participants 

were divided into non-gamification and gamification groups. The groups were analyzed 

with respect to three criteria (retention period, quiz-correctness and test result). One of 

their research questions was whether gamification supports the students’ learning success 

in the offered online course. The results of their study showed significant differences in 

performance between the different groups. The gamification group achieved a 25% higher 

result in retention rate and a 12.5% better result in the quiz test (Krause et al. 2015). 

Furthermore, Jong et al. (2006) performed a comparative study with 158 participants and 

4 teachers between traditional web-based learning and situated game-based learning 

(SGBL). The comparative study showed that the SGBL was preferred by the participants 

and the course was more interesting and demanding. Additionally, the students could 

retain the learning content better. However, the study did not provide any evidence that 

SGBL could better convey the learning content (Jong et al. 2006). 
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Previous studies defined learning success in GBL applications predominantly in 

connection with the grade, the retention rate or the subjectively perceived knowledge 

gain. The aim of this study is therefore to measure learning success with such an 

application over several dimensions. This is examined by a comparative analysis between 

a traditional F2F lecture and a serious game. Thereby, the objective and subjective 

knowledge gain are determined at different intervals as well as the satisfaction, fun and 

motivation with both learning methods. 

 

2 Serious Game »Lost in Antarctica«  

 

The digital GBL application used for this study is a serious game. The serious game is 

„Lost in Antarctica”. In this browser game, which is designed as a point-and-click 

adventure, students travel as a group of scientists to the South Pole and crash due to a 

snowstorm. In addition to their scientific research, the defective airplane must be repaired 

(Eckardt & Robra-Bissantz 2016). Figure 1 shows six screenshots of the serious game. 

Students learn information literacy through playing. Information literacy describes the 

ability of a person “to recognize when information is needed and […] to locate, evaluate, 

and use effectively the needed information” (American Library Association 1989). In this 

serious game, the students learn aspects of internet search, database search, research 

strategies in general, recognizing scientific literature, scientific writing, citing, literature 

management, copyright, time management and how to publish a scientific work.  
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Figure 1: Screenshots of the Serious Game 

 

In the beginning of the serious game, students can create an avatar (screen 1 and 2). 

Subsequently, students learn different aspects of information literacy in 12 levels that are 

embedded in an accompanying background story. Each level is structured identically. The 

students have to follow a checklist and thereby acquire knowledge or solve tasks. The 

transfer of knowledge takes place in form of videos or presentations (screen 3). The 

corresponding tasks vary from drag-and-drop, cloze texts, interactive system screenshots 

(screen 5) and multiple choice questions to connecting lines tasks, memory games (screen 

4), free-text tasks and tasks to be solved in a team (e.g. case examples and votes). In each 

level, students can reach up to 300 points, but need only 200 points to progress within the 

serious game. Additional points can be exchanged on a market place through mini games 

(e.g. Pnake in the style of the popular game Snake) (screen 6). For the successful 

completion of a level, the student gets a component to repair the airplane (Eckardt & 

Robra-Bissantz 2016). 
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3 Research Aims 

 

The following study compares the learning success of a digital GBL environment with a 

F2F learning environment. 

 

Learning success is closely linked to motivation and fun (Mager 1972). The integration 

of game elements aims to promote motivation (Glover 2013). For this reason, the usage 

of the serious game “Lost in Antarctica” could enhance the learner’s engagement. 

Accordingly, psychological results that come with the integration of game elements in 

the learning context are examined. This affects motivation, engagement and fun. In 

addition, the impact of satisfaction on learning success is also considered. 

 

The following hypotheses are investigated as part of the comparative study: 

In comparison to traditional F2F learning, 

 the learning success of a digital game-based learning application is higher. 

 learner’s attitude, motivation and fun are higher in a digital game-based learning 

application. 

 learners are more satisfied with the learning process of a digital game-based 

learning application. 

 

4 Research Design 

 

The designed study is based on the four-level model of Kirkpatrick (1967). The model 

separates between reaction, learning, behavioral and result levels (Kirkpatrick 1967; 

Kirkpatrick & Kirkpatrick 2006). The reaction level describes the emotional reactions to 

the course and measures customer satisfaction (Kirkpatrick & Kirkpatrick 2006). 

Therefore, the student’s satisfaction with the respective learning method is measured. The 

study differentiates between satisfaction with the content and the form of the course. The 

learning level from Kirkpatrick’s model focuses on the learning objectives. Examples 

include the acquirement of new knowledge or skills, as well as attitude changes 

throughout this level (Kirkpatrick & Kirkpatrick 2006). For this reason, knowledge gains 

and changes in attitude are questioned in this study. The behavioral level refers to 

applying the course content and consequently measuring changes in behavior 

(Kirkpatrick & Kirkpatrick 2006). The result level measures the consequences of the 

behavioral changes with objective performance criteria (e.g. costs). In this study, the 

focus is set on learning success. It can be measured with a combination of knowledge 

questions and questions for self-assessment. Satisfaction, fun and motivation are only 

evaluated through self-assessment. A six point Likert scale is used for the self-assessment 

questions. Therefore, the participants have to make a decision regarding their opinion in 

a positive or a negative way. The trend towards the middle is avoided (Matell & Jacoby 

1971). The knowledge questions represent an objective measuring method. The 

knowledge is thereby checked by testing the achievement of certain learning goals 

through knowledge questions. 
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The comparative study is of quantitative nature and was conducted during the summer 

semester 2016. 

 

4.1 Participants 

 

A sample of 44 students were invited to participate in the study. The participants are 

Master’s students of various disciplines, who deepen their knowledge on economy with 

an information management course. The students consisted of 38 males and 6 females, 

with the mean age being 25, and they shared approximately the same level of knowledge. 

All participants had already written a Bachelor’s thesis and therefore had learnt some 

aspects regarding information literacy. 

 

4.2 Learning Materials 

 

The students learned aspects of internet search in this study. Due to changes caused by 

media change and digitalization, students have more opportunities concerning when and 

how they gather information. The usage and access to information offered through the 

internet is more advantageous than the usage of library resources. Consequently, students 

often consider the availability of a resource to be of greater importance than its quality 

(Felker 2014). For this reason, students had to learn different aspects of internet search 

within the game-based or F2F approach. For example, they learnt how to rate the quality 

of websites or to optimize the search in a web search engine. Furthermore, they got to 

know the advantages and disadvantages of an internet search and to learn how to check 

their research for relevance. In both courses, the students learnt exactly the same but with 

a different learning method. 

 

4.3 Procedure 

 

The participants were randomly assigned into a control group and an experimental group 

at the beginning of the study. Figure 1 shows the research procedure, which is divided 

into three phases. 

 

Phase 1: Pre-Test. A paper-based pre-test was performed to assess students’ prior 

knowledge. For this purpose, questions were asked to measure their subjective and 

objective knowledge. Furthermore, their motivation, fun and satisfaction were assessed 

by other questions. Both groups completed the test immediately before learning with the 

respective method. 

 

Phase 2: Face-to-Face or Game-Based Learning. Both experimental and control group 

students had a 90-minute learning session. The experimental group conducted the serious 

game in a computer lab. In this way, the students were able to decide the rate and scope 

to perform the serious game. Additionally, the repetition of tasks was possible. In 

comparison, the control group participated in a F2F learning environment. A librarian, 

being an expert in this field, held the presentation on information literacy. The F2F 

learning was a combination of lecture and tutorial. 
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Phase 3: Post-Test. After the learning experiment, the students were required to fill out 

a second paper-based questionnaire for gathering information about their knowledge gain 

and their perceptions of the learning method. 

 

 
Figure 2: Study Design 

 

5 Research Findings 

 

Table 1 shows the results of the study. Thereby, the correctness of knowledge questions 

is expressed in percentage. For the other questions a six point Likert scale was used (1= 

strongly disagree, …, 6= strongly agree). The mean values (MV) and standard deviations 

(STD) are shown in Table 1. 
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Table 1: Results of the Pre- and Post-Test 

 

 

Questions 

Experimental Group 

(Serious Game) 

Control Group 

(Face-to-Face) 

Pre Post Pre Post 

Knowledge Questions 

Advantages and 

disadvantages of an internet 

search 

37.33 % 62.66 % 36.83 % 47.33 % 

Meaning of: “inurl:[search 

term]” (pre) and 

“site:[URL]” (post) 

12 % 28 % 5 % 16 % 

 MV STD MV STD MV STD MV STD 

Knowledge 

My knowledge about 

internet search… 

… is low (pre) 

… was previously low 

(post) 

3.0 1.08 3.83 1.0 3.16 1.12 3.68 1.56 

I learned many new things. 

(post) 
- - 4.80 0.86 - - 4.63 1.25 

The application / exercise 

helped me to understand the 

learning contents better. 

(post) 

- - 4.68 0.9 - - 4.58 1.26 

I felt active participation as a 

support for the knowledge 

gain. (post) 

- - 
4.7

4 
0.75 - - 5.0 0.57 

I learned more in this course 

than in others. (post) 
- - 

4.3

9 
0.94 - - 4.0 1.49 

Attitude 

I am positively inclined 

towards face-to-face / game-

based learning. (pre) 

4.5

8 
1.0 - - 

4.3

2 

1.1

5 
- - 

My attitude towards face-to-

face / game-based learning 

has changed positively. (post) 

- - 
4.5

0 
1.0 - - 

3.6

8 
1.41 

Motivation 

I am motivated to participate 

actively. 
4.8 

0.8

9 
- - 

4.3

7 

0.8

3 
- - 

I am ready to learn something 

new. 
5.2 

0.7

8 
- - 

4.7

4 

0.9

9 
- - 
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Both groups increased their knowledge. However, the knowledge gain of the GBL group 

is greater. The knowledge about internet search of both groups is approximately the same. 

Nevertheless, the post-survey shows that the students knew less about this topic than they 

initially thought. That underlines one challenge of information literacy instruction. 

Students assumed that they already had the abilities (Gross & Latham 2007). F2F, as well 

as GBL, were perceived positively. Even after the course, the attitude towards the 

different learning methods had not changed much. However, the attitude towards F2F 

learning had deteriorated slightly. In both groups, the students learned new things, could 

understand the content better and felt active participation to be an advantage. In 

comparison to other courses, the students learned more. Motivation was present in both 

learning environments, but the GBL group reported to be more motivated. Overall, fun 

was evaluated positively. However, the serious game was more fun because collecting 

points promotes an active cooperation. The GBL group evaluated the question of whether 

a F2F lecture would have been more fun in average with “somewhat disagree”. In 

comparison, the F2F group thought that the serious game would have been more fun. The 

students were satisfied with both learning methods and, compared to the pre-test, became 

even more open to new learning methods. Overall, it is also clear that the GBL group was 

somewhat more. 

 

A t-Test was performed to determine if the two samples significantly differ regarding 

factors. Table 2 shows the t-Test results for both independent samples, the serious game 

The new teaching approach 

motivated me to work more 

actively than usual. 

- - 3.72 0.67 - - - - 

I could easily follow the 

course without getting tired. 
- - 4.88 0.88 - - 

4.4

7 
1.27 

Fun 

A face-to-face /game-based 

learning would have been 

more fun. (inverse scale) 

- - 4.96 1.29 - - 
3.8

9 
1.15 

I took an active part because 

collecting points was fun. 
- - 4.6 1.0 - - - - 

I enjoyed the course. - - 5.08 0.7 - - 
4.3

7 
1.21 

Satisfaction / General Questions 

I am open towards new 

learning methods. 

4.7

6 

1.2

6 
5.3 0.63 

4.4

2 

1.5

7 

4.6

3 
1.11 

I am satisfied with the course. - - 5.04 0.79 - - 
4.6

3 
1.34 

I would like to participate 

again in such a kind of 

course. 

- - 4.78 0.73 - - 
4.2

1 
1.35 
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group and the F2F group. A Shapiro-Wilks test was carried out to check the distribution 

of the individual samples. This showed that a normal distribution is present. The Levene 

test resulted in variance homogeneity for knowledge (pre and post), attitude (pre and 

post), motivation (pre and post) and fun. The satisfaction dimension (pre and post) 

showed variance heterogeneity. Therefore, a t-Test with Welch correction was used. 

 
Table 2: Results of the t-Test for two independent samples 

 

Factor 

Experimental Group 

(Serious Game) 

Control Group 

(Face-to-Face) 
t-Test 

MV STD MV STD T p 

Knowledge (pre) 3.0 1.08 3.16 1.12 0.234 0.816 

Knowledge (post) 4.46 0.59 4.37 0.94 -0.349 0.729 

Attitude (pre) 4.60 0.86 4.32 1.15 -0.933 0.356 

Attitude (post) 4.50 1.02 3.68 1.41 -2.194 0.034 

Motivation (pre) 5.00 0.57 4.55 0.77 -2.188 0.034 

Motivation (post) 4.88 0.88 4.47 1.17 -1.314 0.196 

Fun 4.54 0.75 3.63 0.92 -3.580 0.001 

Satisfaction (pre) 4.76 1.26 4.42 1.57 -0.827 0.415 

Satisfaction (post) 5.04 0.52 4.49 0.96 -2.237 0.034 

 

 

Previous knowledge and knowledge after learning with the serious game or in the F2F 

lecture showed no significant changes. This means that the groups did not subjectively 

assess their previous knowledge differently and consequently shows approximatly the 

same level of knowledge. Even after learning, knowledge does not significantly differ, 

which means that both learning methods perform equally well for learning and none is 

better regarding subjective knowledge gain. Consequently, the learning method should 

maybe be selected based on the learning content. The attitude of both student groups did 

not significantly differ before the experiment. After the experiment, attitude changed. The 

group that learned with the serious game still had a positive attitude towards this learning 

method whereas the control group's attitude decreased regarding F2F learning. This 

difference is significant. Effect size is calculated for determing the relevance of this result. 

Determing the effect size follows Cohen (1992). The effect size of attitude (post) is 

r=0.324 and corresponds to a medium value. Before learning, motivation of the 

experimental group is significantly better because they are allowed to learn with the 

serious game. The effect size is r=0.319 and corresponds to a medium value. After 

learning, both groups stated that they could easily follow the course without getting tired. 

However, the difference is not significant. Both groups differ regarding fun. The game-

based learning group evaluated fun more positive than the F2F group. This result is 

significant with an effect size of r=0.484, which corresponds to a medium and strong 

value. Before learning, satisfaction was not differently assessed by both groups. This 
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means that both groups are equally open towards new learning methods. Nevertheless, 

the serious game group evaluated satisfaction significantly better than the F2F group after 

the experiment. The experimental group was more satisfied with the course and would 

more like participate again in such a kind of course. The effect size is r=0.40 and 

corresponds to a medium value. 

 

In summary, the study showed that the serious game achieved significant better results in 

the categories attitude, motivation, fun and satisfaction compared to F2F learning. Only 

the knowledge gain was not significantly better evaluated by the serious game group but 

also showed better medium values. The hypotheses were partly supported and 

consequently, the serious game is a good possibility to learn. 

 

6 Conclusion and Future Research 

 

Previous literature points out that learning methods cannot be easily compared. Many 

studies comparing learning methods only show tendencies but no significant results 

(Tergan 2003). For this reason, this study is also a first step towards the measurement of 

the learning success of such an application. Knowledge gain, attitude, motivation, fun and 

satisfaction were evaluated more positively in the GBL environment than in the F2F 

learning but only the knowledge gain did not show significant results. 

 

However, further studies are necessary to measure learning success extensively and to 

make more detailed statements. For this reason, the serious game used in this work 

replaces a course for information literacy instruction in the next step completely. It is 

evaluated at various intervals. Thereby, the learning success is to be considered in more 

detail in several dimensions. For example, the existing knowledge is asked at the 

beginning of the serious game and the knowledge gain is evaluated in the middle and at 

the end of the GBL. This procedure offers the possibility to recognize changes in 

subjective and objective knowledge. Therefore, motivation, fun and satisfaction are 

measured with the same procedure. Additionally, system quality, learning strategies and 

subjective knowledge are recognized because they influence leaning success as well 

(Kerres 2001). An objective assessment is made via the database of the serious game. 

Information such as gained points, number of repetitions and points measuring the 

improvement or deterioration of students are recorded to enable better insights into 

learning success of serious games. 
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Abstract Blockchain technology may have the potential to fundamentally 

change society and we might currently witness the dawn of a 

cryptographically secured trust-free transactions economy. One relatively 

unexplored application domain is waste management. Incorrect waste 

management practices may lead to illegal pollution or enable fraudulent 

transactions. Using a design science approach, we formulate problem areas 

and evaluate the applicableness of using a blockchain solution to mitigate 

the problems identified. Our results indicate that it is important that the 

organization and its infrastructure is prepared for the use of blockchain. 

There are several conditional challenges that must be overcome to realize 

blockchain technology’s full potential. Further research is needed in order 

to grasp a full understanding about the situations in which blockchain 

technology is beneficial or not.  
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1 Introduction 

 

The design of bitcoin was first described in a self-published paper by Nakamoto in 2008 

(Nakamoto, 2008), after which an open-source project was registered on SourceForge. 

Propelled by its capricious quotation, the bitcoin received tremendous media attention 

recently. It is difficult, if not impossible, to open a popular publication today, and not run 

into a reference to bitcoin, cryptocurrency or some combination thereof. The bitcoin was 

the first attempt to solve the double-spending problem in the context of digital currency 

by means of blockchain technology. 

 

Blockchain technology, often referred to as distributed ledgers, is the underlying 

technology that stores the same information at different nodes and the information will 

only be added when the nodes have reached consensus. New transactions can be added, 

but previous information cannot be removed enabling all nodes to track the history. This 

reduces the dependency on a central actor and the risk of manipulation or system failure 

as all nodes have all the information available (Ølnes, Ubacht, & Janssen, 2017). Beyond 

cryptocurrencies like bitcoin, blockchain technologies may have the potential to 

fundamentally change society and we might witness right now the dawn of 

cryptographically secured trust-free transactions economy (Beck, Czepluch, Lollike, & 

Malone, 2016). It is this potential disruptiveness that the venture capitalist Marc 

Andreessen (2014) even coined as the most important invention since the advent of the 

Internet. 

 

The potential beneficiaries triggered many organizations to experiment with this 

technology.  In 2016 alone, 26.000 new projects were started with this technology as a 

basis (Trujillo, Fromhart, & Srinivas, 2017). Recent literature, for example, describes 

implementations for the insurance market (Hans, Zuber, Rizk, & Steinmetz, 2017), 

crowdlending platform (Schweizer, Schlatt, Urbach, & Fridgen, 2017), and digital crime 

prevention (Smith & Dhillon, 2017). These instantiations are primarily situated in the 

private domain. It is however stipulated that blockchain technology is also a tool to 

increase efficiency and economic growth (Chapron, 2017). There is thus a need to address 

and learn from governmental initiatives to seek the blockchain’s potential in this context 

(Ølnes, 2016). The aim of this study is to contribute to a discussion about blockchain in 

a governmental setting by exploring the potential use of blockchain and to provide a 

nuanced view of its use in the field of waste management in a Dutch municipality. This 

also fills the gap of the need to inquire the use of blockchain in the domain of waste 

management as Saberi, Kouhizadeh, & Sarkis (2018) stipulate. Or to paraphrase the 

authors: “move beyond the hype to make this technology a productive tool for society”. 

 

Waste has always been generated due to human activities. Waste hasn’t been a major 

issue as the human population was relatively small and nomadic. It, however, became a 

serious problem with urbanisation and the growth of large conurbations. Poor 

management of waste led to contamination of water, soil and atmosphere and to a major 

impact on public health (Giusti, 2009). Concerns about lack of controls, inadequate 

legislation, negative impact on the environment and human health were triggered due to 
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several serious and highly publicised pollution incidents, for example, see the work of 

Triassi, et al. (2015). These incorrect waste management practices forced many national 

and federal governments to introduce new regulatory frameworks to deal with hazardous 

and unsustainable waste management operations. According to the United Nations, waste 

management entail activities including (a) collection, transport, treatment and disposal of 

waste, (b) control, monitoring and regulation of the production, collection, transport, 

treatment and disposal of waste and (c) prevention of waste production through in-process 

modifications, reuse and recycling (United Nations, 1997). The latter will not be taken 

into account in this study. In this study, we evaluate the applicability of blockchain 

technology in the domain of waste management in the area of Utrecht, the Netherlands. 

To do so, we address the following research question: How can blockchain technology 

be utilized by municipal bodies to process transactional waste management data? 

 

2 Blockchain: distributed ledgers 

 

Blockchain is an ongoing growing list of registrations of transactions that are divided into 

blocks. Every block refers back to the last block which shapes a chain, hence the name 

blockchain. Iansiti & Lakhani, (2017) describes it as: “an open, distributed ledger that can 

record transactions between two parties efficiently and in a verifiable and permanent 

way”. The main idea is that the information that is contained in a block is verifiable and 

permanent as it’s impossible to change or mutate. 

 

Blockchain offers new possibilities for controlling and sending information in, for 

example, a supply chain. However, when trust and robustness are no issues for an 

information system then blockchain is not always favorable to a traditional database 

(Greenspan, 2016). There are several differences between the traditional way and new 

methods developed on blockchain technology. Table 1 summarizes the advantages and 

disadvantages of blockchain technology versus traditional database systems. 
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Table 1: Blockchain vs. traditional database system 
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 Blockchain can prove the authority and validity of its own transaction instead of 

using a central administrator that has to validate and take responsibility. 

Transactions through a Blockchain can, therefore, be fully automated independently 

and verifiably executed (Swan, 2015). 

 Blockchain, just like any other (database) system, has to be run on physical 

hardware. However, unlike other systems, there isn’t any owner since it’s physically 

impossible for a Blockchain to run on 1 node. In this case, there isn’t any single 

entity that has the power to change or mutate any information that’s stored in the 

Blockchain. This means that a blockchain is less sensitive to corruption or fraud. By 

effect, this means that the parties involved in the Blockchain can all trust the 

information stored in such a way. 

 Information stored in a Blockchain is transparent for all parties involved. There’s 

always a way to check the history of all the transactions in a Blockchain. This also 

means that audits for a Blockchain system are easier and always reliable 

(Underwood, 2016; Atzori, 2015; Swan, 2015). 

 The data isn’t stored in a single location. So there is not one person responsible for 

the security surrounding the data. That means that there isn’t any need for a security 

specialist that has to take responsibility for the database and govern and proof the 

integrity of the data (Ølnes, 2016; Underwood, 2016; Gervais, et al., 2016) . 

 Because of the inherent technology of Blockchain, there is a very low risk of system 

failures. Blockchain has a much higher robustness compared to tradition database 

system because it’s run on multiple systems in multiple locations. If one node fails 

or breaks down the other nodes will take over instantly. There is no extra 

configuration or actions required because each node has a copy of the whole 

Blockchain. This also means there is no expensive backup system required. (Ølnes, 

Ubacht, & Janssen, 2017) 
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 Blockchain is always slower than a traditional database system. In theory, it’s also 

always more expensive because it costs more energy, hardware and infrastructure 

capacity (Eyal, Gencer, Sirer, & van Renesse, 2016).  

 For every new request regarding a new peer-to-peer connection, there also has to be 

proof of the validity and integrity of the source. This is done by a digital signature. 

This means that for every new connection it’ll take more time and computing power 

compared to the traditional database systems where you can send information 

instantly (Gaetani, et al., 2015). 

 Blockchain technology intends to work on the basis of a consensus between parties. 

A transaction will only be authorized if at least 50% of the nodes validate the 

transaction. This process takes time because each working node needs to 

communicate to other nodes to check for a verdict. This will take considerably more 

time depending on the size of the Blockchain and the quality of the infrastructure. 

 Blockchain's main strength is based on how many different nodes and unique parties 

are involved. The more different nodes the stronger the blockchain is. A traditional 

database system doesn’t require such a scale (Gaetani, et al., 2015). 

 Blockchain has to validate and authorize each transaction but for each transaction, 

there are heavy calculations involved because it is encrypting all the information, 

with a traditional database system it’s possible to skip this and therefore gain much 

more speed with less hardware and computing power involved. 

 It’s very difficult to expand the capacity of an existing blockchain (Ølnes, 2016). 

This means that a blockchain system is less flexible. This has proved to be a problem 

with the enormous growth of Bitcoin where the sheer number of users are causing 

many problems (Filippi & Loveluck, 2016).  

 

3 Problem Identification and Motivation 

 

Our study can be best characterized as design science research (Hevner, March, Park, & 

Ram, 2004) as a potential new artefact, represented by a blockchain solution, is the focal 

point of the study. It, however, must be noted that there is no actual demonstrator build 

during this research as this is research in progress. In line with common design science 

approaches, our research starts with the identification and description of a practical 

relevant problem (Peffers, Tuunanen, Rotherberger, & Chatterjee, 2007). To acquire 

deeper knowledge about the process of waste management, interviews were held with 

both the local authorities as well as the waste station. 

 

Four key stakeholders are identified. The disposer, a mediator (usually the municipality 

– in this case, Utrecht), logistics and the processor (waste station). Naturally, the process 

is triggered by a request from the disposer that notifies the municipality through a so-

called guidance letter. This letter is used by the driver to check its weight. Then the waste 

is weighed at the waste station after which the waste is deposited. Thereafter, a weighing 

note is sent, together with an invoice, to the mediator. This simplified process is illustrated 

in Figure 1 by BPMN (OMG, 2011). 

 

 



350 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

G. Ongena, K. Smit, J. Boksebeld, G. Adams, Y. Roelofs & P. Ravesteijn: Blockchain-based Smart 

Contracts in Waste Management: A Silver Bullet? 

 

 
 

Figure 1: The process of waste management 

 

Sharing of information in this process is digitally supported by an ERP-system. Data is 

manually entered into the system. This results, for instance, in the guidance letter. The 

process is governed by several stakeholders. NIWO is also a key stakeholder. The NIWO 

is the licence provider for road transport in the Netherlands. A national governmental 

body (ILT) that monitors the licenses of waste processors. Authorities on provincial level 

who provides licenses to waste processors. Hence, several (non-)governmental bodies are 

installed to monitor the process of waste management. 

 

Based on the interviews, five main problem areas were identified. Table 2 provides an 

overview of these deficits and provides a short description of how this can be exemplified 

in the process of waste management. 
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Table 2: Deficits in the current process 

 

Problem area Description 

Fraud and manipulation Payments per kilograms are made when getting rid of 

waste. However, the local authorities cannot check the 

number of kilograms as they don’t possess a weighbridge. 

In the past, some flows of waste that generate a lot of money 

were fraudulent. This was done by sharing incorrect 

information that couldn’t be checked by means of a 

weighbridge. 

Wrong or loss of 
information 

Guidance letters and are physical papers that pass by all the 

activities of the current process. In the process, these papers 

sometimes get lost. It so happens that the papers literally fly 

out of the window during transport or the wrong letters are 

given on departure. 

Manual processes When implementing the ERP system, it was intended that 

data such as the weighing tickets would be automated. This 

wasn’t done. As a result, the employees of the municipality 

must enter the data manually in the ERP system. 

Lack of knowledge 
about technology  

Knowledge about, and the ability to work with, technology 

is rather limited. As a result, the ERP system does not come 

to fruition. 

Lack of control Periodic governmental inspection at the waste division 

station takes a lot of time. Since the resources are limited, 

data is not fully monitored  

 

 

4 Field of Application: A Current Use Case 

 

To strengthen our possible design, we draw on prior experiences. The Human 

Environment and Transport Inspectorate (ILT) initiated a pilot a few years ago. The aim 

of this pilot was to develop an improved process for the cross-border transport of waste 

by means of blockchain technology (Donata, 2016). The reason for choosing blockchain 

technology is that at the moment several parties have separate closed accounts and there 

is not a plausible party that could (or would like to) arrange the administration process of 

all parties involved. In other words, there is no trusted third party within the process. As 

is shown in Table 2 this can cause problems in areas such as 'lack of control' and 'fraud 

and manipulation'.  

 

The working prototype of ILT has proven that blockchain works as the technology can 

perform the tasks it has been given. It is, therefore, possible to implement a blockchain in 
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a supply chain such as waste processing. However, the pilot shows that it is difficult to 

get everyone involved with the project. Some parties were very enthusiastic and 

proactive, while others were totally uninterested. This is partly due to a lack of knowledge 

about blockchain, or more generally a low IT maturity of the organisation influenced this 

attitude as well. This ‘lack of knowledge about technology’ has also been identified in 

Table 2 above. The branch of waste depositing is rather conventional and thus offline 

communication still characterizes the process of sharing of information between parties. 

This corresponds with two other possible problem areas that we have identified: ‘manual 

processes’ and ‘wrong or loss of information’.  

 

Hitherto, the pilot is still running. The project leader indicated that it hopes to achieve the 

following benefits with the blockchain solution: 

 The ILT establishes a key position as they control accessibility to information; 

 They can then better map the waste flows and take action if needed; 

 Faster handling and fewer administrative burdens so that bank warranties can be 

released earlier. 

 

5 Discussion, and Implications for Theory and Practice 

 

The working prototype of ILT has proven that blockchain works as a technology. It is, 

therefore, possible to implement blockchain technology in a supply chain such as waste 

processing. However, this study not only aimed to strive for the confirmation that a 

blockchain solution is applicable; it strives for an evaluation whether a blockchain 

solution is beneficial compared to the current situation, as proposed by Gregor and 

Hevner (2013). Thus, reflecting on the problem areas in the process of waste management 

(as depicted in figure 1) and the characteristics of the blockchain technology and whether 

the latter is beneficial to the deficit. The results and corresponding explanations are 

illustrated in Table 3. 
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Table 3: Can blockchain overcome deficits? 

 

Problem area Blockchain solution 

Fraud and manipulation With blockchain technology, it is important that the data entered 

are correct, since it is not possible to change it afterwards (Xiaoqi, 

Jiang, Chen, Luo, & & Wen, in press). The waste separation 

station does not have the correct (automated) solutions to ensure 

that these source data are correct. They are too dependent on 

another party, which is not confidential enough to use as source 

data. Blockchain technology is not going to solve this problem 

and, in fact, a solution has to be found before blockchain can be 

implemented. 

Wrong or loss of 
information 

Once something is entered in a blockchain, it is immediately safe. 

Since the guidance letters and weighing vouchers are digitally 

entered with a blockchain solution, they cannot be physically lost. 

A blockchain implementation is the right solution to overcome 

this problem. 

Manual processes Blockchain technology itself does not directly offer the solution 

for automating data processing. However, it offers multiple 

options with the help of other IT solutions. 

Lack of knowledge 
about technology  

Blockchain technology is not going to introduce a change in the 

current maturity of knowledge and expertise in IT. 

Lack of control If organizations save the data using Blockchain and organizations 

ensure that this is done in the right way, it is possible to use the 

Blockchain technology as a "trust factor". The data contained in it 

cannot be changed and if it is entered correctly you can guarantee 

that the information is reliable (Crosby, Pattanayak, Verma, & 

Kalyanaraman, 2016). This offers a solution for inspection 

services such as ILT, because everything is digital. 

 

Overseeing the problem areas, one should take into account that almost all of these 

problems are not solved by blockchain technology. For instance, Control mechanisms 

must be installed to ensure correct data. Or sufficient infrastructure must be in place to 

implement a blockchain solution between different parties. In this, the municipality can 

have a key role as they can impose the use upon stakeholders. In other words, they can 

guide the development, execution, maintenance and adaptation of blockchain 

architectures and applications (Ølnes, Ubacht, & Janssen, 2017). 

 

There are several limitations that have to be pointed out. First, since blockchain is a 

relatively new technology, there is still a general lack of knowledge on its benefits and 

limitations. Therefore, the amount of people with deeper insights into the blockchain 

phenomenon is limited and restricted to a small group of innovators. Second, the study 

didn’t fully complete the cycle of design science research. Building a demonstrator and 

evaluate this with the stakeholder would leverage our knowledge (and theirs) about the 

potential benefits or limitations of blockchain technology in this context. Thirdly, the 
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logistical component of waste management is not fully considered in this research. In the 

Netherlands, there are only a few parties concerned with waste transport and these are 

often innovative. In this branch, they can, therefore, act as an accelerator for blockchain 

technology.  

 

Despite these limitations, this research contributes a valuable discussion about the use of 

blockchain technology as its applications are still in its infancy. Further research is needed 

in order to grasp a full understanding about situations in which blockchain technology is 

beneficial or not. A multiple case study of current blockchain initiatives would support 

this understanding.  
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Abstract Factory of the Future is an initiative of the European 

Commission. It is highly narrative and describes the transformation of 

“ordinary” manufacturing operations and structures to fully-integrated 

cyber-physical manufacturing systems. Basing on case study research 

performed in the greater area of Vorarlberg, this article aims to explore how 

Small and Medium Enterprises (SMEs) in the field of manufacturing can 

evolve to smart-service Factories of the Future. It takes a mixed-methods 

approach with quantitative research (questionnaire) and qualitative case 

study interviews and provides findings about three main topics in service 

system engineering: “transformation of an operational need into a 

description of system performance parameters”, “integration of related 

technical parameters and assurance of compatibility of all physical, 

functional and program interfaces” and “integration of reliability, 

maintainability, safety, survivability, human and other such factors”. As it 

turns out, increased servitization measures, service management, service 

performance and service quality by development of service-oriented 

architectures (SOA) are key to evolve to a smart-service Factory of the 

Future.  
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1 Introduction 

 

“Factory of the Future” (FoF) is an initiative of the European Commission. It was 

launched in 2008 with the aim to develop a sustainable and competitive EU 

manufacturing industry. In its first iteration, the initiative included the development of 

high added value manufacturing technologies that are also clean, highly performing, 

environmentally friendly and social sustainable (e.g. European Commission, European 

Commission (2013)). Since then, FoF has remained as narrative but, due to ongoing 

digital transformation of the manufacturing industry, it nowadays describes the 

manufacturing facilities as digital, fully integrated plants evolving to smart-service cyber-

physical systems (e.g. Küpper et al. (2016), Project team in the IEC Market Strategy 

Board (MSB) (2015), v. Heynitz et al. (2016)). Especially in the German speaking 

countries (but also in neighbouring countries and beyond), FoF is highly associated with 

Industry 4.0 (I4.0) approach. Both concepts connect technology, information and human 

resources on equal ground to establish more performant and efficient but also more 

intelligent and self-managing smart-service systems. Smart-service systems are the 

subject of service (systems) innovation (Maglio, 2014). 

 

(Smart) service systems are the basic abstraction of the academic discipline of Service 

Science (e.g. Maglio et al. (2009), Vargo & Akaka (2009), etc.). It is a relatively new 

academic discipline Böhmann et al. (2014) with roots in marketing research (Vargo & 

Lusch (2004), Vargo & Lusch (2008)), but also systems engineering with International 

Business Machines (IBM) as an important protagonist. Anecdotal reference refers to a 

phone conversation between Jim C. Spohrer and Henry Chesbrough whereas last-named 

recommended – similar to the 1940s and 50s, where IBM was pioneer in development of 

computer science – to start Service Science (Intelligent Business Machines (IBM), 2012). 

Paul Horn, senior VP for research at IBM, approved this idea (Horn, 2005). Service 

Science was also selected as one of the top 20 ideas in 2005 by the Harvard Business 

Review (Chesbrough, 2005). Since its emergence, the Service Science community has 

quickly grown and made significant progress in research – including the study of smart-

service systems which are systems in which autonomous technical operation contributes 

to  continuous re-engineering and improvement (e.g., productivity, quality, compliance, 

sustainability, etc.) and co-evolution in all value creation processes (Demirkan, Spohrer, 

& Badinelli, 2016). 

 

The aim of this paper is to explore how “ordinary” manufacturing operations and 

structures can evolve to smart-service Factories of the Future. It intends to identify critical 

success factors for the development of smart-service Factories of the Future as well as to 

provide access points for organizational transformation and integration of identified 

critical success factors. The overall motivation and identified research gap is derived from 

the BIFOCAlps project scope (BIFOCAlps consoritium & Interreg Alpine Space, 2018): 

due to globalization, many enterprises – especially small and medium enterprises (SMEs) 

in manufacturing sector are not as competitive as wished in global markets, resulting in 

increased levels of unemployment, abandoned facilities and remaining plants that need 

new products and new processes (BIFOCAlps consoritium & Interreg Alpine Space, 
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2018). BIFOCAlps is the supporting research project of this article at hand and aims to 

foster adoption of good practices in the manufacturing value chain, enhance knowledge 

transfer among its key stakeholders and raise awareness for impacts of the FoF paradigm 

in the manufacturing sector. 

 

This paper presents the results of 13 case studies on best practices in the manufacturing 

service sector out of the greater region of Vorarlberg. Applied methodology is case study 

research (Yin, 2014) that is guided by the research question “How can Small and 

Medium Enterprises in the field of manufacturing evolve to a smart-service Factory 

of the Future?”. To answer this question, the paper looks in particular the ability of 

companies to perceive digital transformation challenges for industry companies and find 

a suitable path towards digital transformation, their investment in digital technologies and 

the knowledge transfer and partnerships with other companies. 

 

This paper at hand is organized in five sections. The following section (section two) gives 

a quick overview about the body of knowledge (Service Science). Furthermore, the 

section introduces the selected analytical framework. This framework is applied to 

present the case study finding (c.f. section 5). Section three explains the research 

methodology as well as the scope of research. It also describes the chosen data sources. 

Section four presents the case studies (from a cross-case perspective). Section five 

summarizes the case study findings and provides a conclusion and an outlook for 

successful implementation of a smart-service Factory of the Future. 

 

2 Body of Knowledge: Service Science & smart-service Factory of the Future  

 

This scholarly article at hand contributes to the academic discipline of Service Science 

(e.g. Spohrer & Maglio (2008), Stoshikj et al. (2016)) on the theoretical side as well as to 

digital transformation, Factory of the Future and Internet of Thing on the 

practical/operational side. 

 

The goal of Service Science is, according to Wieland et al. (2012) (in reference to Spohrer 

& Maglio (2008)), “to apply scientific understanding to advance our ability to design, 

improve, and scale service systems for business and societal purposes”. Service Science 

combines human understanding, according to [5], “with business and technological 

understanding to categorize and explain service systems, including how they interact and 

evolve to cocreate value”. This discipline “deals with the interaction within and between 

service systems” (Stoshikj et al., 2016). Spohrer (2008) defines a service system as “the 

basic unit of analysis, as a dynamic value co-creation configuration of resources, 

including people, organizations, shared information (language, laws, measures, methods), 

and technology, all connected internally and externally to other service systems by value 

propositions”. These are “not only data and physical components, but also layers of 

knowledge, communication channels and networked actors” (Böhmann et al., 2014). 

 

However, service systems are socio-technical artefacts (Alter, 2013, 2015) and the basic 

abstraction of Service Science (Maglio et al., 2009). Service systems are considered to be 
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“everywhere” (Wieland et al., 2012) and are part of larger service ecosystems. Smart-

service systems, according to Polese, base on intensive application and use of Information 

and Communication Technologies (ICT) for a wise and interacting management of 

service systems' assets, goals as well as being capable for self-reconfiguration (Barile & 

Polese, 2010). Polese exemplifies intelligent utility network and metering, intelligent 

transportation, consumer driven supply chains and manufacturing productivity as smart-

service systems. However, smarter service systems serve its clients better and develop 

enhanced opportunities for win-win situations that again result in increased value co-

creation for both service providers and clients (Spohrer & Maglio, 2009). Smart-services 

in the field of manufacturing, as (Boukhris, Fritzsche, & Möslein, 2017) highlight, are 

advanced services and – as they cite from (Baines & Lightfoot, 2013) – allow to “provide 

remote insight into the condition and use of a product, and advanced warning of 

impending failures”. 

 

To boost innovation in manufacturing operations and structures with the general aim to 

become a smart-service Factory of the Future, efforts and activities into service system 

engineering are indispensable. (Tien & Berg, 2003) as well as (Buede & Miller, 2016) 

provide list of common definitions of service system engineering (SSE). Focusing on the 

framework of the U.S. Department of Defense (1969), SSE is about the (1) transformation 

of an operational need into a description of system performance parameters and system 

configuration, the (2) integration of related technical parameters and assurance of 

compatibility of all physical, functional and program interfaces and the (3) integration of 

reliability, maintainability, safety, survivability, human and other such factors into the 

total engineering effort. In this article at hand, this approach serves as analytical 

framework to analyse the case studies and to synthegrate and summarize the findings. 

 

Digital transformation is about the integration of digital technology into all areas of 

business and operations but also about replacement of outdated processes and legacy 

technologies (The Enterprisers Project - a community of CIOs discussing the future of 

business and IT, 2018). Factory of the Future and Industry 4.0, as discussed in Maurer & 

Schumacher (2018), “is an emerging paradigm for businesses and industries (e.g. Project 

team in the IEC Market Strategy Board (MSB) (2015), Küpper et al. (2016), v. Heynitz 

et al. (2016)). It proposes improvements on three dimensions namely the plant structure, 

plant digitalization and plant processes Küpper et al. (2016) and aims is to merge the 

physical with the virtual world of manufacturing. Objective of these no longer reversible 

paradigms is to digitalize manufacturing processes as well as its services including, for 

example, product planning, product development, factory and production planning, 

production and logistics”. 

 

3 Research Methodology and description of Data Sources 

 

Applied research methodology in this article at hand is case study research. Case study 

research is very common in the social research sciences (Yin, 2014). It is a qualitative 

research method that gives researches liberty to combine heterogeneous data and data 

collection methods such as interviews, questionnaires, organizational documents, service 
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level agreements, etc. Based on Yin (2014), figure 1 highlights applied research process. 

It consists of a questionnaire (quantitative research, left hand side of figure 1), 

disseminated to a diverse group of business professionals, and case study interviews 

(qualitative research, right hand side of figure 1), performed with 13 representatives27 in 

the field of manufacturing. The quantitative research opened the door for the empirical 

field of digital transformation in organizations, FoF and I4.0 as well as – basing on the 

evaluation of the quantitative research results – was the origin to develop meaningful and 

more detailed questions for the empiric research. This article at hand focusses on the 

combined findings emerging from the last step in this process: the cross-case report. 

 

 
 

Figure 1: Applied research methodology (adopted from Yin (Yin, 2014)) 

 

The questionnaires were disseminated in Spring 2017 to 75 organizations in the 

manufacturing sector and related sectors (e.g. transport logistics and supply chain 

management) in the Alpine Space (Alpine Space, 2018). The questionnaire consists of 

closed questions related to the ongoing digital transformation towards smart-service 

Factories of the Future. The response options in this questionnaire were predefined on a 

Likert scale ranging from 6 (high importance) to 1 (low importance). 

 

In continuation, all respondents of the questionnaire out of the region of Vorarlberg (7) 

plus six freely chosen organizations in the greater region of Vorarlberg were integrated 

into semi-structured case study interviews. In total, 11 organizations were selected from 

the Federal State of Vorarlberg (Austria), 1 organization form the canton of St. Gallen 

(Switzerland) and 1 organization from the region of Stuttgart (Baden-Württemberg, 

Germany). The return rate of the questionnaire is low (13,34 %; 10 (absolute)) and is not 

representative. Nevertheless, the questionnaire provides a good overview about 

managers’ perspectives and expectations toward the ongoing digital transformation in the 

manufacturing industry. 

 

                                                           

 
27 7 representatives are from small and medium enterprises (SME's), 2 from large companies, 2 from technical 

competence/research centers (related to Industry 4.0), 1 from an innovation agency and 1 Professor/Lecturer in 

the field of Manufacturing/Engineering 
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The greater region of Vorarlberg is selected for several reasons: Vorarlberg is the second 

strongest economic region in Austria (behind the capitol of Vienna) and – accompanied 

to this economic strength – Vorarlberg and its neighbouring regions are one of the most 

powerful economic regions worldwide. The economic strengths of this region are widely 

based on innovation and innovative organizations as well as the region’s economic power 

is mainly provided by SMEs that are not only providers of information for this case study 

research but also co-beneficiaries of this research. Further co-beneficiaries are managers 

and employees of related institutions to SMEs (e.g. chambers of commerce, business 

support organizations) as well as scholars and scientist in the field of I4.0 and FoF. 

 

The interviews were conducted in summer and autumn 2017. They lasted in average 1,5h 

and were conducted either via face to face or via telephone. In the course of the interview, 

the interviewees first experienced a succinct introduction in the field of research, the 

motivation and research question and further background about the research project 

(BIFOCAlps). The interviewees were then asked to comment on three thematic blocks: 

“ability in perceiving digital transformation challenges for industry companies/ability in 

perceiving and facing the path towards digital transformation”, “investment in digital 

technologies” and “knowledge transfer and partnerships with industry companies”. All 

interviews were summarized in single case study reports that provide the basis for this 

article at hand. 

 

3.1 Description of Data Sources 

 

In the analysis of the descriptive data from the questionnaire, it turned out that the 

majority of the respondents evaluate Industry 4.0 (89 %) and the Factory of the Future 

(56 %) as an important concept for their organizations28. For example, on a Likert scale 

ranging from 6 (high importance) to 1 (low importance), 33 % (I4.0) and 22 % (FoF) of 

the respondents evaluated that I4.0 and FoF have highest importance (scale 6) for their 

organization. Figure 2 highlights the result of the opening question of the questionnaire. 

 

                                                           

 
28 One abstention out of 10 questionnaires 
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Figure 2: Importance of Industry 4.0 and Factory of the Future paradigm 

 

Related to the question, what a megatrend for I4.0 and FoF is, questionnaire participants 

answered that “Shorter Product-Life-Cycles”, “Dynamic Technology and Innovation” 

and “Mass Customization” are of extraordinary importance. Further megatrends are, for 

example, “Globalization and future markets”, “Global Knowledge Society”, “Scarcity of 

Resources”, “Challenge of Climate Change”, “Sharing Global Responsibility” and 

“Changing demographics”. Figure 3 shows the megatrends and their importance for the 

respondents of the questionnaire. 

 

 
 

Figure 3: I4.0 and FoF megatrends 

 

As figure 4 indicates, three respondents of the questionnaire expect to change their 

business models because of emerging I4.0 and FoF paradigm. Two respondents started to 

perform projects to change business models and three already transformed their business 

models because of the ongoing digital transformation. Only one respondent answered that 

business models do not need to get changed. 
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Figure 4: Business model change and adaption 

 

Figure 5 highlights the respondents’ statements toward I4.0 and FoF paradigm. For 

example, four of the respondents of the questionnaire rate that I4.0 and FoF require to 

change business models with the highest rank (6). Additional four respondents rate this 

statement with the second highest rank (5) und 2 with the third highest rank (4). Computed 

with its eigenvalue (4 (respondents) * 6 (eigenvalue) + 4 * 5 + 2 * 4 = 52), it turns out 

that I4.0 and FoF require change in business models is the most correct statement. 

Following statements with high truth value are: I4.0 and FoF require change in 

organizational strategy and I4.0 and FoF require increased collaboration with customers 

and business partners. 

 

 
 

Figure 5: Trigger for I4.0 and FoF 

 

 

4 The cases of the Federal State of Vorarlberg and its neighbouring regions 

 

This section presents the results of the conducted single case study research from a cross-

case perspective. It involves 13 single case studies from the manufacturing industry and 

related fields. 7 managers/representatives are from small and medium enterprises (SMEs) 

related to various fields of FoF and I4.0 (e.g. IoT managers, CIO of a packaging material 

company, data scientists), 2 from large companies (CIO and his deputy, data scientist), 2 

from technical competence/research centres (related to Industry 4.0; managers on tactical 

business level), 1 from an innovation agency (responsible for funds related to innovation 

projects) and 1 Professor/Lecturer in the field of Manufacturing/Engineering. 

 

The organization of this section is related to the thematic blocks addressed during the 

interviews. Sub-section one presents the “ability in perceiving digital transformation 
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challenges for industry companies/ability in perceiving and facing the path towards 

digital transformation”. Sub-section two presents the “investment in digital technologies” 

and sub-section three presents “knowledge transfer and partnerships with industry 

companies”. 

 

The opening question is answered positively by all case study partners. They associate 

the Industry 4.0 (I4.0) paradigm and the Factory of the Future (FoF) approach 

predominantly with new market opportunities. From a technological perspective, they 

associate I4.0 and FoF with increased digitalization, big data/analytics, machine to 

machine, communications/artificial intelligence, augmented reality, supplier-producer-

customer network/adaptive automation and Internet of Things (IoT). 

 

4.1 Ability in perceiving digital transformation challenges for industry 

companies / ability in perceiving and facing the path towards digital 

transformation 

 

As the interviewee of Rhine-Valley-Research29 (RVR) highlights, SMEs are basically 

innovative and have always invested into efficiency increasing technologies. But today, 

as the interviewees highlight, SMEs are confronted with several challenges. A major issue 

to become a smart-service FoF is the readiness of ICT infrastructure of particular 

organization as well as its hardware and software. But this again is challenging, as the 

case of Flowers 29  and Innodev29 highlight, because technology changes very fast. 

Furthermore, cyber-attacks threaten not only parts but also the fully connected resources 

of a smart-service FoF as a whole. A virus, for example, can cause major disruptions in 

the smart-service FoF leading to its complete breakdown. 

 

As the single cases turned out, SMEs are far behind current developments and solutions. 

For example, while large companies already started to simulate the smart-service FoF and 

test promising technologies as customer service platforms, robots, augmented/virtual 

reality, digital twins, batch size “one”, 3D printing, autonomous driving, artificial 

intelligence, etc., SMEs are stuck in the further development of its organizational 

enterprise resource planning (ERP) systems. They are highly challenged by the 

development of interfaces and the integration of its Manufacturing Execution Planning 

Systems as well as its suppliers and customers into the manufacturing processes (observed 

by the interviewee of InnoAgent29 and case of PaperPack29 (current project: EDI and GS1 

integration)). 

 

Building a smart-service FoF, as examined in the single case studies, highly depends on 

the organizational capability to achieve an integration of organizational Manufacturing 

Execution Planning Systems. These systems are connected with organizational resources 

(e.g. human, technology (as sensors, data processing, data storage, data visualization, etc.) 

and processes, which again provide ubiquitous data and information for advanced 

                                                           

 
29 due to the provision of company secrets in this case study at hand, the case study partner names are editorially 

modified and anonymized 
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technologies. Focusing on these data and information, the interviewee of Flowers29 but 

also InnoDev29 expect that (in close future) all systems (human, technology) 

communicate with each other. This enables increased interaction with service system 

stakeholders and advanced technologies such as predictive maintenance, 

tracking/transparent production/manufacturing, remote control, extended software 

frameworks, machine learning, artificial intelligence, etc. The organizations are able to 

optimize the manufacturing facilities, its resource equipment and manufacturing 

processes. 

 

4.2 Investment in digital technologies 

 

According to the interviewee from PaperPack29, financial expenses are the biggest hurdle 

for SMEs to digital transformation. As the interviewee said: “From a technical 

perspective, it is definitely possible to automatize PaperPack’s29 production and 

manufacturing facilities, but due to financial limitation it is impossible”. 

 

As the cases show, investments into the digital transformation towards a smart-service 

FoF are predominantly about human and technical resources. Digital transformation is 

performed in internal projects and include organizational employees and external 

consults. But also, as the interviewee of Craddle29 reports, SMEs start to cooperate with 

others and develop spin-off organizations. Flowers29 and SpeedSped29, both large 

companies maintain own department for research, development and innovation. 

 

Investments into technological-organizational evolution towards a smart-service FoF are, 

for example, ERP interfaces, high speed internet solutions to increase speed and reaction 

times, placement systems, robotics, sensors and wireless communication interfaces – but 

also 3D printing (of metal products). 

 

Considered from a human resource perspective, all case study partners invest into training 

and education of its employees. Efforts and activities comprise the organization of 

workshops, seminars, education and training events. These events are also in cooperation 

with higher education and training organizations. SpeedSped29 and InnoDev29 maintain 

an own college for employee training and education. 

 

4.3 Knowledge transfer and partnerships with accelerated organizations 

 

Although the case study partners rate their organizational digital maturity as high, 

emerging topics of I4.0 and FoF are continuously on their agendas. For example, 

PaperPack29 – but also remaining case study partners – perform continuous meetings 

about the chances and challenges of these emerging trends. The discussions involve 

strategic and operational businesses and incorporate managing directors, managers and 

employees equally. PaperPack29 additionally performs experiments that provide data and 

information to build up of scenarios. 
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As the cases show, (formal and informal) cooperation are the essence to cope the 

challenges and take advantage of chances and opportunities of the digital transformation 

towards smart-service Factories of the Future. Case study interviewees reported 

organizational cooperation in vertical (same or similar organizations in particular field of 

business, e.g. competitors) and horizontal (accelerated organizations in particular field of 

business, e.g. suppliers, governmental organizations, chambers, etc. but also customers) 

partnerships and networks. These partnerships also cover excursions into friendly 

organization to evaluate, for example, software implementations, features and updates of 

ERP systems (e.g. SAP Hana). As the case study interview of CraddleInno29 reported, 

SMEs also start to organize themselves in spin-offs. 

 

SpeedSped29 again, is part of the umbrella organization Logistics Alliance Germany. This 

is a vertical network and includes transport logistic and supply chain management 

providers with the aim to drive and support innovation engineering in particular 

organization. Flowers put premium on the maintenance of its network to industry leaders 

and trend setters as, for example, Microsoft, IBM and SAP. CraddleInno29 again maintain 

a proper customer relationship management (CRM) that allows to immediately react to 

customer needs and requirements. 

 

As observed, the majority of the case study partners cooperate with universities, 

universities of applied sciences and research centres. Together, they perform student 

projects but also industry projects. Additional, SpeedSped29, Rhine-Valley-Research29 

and InnoAgent29 cooperate in regional, national and/or international projects funded by 

governments (e.g. Interreg, EU-H2020, etc.). While InnoDev29 maintains a university for 

training and education of external people (they organize lectures related to the field I4.0, 

digital transformation, FoF, etc.), SpeedSped29 maintains a collage for the training and 

education of internal employees. Among others, in this collage, employees get prepared 

for the emerging challenges and trends of smart-service FoF. In cooperation with the 

University of Liechtenstein, Rhine-Valley-Research29 provides a certificate program for 

Industry 4.0 Management. 

 

Only SpeedSped29 and Flowers29 maintain departments for research, development and 

innovation. SpeedSped29 uses this department for internal development and innovation 

and to collaboratively perform external research projects with universities and research 

centres. However, Flowers29 is more conservative and uses their R&D department only 

internally: achievements are corporate secrets and are restricted to internal use only. 

 

5 Findings 

 

The majority of interviewees of this case study at hand shows a positive attitude towards 

the digital transformation of their business activities and associates the ongoing digital 

transformation towards a smart-service Factory of the Future as chance to create new 

market opportunities and provide organizational growth and prosperity. Based on the used 

analytical framework (c.f. section 2), the following sub-sections present the findings and 

conclusion of conducted case study research. 
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5.1 Transformation of an operational need into a description of system 

performance parameters 

 

The interviewees put major emphasis on technological fitness and readiness. They 

actively transform their ICT infrastructures and build up service-oriented architectures 

(SOA). SOA architectures aim to improve service management and to increase service 

orientation. 

 

The cases highlight an essential advantage of large companies: they already transformed 

their physical and digital infrastructures. As the interviewee of Innodev highlight, a client 

developed new business models and evolved from a pure manufacturer of cable cars to 

an operator of cable car services. They now operate city cable cars and – basing on the 

operational needs – provide additional services (e.g. appropriate music during the 

passenger transport). They also take advantage by analyse the service client data and 

information. They now are able to transform operational service client needs into system 

performance parameters and are able to a broad range of new, service enhancing methods 

and technologies. 

 

As it turned out, SMEs focus on service-related transformation and started to open their 

ERP systems for increased customer interaction and value co-creation mechanisms. 

SMEs actively expand their structures to include the customer into the manufacturing 

processes with the aim to increase manufacturing transparency and to get and put 

additional data and information into its service ecosystems. SMEs have realized that 

efficient and effective service provision systems are of major importance. A physical 

deviation accompanied with missing information can interrupt production and 

manufacturing processes – increased communication in these supply chain processes but 

also in production and manufacturing processes is key. 

 

However, as the single case of PaperPack highlights, many current production and 

manufacturing processes will continue to be manual in future too. For example, the 

interviewee does not agree that a robot can replace the change, for example of a 10 tons 

paper roll at a packaging machine. For that, the robots are not sensitive enough. In 

addition, the investments would be too high and not affordable for SMEs. Additional, the 

return on investment is to less: what brings a fully automated packaging machine when 

the remaining ones are not converted to I4.0 principles?, as the interviewee asked during 

the interview. 

 

Evolving to a smart-service Factory of the Future is project-, human- and finance based. 

As the cases show, in the evolution is driven by projects, with clear start and end dates, 

and requires appropriate human resources, investments and finance. The projects focus 

on a specific goal and technology that should successfully implemented within the project 

duration. 
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5.2 Integration of related technical parameters and assurance of compatibility 

of all physical, functional and program interfaces 

 

Smart-servcie FoFs are about the interconnectivity of socio-technical systems – including 

technology, information and human resources – to enable innovative forms of 

manufacturing, productions and value constellations as well as to achieve holistic 

communication. Interconnectivity of socio-technical systems enables real-time data 

analysis and – in further consequence – big data analysis that again are the basis for 

decision making, artificial intelligence, driverless vehicles, etc. As the cases show, 

especially the SMEs lack behind the state-of-the-art in development of smart-service FoF. 

Reasons are, for example, limited resources to adapt and implement digital trends and 

challenges. As already highlighted, they are stuck in the design, development and 

implementation of ERP interfaces to increase communication and interactions. 

 

Also, as the cases highlight, smart-service FoF are about advanced use of “Internet of 

Things” technologies that are, for example, sensors, data storage, data processing to 

realize track and tracing, predictive maintenance, etc. The case of InnoAgent – the 

innovation agency of the Federal State of Vorarlberg – underlines this finding. The 

interviewee reported, that frequently asked questions relate to Manufacturing Execution 

Planning Systems, automation of production and manufacturing processes, integration of 

suppliers and customers into these processes, innovative and efficient intra-logistics, 

digital twins and flexible production towards batch size “one”. 

 

5.3 Integration of reliability, maintainability, safety, survivability, human and 

other such factors 

 

Smart-service FoF are about the digital integration of service clients and stakeholders into 

manufacturing processes. These stakeholders support providers to improve value 

constellations, increase service performance and service quality. In this sense, 

stakeholders are not only beneficiaries of services they are also its co-creators (Donofrio, 

Sanchez, & Spohrer, 2008). Service stakeholders are seen as essential sources for 

renewal, change and innovation of products and services, incl. organizational processes 

and activities. 

 

The cases indicate that it is highly beneficial for SMEs to maintain pro-active networks 

and partnerships to discuss, share and gain information about emerging challenges and 

solutions. These networks have a formal, but also an informal part and range from loose 

contacts to strong linkages to partner organizations. Some SMEs, as the case from 

CraddleInno highlights, already started to establish spin-off organizations: they cooperate 

in vertical and horizontal value co-creation networks to work on emerging trends and hot 

topics in digital transformation. They outsource the risk of failure and decrease the loss 

of venture capital. 

 

Active and participative employees, especially service and data scientists, become a 

unique/key resource of an organization. They act as interface between real and digital 
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processes. But also “normal” employees are of importance: well-educated and trained are 

the back-bone of organizations. However, during the interviews, all case study partners 

emphasize the lack of appropriate human resources and call for “T-shaped people” 

(Spohrer, Piciocchi, & Bassano, 2012): people that are able to shape their knowledge and 

apply functional/disciplinary skills to implement the shift towards increased 

organizational servitization. 

 

However, to increase sustainability factors, SMEs need to adopt and extend its 

organizational strategy. This includes the realignment of the vision and mission 

statements and goals towards the ongoing digital transformation. This also capture the 

realignment and adaption of organizational business models towards increased co-

creation mechanisms in production and manufacturing processes. 

 

6 Discussion, recommendations and conclusion 

 

This article at hand presents a case study using quantitative (questionnaire) and an 

qualitative methods (interview, single case studies conducted with 13 heterogeneous 

organizations in and related to the field of manufacturing). It presents a cross-case 

analysis of three main themes that are “ability in perceiving digital transformation 

challenges”, “investment into digital technologies” and “knowledge transfer and 

partnerships with accelerated organizations” to respond to the overall research question 

how “ordinary” organizations in the field of manufacturing can evolve to a smart-service 

Factory of the Future. As it turned out, Industry 4.0 and Factory of the Future paradigms 

are highly important to organizations and appears on their daily agendas. Related to I4.0 

and FoF are the needs to change and adapt organizational business models, adjustment of 

organizational strategy and increased collaboration with customers (but also related 

service stakeholders). 

 

In this research, the need to transform social and technological infrastructures towards 

service-oriented architectures is recognized. SOAs allow increased service orientation 

and management in organization. For example, shifting from proprietary to open ERP 

systems allows interconnections with its service clients. That again fosters increased 

interaction and information exchange and thus increased servitization. But also, open 

ERP system are a basis for the integration of data and the implementation of Internet of 

Things technologies, which are valuable to drive process and service innovation (e.g. 

predictive maintenance, supplier-customer interaction, robots, autonomous driving). 

However, as the case studies also show, a fully automated factory is not realistic – at least 

in the close future. There are processes (e.g. packaging machine) that cannot be 

digitalized yet and/or supported appropriately by technology. 

 

Evolving towards a smart-service Factory of the Future relates to investments into human 

resources and technology. As it turned out, large companies have better initial positions: 

they have resource-based advantages and thus more leeway to overcome the challenges 

of digital transformation. SMEs have to pro-actively initiate and orchestrate 

organizational transformation and to integrate processes and activities. They are 
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requested to systematically design, development and pilot of service systems (Böhmann 

et al., 2014) and capitalize organizational capabilities. However, all case study partners 

highlight the importance of well-educated and trained employees. It is a call for “T-

shaped people” (Spohrer et al., 2012): people that are able to shape their knowledge and 

apply functional/disciplinary skills to implement the shift towards increased service, 

service orientation and management, service-orientated architectures and thus increased 

servitization. 
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1 Introduction 

 

In a saturated telecommunication market where the offer of services is huge, the options 

for the customer are overwhelming, and government regulations force providers to make 

services more transparent and more comparable, the risk of a commodity trap is lurking. 

Services are more and more alike, and customers make their decisions based on price. 

This can start a negative price cycle which leads to a ‘commodity trap’ (Lanen, 2008). 

According to Fornell (1992), one of the strategies in the telco industry to avoid a 

commodity trap is to improve the customer satisfaction as this has a strong positive effect 

on the customer loyalty intentions. Overall satisfaction has a positive effect on customer 

usage of telco services (Bolton & Lemon, 1999) and has a positive effect on retention 

(Gustafsson, Johnson, & Roos, 2005). Customer experience drives customer satisfaction 

(Pine & Gilmore, 1998) and service providers must innovate on customer experience 

instead of only on services. Customer experience is based on the interactions between the 

customer and the service provider, and the gain in value for the customer and the provider 

is created through these interactions (Addis & Holbrook, 2001). In regards to customer 

experience, there is a distinction between direct or indirect contact between customer and 

service provider (Meyer & Schwager, 2007) and it is strictly personal (Gentile, Spiller, & 

Noci, 2007). It is not only the touchpoints that matter when the customer interacts with 

the company, but it is the full journey of service delivery, service interruption or 

complaint handling that counts (Rawson, Duncan, & Jones, 2013). To improve the 

customer satisfaction, service providers must understand and get insight into this direct, 

personal and end-to-end interaction process that drives the customer satisfaction. Service 

providers can use new technologies and processes in making a personalized customer 

journey with contextual interaction based on where the customer is, in her or his journey. 

Hereby customers will stay because they benefit from the journey itself (Edelman & 

Singer, 2015). However, the interaction process between customer and service provider 

has increased in complexity due to the ability to interact via different channels and the 

influence the customer has in the service delivery process. More refined process analysis 

techniques are needed to improve the customer interaction process. Through process 

automation and digitization on the customer side, there is an enormous growth of data 

about both operational processes and customer actions. Process mining techniques allow 

service providers to extract knowledge from information systems that store process-

related data (Van Der Aalst, 2016). These techniques provide ways to discover, monitor 

and improve processes. The combination of event data and business process models gives 

new opportunities for process-centric analytics (Van Der Aalst, 2011). 

 

2 Research question and paper structure 

 

In the IT research field, scholars have identified IT/business alignment as an important 

principle for the success of IT deployment and implementation. Compared to this, the 

research in this paper is driven by the need to improve the alignment between the business 

processes and the customer experience through getting insight into the interaction process 

by applying process mining. The objective of this study is to improve the customer 

experience of service delivery by using the available data in information systems of an 
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organization. For this a business customer experience alignment framework (BCX-

framework) is developed to manage process mining analyses. The contribution of this 

paper is both practical and academic. For service providers, it gives a guideline for the 

alignment process between the business processes and the customer experience by 

applying process mining. The academic contribution is a new framework which integrates 

the service quality model (SERVQUAL) with the process mining model and the customer 

journey (mapping). Also, concepts out of the marketing research field (SERVQUAL 

model and customer journey mapping), and the data science research field (process 

mining) are connected. 

 

The remainder of this paper is organized as follows. In the next section the research 

method used, design science research, is explained. Section 3 describes the theoretical 

background of the research. In section 4 the framework is presented and in section 5 it is 

applied to the case of a service delivery process in the Telecommunications industry. The 

paper ends with conclusions and suggestions for further research.  

 

3 Research method 

 

As part of the research a framework is developed. Therefore, a design science research 

method is followed based on Peffers’s research methodology for information systems 

research (Peffers, Tuunanen, Rothenberger, & Chatterjee, 2007). The steps defined by 

Peffers et al., are implemented as follows: 

1. Problem identification and motivation. The problem motivating our research 

is how to avoid the commodity trap that results from services becoming 

increasingly similar and thus only competing on price.  

2. Define the objectives for a solution. The objective of the framework is to 

support process mining analyses (using available data) in order to improve the 

service delivery process in such a way that it increases customer satisfaction.   

3. Design and development. Based on extant literature we operationalized the 

concepts that are relevant to improving service delivery and related them to each 

other in a framework: customer satisfaction, service quality, customer journey, 

and process mining analysis. 

4. Demonstration. We demonstrate the use of the framework by applying it to the 

service delivery process of a large Dutch telecommunication service provider. 

The telecommunication industry and especially the Dutch telecommunication 

industry is a saturated and highly competitive market (Albrecht, 2017), showing 

characteristics of high costs of attracting new customers and the commodity trap 

of price.  

5. Evaluation. Though a first application of the framework showed its usefulness, 

real evaluation of the framework still has to be done. 

6. Communication. Communication is done by presenting the results and 

publishing a research report and this paper.  
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4 Theoretical background 

 

The key concepts of the BCX framework are customer satisfaction, service quality, 

customer journey and process mining. 

 

Customer satisfaction is frequently measured by the Net Promoter Score (NPS); the 

willingness to promote a company by a customer is a strong indicator of loyalty 

(Reichheld, 2003). However, NPS is not the only indicator companies need to monitor 

and manage to realize success (Grisaffe, 2007). Therefore, the Net Promoter Score has 

evolved into the Net Promoter System (Reichheld & Markey, 2011). One of the basics of 

the system is the feedback that is given by the customer on individual events such as 

particular transactions or specific parts of the customer’s experience. This granularity 

allows the company to improve specific parts of the customer journey or delivery aspects. 

NPS provides feedback on brand level or on transaction level e.g. delivery. These are ‘the 

remember experience’ or event measurements. NPS also provides feedback on interaction 

with the company (e.g. with employees). These are the in-the-moment experience or 

contact measurements. In the case study, the NPS event measurement service delivery is 

used. 
 

Service quality is a major determinant of satisfaction and has a positive relationship with 

satisfaction in both the short and the long run (Oliver, 1993). A recent study confirms that 

this relationship also exists in the e-commerce industry (Ribbink, Van Riel, Liljander, & 

Streukens, 2004). Service quality and customer satisfaction are two independent but 

closely related constructs from a customer’s point of view. When service quality increases 

this leads to an increased customer satisfaction (Sureshchandar, Rajendran, & 

Anantharaman, 2002). The service quality which the customer perceives is influenced by 

the technical aspect (“what” service is provided), the functional aspect (“how” the service 

is provided) and the image of the organization or brand (Grönroos, 1984). Originally the 

well-known SERVQUAL model distinguishes ten service quality determinants which 

later were captured in five generic service quality determinants: reliability, assurance, 

tangibles, empathy, and responsiveness (Parasuraman et al., 1991). Customers use these 

determinants as criteria in judging the service quality, reliability is the most critical 

determinant (Zeithaml, Parasuraman, & Berry, 1990). In research about satisfiers and 

dissatisfiers of perceived service quality by Johnston (1995), one of the conclusions was 

that responsiveness is a key component in providing satisfaction and that lack of it is a 

major source of dissatisfaction. Reliability is predominantly a source of dissatisfaction 

not of satisfaction (Johnston, 1995). To measure the performance of service, the 

SERVQUAL model uses the gap between the customer’s expectation and customer’s 

perceived experience of the service performance (Parasuraman, Zeithaml, & Berry, 

1985). The SERVQUAL model enables to identify systematically service quality gaps 

between variables that influence the quality of service delivery from a customer point of 

view. Five quality gaps are identified: 1) incorrect perception, 2) incorrect specification, 

3) incorrect delivery, 4) incorrect communication and 5) incorrect experience. The first 

four gaps refer to the organizational aspects of quality while gap 5 refers to the customer 

aspect of quality. In further research, the service quality model was elaborated in an 
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extended service quality model in which gap 5 was identified as a function of the first 4 

gaps with a positive relation between the size of gap 5: customer based measure and the 

size of gap 1-4: service provider based measure (Parasuraman, Berry, & Zeithaml, 1991). 

In the framework, the service quality is presented as a function of the differences between 

expectations and performance along the five quality determinants.  
 

Customer journey nowadays encompasses a myriad of touchpoints in multiple channels 

and media (Lemon & Verhoef, 2016). Norton & Pine (2013) define customer journey as 

“the sequence of events - whether designed or not - that customers go through to learn 

about, purchase and interact with company offerings - including commodities, goods, 

services or experiences”. The aim of customer journey design is “…  to deliver value to 

the customer, profitability to the company and differentiation from the competition” 

(Norton & Pine, 2013, p.12). 

There are various techniques to analyse customer journeys related to different fields and 

needs. Some techniques require manual labour by in-depth interviews, while other 

techniques require big-data and automated algorithms. Techniques for analysing 

customer journeys are often used to analyse and improve services from a customer point 

of view (Dunn & Davis, 2003; Lee & Karahasanović, 2013; Robertson, 2015; Schmidt-

Subramanian, 2014). Several methods have been developed to analyse the interaction 

process between the customer and the service provider. The most common methods are 

the Brand Touch Wheel (Dunn & Davis, 2003), the customer journey canvas (Stickdorn 

& Schneider, 2010) and the customer journey map (Schmidt-Subramanian, 2014).  

 

Customer journey mapping originated from the widely used service blueprint technique 

which applies a process map to show the service delivery process from a customer 

perspective (Shostack, 1987). From a customer point of view, all touchpoints from 

beginning to the end of the service delivery are described. A touchpoint is defined as “an 

instance or a potential point of communication or interaction between a customer and a 

service provider” (Halvorsrud, Lee, Haugstveit, & Følstad, 2014). The customer journey 

can depict the negative and positive touchpoints with the customer. This will give an 

emotion-curve through all customer interaction steps and enables improvement of the 

services. In this study, the service blueprint is used as a starting point and extended with 

the timeline of the customer journey map. The service blueprint consists of the following 

five components: customer actions, onstage/visible contact employee actions, 

backstage/invisible contact employee actions, support processes and physical evidence 

(Bitner, Ostrom, & Morgan, 2008). Service blueprint can be further extended by creating 

customer groups based on personas (Cooper, Reimann, & Cronin, 2007). 

 

Process mining is a technique to extract knowledge from event logs that are derived from 

information systems (Van Der Aalst, et al., 2011). The advantage of mining processes 

from event logs is that there is no room for subjectivity because the process model is 

based on the process executions recorded in the event log. Process mining aims to bridge 

the gap between data-centric analysis techniques and model-based process analysis 

techniques. There are three basic process mining techniques: process discovery, 

conformance checking and process enhancement (Van Der Aalst, 2012). For analysis of 
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the interaction process in the case study as part of this research, process discovery 

techniques will be used (De Weerdt, De Backer, Vanthienen, & Baesens, 2012). There 

are three key methodologies to support organizations with their execution of process 

mining projects: 1) the Process Diagnostic Method (PDM) (Bozkaya, Gabriels, & Van 

Der Werf, 2009), 2) the L* life-cycle model (Van Der Aalst, 2016) and the Process 

Mining Project Methodology (PM2) (Van Eck, Lu, Leemans, & Van Der Aalst, 2015). 

While PDM aims to quickly retrieve insights from event logs in the absence of domain 

knowledge, the L* life cycle methodology proposes a more profound step-wise approach 

to discover a control flow model which can be extended with insights from other process 

mining perspectives. A limitation of the L* life-cycle model is that it is primarily designed 

for the analysis of structured processes and aims at discovering a single integrated process 

model. The PM² methodology emphasizes the iterative character of process data analysis 

and states that both process models and analytical models can be generated from event 

data. Furthermore, it is suitable for the analysis of both structured and unstructured 

processes. Therefore, the PM² methodology is most suitable to be used in this study as 

part of the framework for analysing the interaction process. PM2 is based on six stages: 

planning, extraction, data processing, mining and analysis, evaluation and process 

improvement. Stage 1 and 2 are needed for initialization of the project; stage 3, 4 and 5 

are performed in one or more analysis iterations with specific research questions; if the 

findings are satisfactory they can be used in stage 6 for process improvement. 

 

5 Business Customer eXperience alignment framework 

 

The BCX alignment framework is developed based on the concepts of service quality, 

customer journey and process mining and gives guidelines for how to align business 

processes to touchpoints in a customer journey in order to improve the customer 

experience (Figure 1). The framework combines the perspectives of 1) getting the right 

question: examine the expectations of the customer, 2) getting the right data: extracting 

relevant data about the customer interaction process and 3) getting the right analysis: 

gaining insight into the perceived service during the interaction process. These 

perspectives, and with the use of process mining project methodology, guides the 

alignment of business processes and customer journey’s in order to gain more customer 

satisfaction and loyalty. For the right question, the service quality determinants of the 

SERVQUAL model are used, to get insight in the satisfiers and dissatisfiers of the 

customer experience. For the right data, the five components of customer journey 

mapping are used, to get the right process and customer data. For the right analysis, 

process mining techniques are applied by performing the Process Mining Project 

Methodology (PM2)). 
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Figure 7: The Business Customer eXperience alignment framework 

 

Figure 2 shows the integrated model of the three concepts on which the BCX-framework 

is developed. According to the SERVQUAL model, the integrated model is based on the 

gap analysis between the customer expected and perceived service (gap 5). Including with 

the customer world, this is the customer view of the model. The size of the gap can be 

analysed with the customer journey data and depends on the nature of the organizational 

gaps which is the organizational view of the model. 

  

Service Provider

Organizational
GAPS

1. ∆ knowledge
2. ∆ specification
3. ∆ delivery
4. ∆ communication

Customer

Service Quality 
determinants

1. Reliability
2. Assurance
3. Tangibles
4. Empathy
5. Responsiveness

Journey

Experience
GAP

5. ∆ experience

1. Customer actions
2. Onstage actions
3. Backstage actions
4. Support processes
5. Physical evidence

the right
data

the right
analysis

the right
question

Process Mining Project Methodology (PM²)

ex
p

ec
te

d
 s

e
rv

ic
e

p
er

ce
iv

ed
 s

e
rv

ic
e



382 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

F. Gras, P. Ravesteijn, M. van Steenbergen & R. Bijvank: Business Customer eXperience 

Alignment Framework: Improving Customer Satisfaction 

 

 
 

Figure 8: Integrated model 

 

6 Demonstration: application in a Telecommunication service provider 

 

To test the applicability of the BCX framework, it was applied at a large Dutch 

telecommunication service provider with a market share of approximately 40% for fixed 

services. In the case study, the delivery process of internet services (internet, voice, and 

TV) via a fixed network is analysed. The service provider aims to be a customer-centric 

provider and strives to improve the NPS by getting more insight into the customer 

interaction process. The BCX framework was operationalized in three ways. First, 

existing customer satisfaction surveys were used to get insight into the service quality 

determinants (the right question) as well as the expected and perceived service. To this 

end, customer satisfaction survey results are related to the SERVQUAL determinants. 

Second, the required data sources are determined, based on the five service blue print 

components. Third, process mining techniques were applied with the PM2 approach, and 

the open source ProM 6.7 toolkit. 

 

7606 customer satisfaction surveys for the service delivery were collected in a period 
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further research. Not all cases could be matched with the customer interaction data, which 

decreased the total number of cases to 4065. Besides the NPS question, the customer 

satisfaction survey contained 12 questions: 6 customer journey event questions and 6 

service delivery aspect questions with a 5-point Likert scale. To examine the relation 
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outcomes of the comparison between those survey questions related to the 5 determinants 

of the SERVQUAL model (column 1 and 3). The number in parenthesis indicates the 

ranking of the correlation between the 12 survey questions and the NPS score (column 

2). 
 

Table 5: Relationship between service delivery aspects and SQ determinants 

 

Survey questions 
Correlation (Pearson’s 

R)  
SQ determinant 

Service provider follow up promises .622** (2) Reliability 

Progress information .599** (3) Responsiveness 

Service provider took responsibility .649** (1) Assurance 

Call centre is easy to reach .501** (11) Empathy 

Information clear and 
understandable 

.579** (4) Tangibles 

 

Out of the 12 survey questions, the questions with the highest correlation with the NPS 

score where service delivery aspects questions. This confirms that the service quality 

determinants are indeed important for customer satisfaction of the telecom industry. 

Besides the correlation analysis, a regression analysis was performed using the Enter and 

Stepwise regression method for priority analysis. The result is depicted in Figure 3, where 

the relation between the satisfaction level, based on the Likert score (x-axis), and the 

degree of importance with the NPS recommendation score (y-axis) of all 12 survey 

questions is shown. 

 

The higher the degree of importance with NPS and the lower the satisfaction level, the 

higher the priority for improvement. A remark must be made about the items ‘period 

between request and delivery’ and ‘pace from order to delivery’. Both have a low degree 

of importance and are not significant. However, they are highly correlated (.800**). This 

means that in regression analysis these two items interfere with each other, which leads 

to a lower score. 
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Figure 9: Priority analysis 
 

Figure 3 shows that ‘service provider took responsibility’ is a candidate for improvement 

through a low satisfaction level and a high degree of importance with NPS. Therefore, 

this topic was further analysed by investigating the degree of interaction between the 

service provider and the customer. 

 

For the case study, the interaction data was collected from twelve different systems. The 

basis was formed by the customer satisfaction survey data and enriched with data for the 

customer journey, i.e. order process, shop & web-site visits, call centre, engineer, 

marketing communications and customer profile information. The customer journey was 

made more specific, by adding the attributes of customer profile, e.g. singles or families, 

and the customer situation, e.g. new or moving internet line. A query was developed for 

creating the event log for process mining. Basic process mining techniques such as 

filtering, process discovery and log visualizer were used. For the above mentioned topic 

‘service provider took responsibility’, the event log contained 1373 cases with 1020 

variants, and 39.676 events and divided into 584 detractors cases, with a NPS score of 1-

6 and 789 promoter cases with a NPS score of 9-10. Several explorative analysis iterations 
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have been performed, each iteration leading to more detailed questions that were 

investigated in additional iterations. 

 

 
 

 

Figure 10: Interaction process model 
F 

or illustration purposes, Figure 4 shows the process model created with the ProM Plug-in 

Inductive Visual Miner. The aim of this analysis was to investigate whether a difference 

exists in interaction process and the degree of interactions between detractors and 

promoters. 

 
Table 6: Detail call information detractors and promoters 

 

event sub-event 

Detractor (584) Promoter (789) 

number of 
events 

Average 
service time 

number of 
events 

Average 
service time 

call Change 78 00:10:05 56 00:07:42 

call Churn 16 00:12:00 18 00:03:15 

call Complaint 328 00:14:20 200 00:14:41 

call Orientation 52 00:05:09 52 00:06:30 

call Sales 86 00:11:11 78 00:10:09 

call Question 1044 00:13:12 752 00:12:13 

 

Moreover, as can be noticed in Figure 4, the phone calls of detractors take place at the 

beginning of the delivery process, while the calls of promoters take place after 

installation. Furthermore, the analysis showed that detractors place more calls than 

promoters, i.e. 1604 calls and 1156 calls as shown in Table 2). In this case study, process 

mining gave more insight into the interaction process and the moment of when the events 

occur in the journey. 

 

7 Conclusions and further research 

 

The objective of this research was to improve the service delivery process in such a way 

that it increases the customer experience and makes optimal use of available data. To this 

Call

detractor

Call

promotorCall

promoter
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end, a Business Customer eXperience alignment framework was developed, by 

combining the concepts of service quality, customer journey and process mining 

techniques. To test the usability of the framework it was applied in a case study to a 

telecommunication service provider. The case study shows that the introduction of 

customer journey data analysis, using process mining techniques, leads to an iterative 

cycle of analysis and refined question formulation. This cycle stimulates the generation 

of new questions leading to deeper insights. 

 

Based on this study we conclude that the use of process mining provides many 

possibilities to explore and analyse processes. Process mining techniques are an add-on 

to existing analysis techniques and can be used to gain more insight into processes by 

creating various views on the customer journey with data. 

 

To improve the framework directions of further research are provided by the three 

perspectives: getting the right question, getting the right data and getting the right 

analysis. For getting the right question, future work could focus on the exploration of the 

satisfiers and dissatisfiers of the customer journey related to the SERVQUAL 

determinants and extend the NPS measurement of the service delivery with the NPS 

contact measurement of the interaction moment, e.g. call or engineer visit. For getting the 

right data, future work could focus on extending the customer journey of delivery with 

data of the orientation phase prior the delivery and add journeys that are running at the 

same time, e.g. a delivery journey and a malfunction of another service of the customer. 

For getting the right analysis, future work could focus on developing process mining 

techniques that support analysis of processes with high variance and multiple journeys in 

parallel.  
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1 Introduction 

 

Agile methods are based on the agile manifesto (Beck et. al., 2001). One of the twelve 

agile principles states that good architectures, requirements, and designs tend to be 

constructed by self-organizing teams. According to the report ‘the state of agile 2015’ by 

VersionOne, Inc. (2015), nearly 70% of respondents use agile methods such as Scrum or 

Scrum/XP hybrid. According to Wilson and Altman (2013) the role of the architect does 

not exist in Scrum because of bad experiences with ‘ivory tower’ architects and resistance 

to ‘big design up front’. 

 

Petersen and Wohlin (2009) also mention that agile approaches are lacking in 

architectural design. More recently Yang et al. (2016) confirmed that the role of 

architecture in agile development is often overlooked. This leads to agile teams struggling 

due to the lack of good architecture and architects distrusting agile projects (Wilson & 

Altman, 2013).  

 

According to The Open Group Architecture Framework (TOGAF, 2009) ensuring the 

compliance of individual projects with the enterprise architecture is an essential aspect of 

architecture governance. TOGAF offers compliance review process descriptions, 

checklists and guidelines. There have also been several studies on architecture 

compliance checking approaches. Knodel & Popescu (2006) define architecture 

compliance as a measure that compares the implemented architecture in the source code 

to the planned architecture and determines to which degree these differ. However, 

architecture frameworks such as TOGAF are not tuned to agile teams. TOGAF (2009) 

describes the use of its framework in an iterative process, but ever since the latest release 

of TOGAF 9 on the 4th of February 2009 a lot has changed in the world of IT and agile. 

 

Agile methods implement a different way of working. An important difference between 

traditional and agile development, when it comes to architecture, is transparency. 

Transparency on everything done and decided as well as the reasoning behind everything. 

This is related to the greater autonomy of agile teams in comparison to traditional 

development teams. Whereas traditional teams might accept the task they are given, agile 

teams would like to be involved and as such demand to know why certain decisions are 

made. 

 

Scrum, one of the leading agile methods, states “Scrum is founded on empirical process 

control theory, or empiricism. […] Three pillars uphold every implementation of 

empirical process control: transparency, inspection, and adaptation.” (Schwaber & 

Sutherland 2017, p.4). One of the Scrum values is on ‘Openness’, stating “the Scrum 

Team and its stakeholders agree to be open about all the work and the challenges with 

performing the work” (Schwaber & Sutherland 2017, p.5). Because of this, transparency 

is a key property architecture should possess. 

 

Apart from transparency a major difference is the influence a Product Owner has on the 

product. Architects tend to feel less powerful in an agile environment because PO’s 
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overrule architecture for the sake of business value. This leads to architects stressing the 

importance of architecture and focussing on cost and risk aspects.  

 

According to Poort (2014), the debate seems to be starting to settle down: today some 

agile methods include architecting, such as the Scaled Agile Framework (SAFe), and 

some architecting frameworks, such as TOGAF, are adding agile elements. Still, 

organisations are struggling how to adapt their architecture function to an organisation 

that is becoming more agile. There still is little support when it comes to architecture 

guidelines for agile development that match the organisation’s maturity. Based on this 

the following research question is formulated: 

 

In what way can enterprise architecture efforts be shaped (i.e. form and function) to 

effectively achieve compliance with architecture regulations of solutions realised in an 

agile environment? 

 

To answer this question a multiple-case study is conducted in three organisations that are 

currently applying agile development.  

 

The remainder of this paper is organized as follows. In section 2 the research method is 

described, followed by the findings in section 3. A discussion on the findings is provided 

in section 4. Finally, in section 5, conclusions are drawn and implications, limitations and 

suggestions for further research are described.  

 

2 Research method 

 

The goal of this study is to generate new theory on how to effectively apply architecture 

in an agile environment. According to Zikmund et. al. (2009), a theory consists of a 

coherent set of general propositions that offer an explanation of some phenomenon, by 

describing the way other things correspond to this phenomenon. A proposition explains 

the logical linkage among certain concepts by asserting a universal connection between 

concepts (Zikmund et. al., 2009). 

 

In this study, an explorative multiple-case study paired with semi-structured interviews 

is used. Case study research is used, because the topic of this study requires inquiry into 

the way how certain processes are structured and why this is so. Multiple cases are 

necessary because of the interest in similar and contrasting results. Yin (2014) calls this 

a “replication logic”. Eisenhardts (1989) process of theory building from case study 

research is used to structure the research process. According to Eisenhardt the theory 

building process should be free from prejudice as much as possible. To achieve this the 

researcher needs to retain theoretical flexibility. This flexibility limits the possibility of 

bias which could influence the findings. At the outset of the process, the study begins as 

close as possible to no theory under consideration and no hypothesis to test. However, as 

specifying constructs helps shape the design of the study, a preliminary conceptual model 

is created, based on the commonly distinguished aspects of any function, process, product 

and people.  
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Three cases were selected from different industries and investigated using semi-structured 

interviews and subsequently template-coding the transcriptions of the interviews. Within-

case analysis was followed by cross-case analysis, leading to the formulation of 

propositions. The propositions were further validated by comparing them with extant 

literature. Because this theory building process is intimately tied to evidence, it is very 

likely that the resultant theory will be consistent with empirical observation (Eisenhardt, 

1989). Overall, tying the emergent theory to existing literature enhances the internal 

validity, generalisability and theoretical level of theory building from case study research 

(Eisenhardt, 1989). The external validity is supported by choosing organisations from 

different industries. As can be seen in table 1, the first case is a university, the second a 

power company, and the third an IT service provider. 

 
Table 1: Case study characteristics 

 

Label Company Architecture – Agile project type 

C1 University Has some agile projects but also uses traditional 

development methods; an architect advises the project 

team on architectural concerns in both types of 

projects. 

 

C2 Power company All projects are agile, using some of the practices as 

described by SAFe. External architect manages 

multiple teams and coordinates architecture concerns 

within a certain predefined domain. The domain 

architect also keeps contact with tech leads from 

various teams and the enterprise architects of the 

company. 

 

C3 IT Service Provider Provides services to government. Agile projects have a 

project architect which is responsible for the project 

architecture. The project architect is, however, no part 

of the architecture function of the organisation. The 

architects in the architecture function must review and 

reach an accord on the architecture vision of the 

project. 

 

 

When examining the cases, multiple variations are seen. All cases have overarching EA 

teams influencing agile teams in an indirect manner. All cases show architecture 

involvement in agile teams. C2's agile development team actually contained a full-time 

delegate architect (under direct supervision of a domain architect). The other cases show 

either part-time architecture involvement or direct architecture influence through a project 

architect. Despite the variations the traditional architecture work is still done by people 

in (delegated) architecture roles.  
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Each case is analysed individually (within-case analysis) and subsequently compared to 

the other cases (cross-case analysis). Next, based on all three cases, propositions are 

created. For guidance during the case study interviews, an interview guide is constructed. 

This guide is based on the preliminary conceptual model depicted in Figure 1. 

 
Figure 11: Preliminary Research Constructs 

 

The goal of the interviews is to gain insight into the preliminary constructs and how they 

influence one another. In each organisation an agile team member as well as an architect 

is interviewed. Thus, both perspectives are included. All interviews are recorded, and data 

collected from the interviews (which are transcribed) are coded with a priori codes for 

within-case data analysis. The a priori codes are based on existing knowledge and theory 

regarding architecture frameworks and principals. During coding or analysis, additional 

codes emerged and were added to the existing codes. The codes used are involvement of 

architect, architecture design, architecture principles, architecture deviations, architecture 

decisions, architecture role, and standards. The last two codes emerged from the 

interviews. The codes were used to sort the statements from all interviewees and compare 

them both within the cases and across the cases.  

 

Based on the findings from the within-case analysis and cross-case analysis certain 

constructs appeared. These refined the initial research model constructs as shown in figure 

1. In the process of generating propositions based on these constructs, additional literature 

was used to establish the propositions as feasible findings or disprove them. 

 

3 Results 

 

The case study reveals that the preliminary research constructs need refinement (see 

Figure 2). 

 

Acceptance of architecture 

First, it appears that compliance with architecture regulations is not the main objective in 

an agile environment, but that acceptance of architecture by agile teams is more 
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important. In an agile environment the focus is on creating the architecture in 

collaboration with the agile team under supervision/direction of the architect while 

making decisions, taking into account the current situation and the existing constraints at 

this moment in time. Therefore, the dependent variable in the preliminary conceptual 

model is refined to ‘acceptance of architecture’, which is defined as the measure to which 

architecture is a part of the way of working, i.e. agile teams are receptive to architecture.  

 

The independent variables, too, are refined by the case study, as described below.  

 

Transparency and documentation of reasoning 

A main topic which came forth from the cases is transparency on reasoning. The cases 

show that architecture principles should be applied in a transparent manner. The reasoning 

behind architecture decisions must be described clearly and transparently and 

communicated to all stakeholders. This is supported by literature. In their 

‘Understanding/Acceptance Principle’, Slovic and Tversky (1974) describe that 

understanding results in acceptance. The more someone understands and comprehends 

something the more that person will accept it. By documenting reasoning of architecture 

decisions, the understanding can be increased, leading to greater acceptance. And being 

transparent on the procedure of how a decision was made also leads to greater acceptance 

(Skitka & Mullen, 2002). This leads to the independent variable ‘transparency and 

documentation of reasoning’, which is defined as a clear understanding for all 

stakeholders on how decisions were made and making the reasoning behind decisions 

available for reference. 

 

Direct and active involvement of architects 

All cases show a need from the team perspective that an architect should be involved from 

the start and during the entire project. Architects should work together with the team, 

share knowledge and create architecture documents. The architecture perspective shows 

this same finding in only C1. The other cases vouch for fit for purpose or impact-based 

involvement, where the last of those two is paired with architecture by proxy. However, 

this is indicated to be ineffective because of disagreements or differences of opinion 

between the proxy and the architect. The idea that an architect only makes the design up 

front and then goes on to the next challenge is not valid in an agile environment. The 

teams themselves demand more from an architect. Grant (1996) describes 4 mechanisms 

for integrating knowledge (Rules and directives, Sequencing, Routines & Group problem 

solving and decision making). Traditionally, in enterprise architecture, a rules and 

directives mechanism is applied. This provides “low cost communication between 

specialists and a large number of persons” (Grant, 1996). The use of agile knowledge 

sharing, means moving away from rules and directives to group problem solving and 

decision making. Group problem solving is to be used when dealing with high “task 

complexity and task uncertainty”. This demands “high-interaction, non-standardized 

coordination mechanisms” (Grant, 1996). So, the architect working together with, and 

maintaining a collaborative relationship with the agile team(s) and product owners is 

important when working with agile teams. This leads to the independent variable ‘direct 

and active involvement of architects’, which is defined as the architect working together 
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with and maintaining a collaborative relationship with the agile team(s) and product 

owners.  

 

Fit for purpose architecture 

All cases point out two things about architecture design. First, it should match the target 

audience, tailoring the information in the design to the stakeholders and containing the 

essential information relevant to them. Second, the design should be shared in a way that 

stakeholders are used to. Because of different ways of working within organisations, the 

architecture function cannot have a one size fits all approach. Organisations in transition 

to a more agile way of working will have waterfall development happening alongside 

agile development. Architecture tailored for its intended use, i.e. fit for purpose, making 

it suited to a certain audience will increase its acceptance. Fit for purpose is hard to define, 

since it suggests the possibility of multiple shapes and sizes. Van Steenbergen (2011) 

states that approaching Enterprise Architecture (EA) from a client perspective, i.e. 

expressing EA models in a format that is aligned with the way of thinking of the 

stakeholders, is a good technique to stimulate acceptance of the architecture. Hence, the 

independent variable ‘fit for purpose architecture’, which is defined as architecture 

processes and products tailored to the specific needs of the initiative on hand.  

 

Focus on technical debt and quality 

The agile team members of C2 and C3 agree that the architect should have a holistic view 

of the organisation. The architect must however also be able to go into the technical 

details if needed, also focussing more on quality aspects. This view is shared by the 

architects of C1 and C2. The cases show that in an agile environment, the focus of the 

architecture function is moving to quality aspects of products and to diminishing technical 

debt levels. According to Ernst et. al. (2015) the dominant source of technical debt is bad 

architectural decisions. Bad architecture choices stood out from others at 296 of the top 

three responses (54%) in this study. In terms of the mean rank, the top three were ‘Bad 

architecture choices’, ‘Overly complex code’, and ‘Lack of code documentation’ (Ernst 

et. al., 2015). If architecture is the main cause of technical debt, it deserves the architect’s 

attention. However, whether the technical debt caused by architects has anything to do 

with agile teams taking the role of architects remains to be studied. The independent 

variable ‘focus on technical debt and quality’ is defined as keeping track of, and actively 

managing technical debt levels and the ISO quality aspects to a level accepted by the 

organisation.  

 

Being flexible when applying rules and principles 

In agile environments, the enforcing of principles and rules does not work as it might 

have done before. The role of architect shifts towards a solution-oriented, supporting 

expert who is willing to work towards a feasible solution at this moment in time and 

accepting imperfections for the sake of business value. The architect is challenged to find 

the right balance between granting teams enough freedom and protecting the IT landscape 

from unnecessary complexity. Some agile team members claimed that because of a too 

benevolent approach, the IT landscape suffered. The independent variable ‘being flexible 

when applying rules and principles’ is defined as being flexible when it comes to applying 
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architecture principles and willingness to work towards a feasible solution at this moment 

in time and accepting imperfections for the sake of business value.  

 

Using patterns and standards 

Case C1 points out that standards are an effective way for agile teams to work with 

architecture and it relieves architecture workload. C3 supports this by stating that because 

standards and patterns add predefined solutions they aid in the creation of architectures, 

thereby lowering the workload. Also, at C3, teams create standards and patterns in 

collaboration with architects. This, in turn, helps them to work effectively. There is a clear 

trend noticeable across the cases in this research with regard to the use of standards and 

patterns in relation to agile development. Cases C1 and C3 show that standards and 

patterns help them work effectively with agile teams: “If we see a gap in a certain solution, 

we consult the solution architect and together we search for a solution which eventually 

becomes a new pattern.” Having standards and patterns helps achieve synergy across 

teams and initiatives. Existing literature shows that patterns represent implicit knowledge, 

which if documented, can be reused by others with the intent of managing the cognitive 

load while architecting complex systems (Cloutier & Verma, 2006). While developing 

open source software, improved communications between team members of the 

architecture and design teams was a measured and quantified result of using patterns 

(Hashler & Koch, 2004). Hence, the independent variable ‘using patterns and standards’, 

which is defined as the application of predefined best-practice solutions and industry 

standards or self-defined best-practice solutions and organisation standards. 

 

Architecture awareness of the product owner 

The final finding from the cases is that when working agile, the product owner (PO) 

decides the priority of the backlog and with it the work being done on the product. 

Because the product owner is mostly interested in adding new or improved functionality, 

architecture and overall quality is put on the back burner. This proves to be unwise since 

degradation of software ultimately leads to the product being unusable or inhibited to 

change. When awareness is lacking, the persuasion of the architect is more of a necessity. 

The ‘Understanding/Acceptance Principle’ (Slovic & Tversky, 1974) can also be applied 

to the awareness of the PO. If the PO understands what architecture is, what the risks and 

opportunities are and why it has added value for the PO, then the perceptibility of the PO 

towards architecture should increase. This leads to the final independent variable, 

‘architecture awareness of the product owner’, defined as the measure of insight a product 

owner has into the implications of (not) working with enterprise architecture.  

 

With the insights from the case studies the preliminary conceptual model depicted in 

figure 1 is revised. The final model has gained additional, more detailed constructs and 

relations (figure 2). 
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Figure 2: Revised research model 

 

 

The relations between the variables in the model are expressed with the following seven 

propositions: 

1. Transparency and documentation of reasoning has a positive impact on 

acceptance of architecture 

2. Direct and active involvement of architects has a positive impact on acceptance 

of architecture 

3. Fit for purpose architecture has a positive impact on acceptance of architecture 

4. Focus on technical debt and quality has a positive impact on acceptance of 

architecture 

5. Being flexible when applying rules and principles has a positive impact on 

acceptance of architecture 

6. Using patterns and standards has a positive impact on acceptance of architecture 

7. Architecture awareness of the PO has a positive impact on acceptance of 

architecture 

 

Two of the propositions are more like prerequisites whereas the rest of them are activities 

to perform in a certain way. One of the prerequisites is being flexible when applying rules 

and principles and avoid forcing them on teams by having a regulatory mentality. The 

second prerequisite is the increased awareness of the PO. PO’s overruling architecture is 

an enduring challenge and requires the architects' attention. All interaction with the PO 

should be aimed at increasing awareness and making them understand their responsibility. 

 

From the case study a number of differences between agile and traditional waterfall 

development emerge. A main insight from the case study, is that compliance should not 

be the goal when dealing with an agile environment. The goal should be to reach a 
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measure of acceptance by agile teams where architecture is perceived as an essential 

ingredient for creating a solution. 

 

Architecture deliverables in an agile environment differ from traditional deliverables in 

the sense that they are, more than before, aimed at the intended use. Use of standards and 

patterns by agile teams is also a reason why architecture deliverables have shrunk in size. 

Everything already described in standards and patterns is left out in architecture 

deliverables and most new issues and topics are translated into new standards or patterns. 

This almost makes the architecture a set of standards to apply and patterns to use in the 

scope of a project or change initiative. 

 

Architecture regulations are not enforced like they are in a traditional environment. 

Deviations tend to happen in a more collaborative fashion. This means the architect is 

involved in the process and can influence the deviation and the gravity of the deviation. 

Because of this collaborative deviation process, deviations can be managed more easily. 

Deviation is made explicit and can immediately be addressed as technical debt. Because 

the PO understands the effect of the technical debt (or the architect stresses the 

importance) choices are made to either fix the technical debt or continue to live with it. 

Either way the responsibility lies with the PO. 

 

5 Conclusion 

 

The main contribution of this study is the final conceptual model and seven propositions 

relating architecture efforts to acceptance of architecture by agile teams. The propositions 

are a first step towards a theory of effective architecture function in an agile development 

environment. The exploratory nature of this study implies that the propositions and model 

need to be validated through scientific testing. 

 

Findings from this study add to the understanding of the reasons why architecture and 

agile development struggle to cooperate. By speaking to team members and architects 

and analysing the cases a truthful image has been documented and propositions have been 

generated. These valuable insights provide a foundation to expand upon. 

 

Apart from the scientific contribution this study also has a practical contribution. The 

findings of the study can be used by practitioners to further develop their architecture and 

agile development function. The propositions can be translated into the following 

activities and instructions for architects: 

 Architecture functions can start documenting all decisions for everyone to see 

 Architects can start attending agile team meetings and working with them on a 

daily basis 

 Architecture deliverables can be adapted to the interests of stakeholders 

 The law enforcing attitude can be exchanged for a more collaborative one, 

discussing the needs for deviation instead of enforcing principles 
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 Architects can start documenting standards and guidelines in collaboration with 

the various agile teams to create a catalogue of standards that all teams need to 

use 

 

By taking the steps described above, the gap between agile teams and architecture 

functions may close, even if it is just a little and at a slow and steady pace. 

 

This study has some limitations. First, the case selection process was not as thorough and 

strict as research methods prescribe. Due to discouraging and disappointing reactions by 

prospective cases, some convenience sampling was applied. Also, Eisenhardt (1989) 

states that there is no ideal number of cases, but a number between 4 and 10 usually works 

well to generate complex theory. In that regard, this study lacks one case. However, all 

three cases are vastly different. This diversity means the current findings are not biased 

to one industry sector. The generated propositions are likely to be applicable to other 

similar organisations. Analysis, elaboration and triangulation with existing literature 

confirmed their relevance. Further testing of the propositions must be done to formalise 

them. 

 

By using interviews as one of the research techniques there is a risk of subjects being 

biased. Subjects express lots of opinions and perceptions which could be misleading or 

false. During this study, no measures were taken to verify whether allegations were 

truthful. This could lead to results being less reliable (Bryman & Bell, 2011). 

 

The number of people interviewed was limited due to scoping of activities and time 

limitations.  

The two people from each case were however selected to represent their colleagues' 

perspectives as well. So, the architecture perspective should represent the entire 

architecture function of that case. The same holds true for the agile team perspective. 

 

The study leaves some interesting venues for further research. First and foremost, the 

propositions generated by this study need to be tested. Formalising and validating the 

propositions can be done by focussing on single propositions and testing them using 

additional cases. Another option is to do a quantitative study using a survey. 

 

As another option for further research, additional cases of different levels of maturity can 

be studied. This might lead to a maturity model and recommendations for organisations 

at a certain maturity level. To achieve this, case selection should include criteria which 

clearly distinguish the difference in maturity. 

 

The culture of an organisation is something which could have an impact on how agile an 

architecture teams operate. Culture is not an aspect which is analysed in this study. It is 

however very interesting to investigate what impact an organisations culture has on the 

propositions generated in this study and how cultural aspects influence collaboration 

between architecture functions and agile teams. 
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1 Introduction 

 

The purpose of the study was to find out the willingness of migraine patients to use the 

smartphone application assisted by care of migraine. The study was focuses on the 

willingness of migraine patients to use sensors to act as support for their own care, from 

which information is automatically transmitted to the electronic migraine diary and from 

there to a healthcare professionals' information system. 

 

Migraine is one of the health-related neurological diseases and affects 10 to 15 % of the 

world population every year and need medical treatments 7 - 17 time per year (Pagán et 

al., 2015; Linde, 2012). Migraine with two main forms, with aura and without aura. In 

migraine with aura, the pain is preceded by visual disturbances, numbness, muscle 

weakness and difficulty in speech. Migraine without aura usually begins without the aura 

symptoms. (Burstein et al., 2014.) 

 

Mobile phones have become an increasingly important tool for healthcare, and eMobile 

applications have been used for patient care by collecting real-time data e.g. on blood 

glucose, hypertension, and medications requirements. Mobile application can be used to 

determine if the treatment is necessary or effective in treating the patient. Health 

professionals recommend keeping a migraine diary regularly. The patient can use a 

smartphone application, and enter trigger of headache, pre-symptoms, headache duration, 

headache time, and medication (Hundert et al., 2014; Nappi et al., 2006.) 

 

The purpose of the wearable sensors is to collect information from the user and to provide 

feedback to the user in real time. Self-measurement technology means that an individual 

measures something about biological, physical, behavioural or environmental 

information. Self-measurement is a rising global trend that has been utilised for activity 

wristbands, smartphones, rings, mobile phones and mobile applications for several years. 

(Pantelopoulos & Bourbakis, 2010.) 

 

This research was about willingness of patients suffering from migraine to use ICT-based 

solutions that support migraine treatments. The study also wanted to find out the 

willingness of users to use an electronic migraine diary to support their own care. This 

study research used mixed methods (see Bryman, 2006; Venkatesh et al., 2013. The study 

included questionnaires with 562 responses and interviews with 12 persons. 

 

The results of this study showed that migraine patients are able to determine the seven 

biosignals that a wearable sensor should measure to detect a migraine attack. The results 

offer important information to build a device that will help migraine patients to detect 

symptoms and assist them in monitoring their own care. Additionally, migraine patients 

provided researchers with valuable information on the emergence of migraine attacks to 

develop future devices for migraine diary.  
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2 Related Work 

 

This chapter presents earlier knowledge related to migraine, ICT in healthcare and 

applications in healthcare in separate sub-chapters. 

 

2.1 Migraine 

 

Migraine is one of the most challenging neurological and expensive diseases. In Europe, 

costs have been calculated to be EUR 111 trillion one year (Lymberis & De Rossi, 2004.) 

There are not enough powerful tools on the market to treat migraine patients. Migraine 

patients feel that the treating physician is far from their illness. Intelligent systems can be 

used to provide the physician with proper information about the exante symptoms of a 

migraine patient, aura symptoms, headache, and postural symptoms. Information 

available of a patient can increase the sense of continuity and trust in access to care and 

proper care is increased (Burstein et al, 2004; Huttunen et al, 2017; Pryse-Phillips, 2002) 

 

Primary health care physicians rarely see their patients during a migraine attack, and 

doctors have to make a diagnosis based on patients’ description of symptoms. Patients’ 

diagnosis are made during a call or in a reception, this takes usually 5-8 minutes. Although 

very effective treatments are available and the degree of care is good, patients feel that 

consultations are inadequate. Symptoms and their intensity are difficult to describe later 

during a short visit. Patients are willing to convey information to the doctor and nursing 

staff about the various stages of a migraine attack. With real-time data transfer, 

information is most readily available to nursing staff. (Pryse-Phillips, 2002.) 

 

Working ability of working-age people is decreasing fast in Europe and the United States. 

Information and Communication Technology (ICT) enables advanced health care. By 

introducing sophisticated systems for health care and patient home care, it makes real-time 

care possible. Measuring symptoms of migraine can prevent symptoms from worsening, 

promote well-being and disease management, and people stay longer in work-life. (Chan 

et al, 2009; Huttunen et. al, 2017.) 

 

2.2 ICT in Healthcare 

 

The market for self-measuring technologies is growing rapidly in the world, and growth 

is expected to continue in the future. There are many different types of devices available 

on the market, and the interest in supporting devices for promoting own health has 

attracted a lot of attention to the next generation of portable devices (Fritz, et al, 2014, 

Yang et al, 2016). Wearable devices are designed to measure, for example, pulse, daily 

rest, quality of sleep, activity, stress and mood. Feedback allows the user to understand 

and modify their activities and behaviour and thereby promote their own health (Crawford 

et al., 2015.) The models of wearable devices may differ from, for example, the 

measurement method, the presentation of the measurement results or the structure, but 

there are key similarities between the devices  
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(Fritz et al., 2014). The structure of defective devices is generally small and light and can 

be attached to, for example, a wrist or incorporated into shoes, clothing or sporting 

equipment. 

 

In a study of willingness of migraine patients to use sensors to act as support for their own 

care most respondents recognised migraine symptoms and were willing to use sensor 

technology to support their own care. Migraine patients considered it important that the 

device measures blood pressure, sleep quality, stress levels, pulse and pain strength. 

(Huttunen et al, 2017.) The sensor should be located on the wrist in order to read the 

incoming migraine attack and send it to the migraine diary (see Figure 1). Patients can use 

sensor technology to measure and monitor their own health better. Studies show that 

monitoring of one's own care produces better results than using traditional therapy without 

assisted technology. Nurses can track patients well-being with sensors real-time and 

regardless of location, and treatments can be started timely (Chan, et al, 2009; Ko et al, 

2010; Choe et al, 2014.) 

 

 

Figure 1: Wearable sensors to support healthcare 

 

By collecting data in real-time, it can be stated whether treatment is necessary or whether 

the treatment is effective. Earlier studies have been verified by measuring human 

biosignals with Basis B1, Basis Peak and Empatica E4. Studies have shown that the 

quality and amount of sleep have a major impact on the emergence of migraine and a 

migraine attack occurs in most of the patients during the night (Huttunen et al., 2017.) 

 

2.3 Application in Healthcare 

 

Mobile phones have become an increasingly important tool in healthcare and eMobile 

applications have been used to promote physical activity and healthy diets, asthma, 

cardiovascular symptoms, cessation of smoking, and other numerous health problems. 

The phone application can manage appointments, provide support and utilize as a social 

environment among others with the same illness, providing peer support to others. In 

addition, patients can themselves use phone applications to monitoring their own health 
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and sending information about own well-being to application (Klasnja & Pratt, 2012). If 

healthcare technology is successfully integrated in patient life, it recognizes illnesses and 

helps healthcare professionals to identify the proper care (Ballegaard et al, 2008).  

 

Healthcare professionals recommend keeping a migraine journal regularly (see figure 2), 

which includes the date, the triggering factor, the pre-symptoms, the headache strength, 

the duration of headache and the duration of the medication (Hundert et al., 2014; Nappi et 

al., 2006). Health care professionals have asked migraine patients to use the paper version 

for which the information must be entered manually. There may be a number of diaries, 

they are heavy to fill, they can be lost, these lead to a reliability problem. The increase in 

the use of electronic diaries has become more common as a follow-up to one's own care 

(Hundert, et al., 2014, Nappi et al, 2006.) 

 

Using a diary in a mobile phone has several advantages. Mobile e-journals allow users to 

carry the application and add additional information on the application. Automated data 

input from sensors to the application makes data entry more efficient (Huttunen et al, 

2017). This application allows the healthcare professional to see automatically generated 

reports of the data entered. Based on the reports, the users understand their illness more 

and can predict future migraine attacks. eMobile applications help healthcare 

professionals by providing real-time access to information, treatment quality and 

availability are improved. E-diaries have been shown to be more reliable than paper-based 

diaries (Jamison et al., 2001; Stinson et al, 2013.) 

 

 

Figure 2: Migraine patient’s migraine diary 

 

Figure 2 shows one of the interviewee’s migraine diary in which he has marked e.g. 

needed medicines for migraine, pain intensity and pain location, and if pain intensity 

decreased after taking the drug, whether there were any prior symptoms, headaches 

duration, which has triggered headaches and other symptoms. 
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4 Research Approach 

 

The current study applied mixed method approach that in its early phases was mostly 

applied by scientists representing behavioural and social sciences, and nursing science 

(Tashakkori & Teddlie, 1998, Bryman, 2006), however currently ever more used by 

scientists representing information system scientists as well (Venkatesh et al., 2013). 

Figure 3 illustrates the approach and nature of the research material in the study.  

 

The survey was answered through a questionnaire and a qualitative interview. The 

questionnaire was answered by 562 people with a migraine diagnosis and the 

questionnaire was analysed using the SPSS 3.0 tool and qualitative interview was made 12 

people. Based on the answers to the questionnaire, the interview questions were defined, 

which were used as helping questions in the interview. Qualitative interviews were 

recorded and answers were written into text. Similarities were searched from responses 

and they were classified as background information and device issues. The results of this 

study show that migraine patients are able to determine the seven biosignals that a 

wearable sensors should measure for the detection of a migraine attack. In this study, we 

can define a device that helps migraine patients to detect symptoms and help them track 

their own treatment. Additionally, migraine patients provided researchers with valuable 

information on the occurrence of migraine attacks to develop future devices for migraine 

treatment. 

 
 

 

Figure 3: Mixed methods 

 

The target group of the study was a random group of migraine sufferers. Collection of the 

data was carried out in three phases. In the first phase, people were asked to participate in 

research through social media. Migraine diagnosis was a criterion for participating in the 

study. Twenty- two people with migraine came forward and a migraine questionnaire form 
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in October 2016 in cooperation with the Finnish Migrant Association were sent to them. 

There were 16 responses to the questionnaire, which resulted in a qualitative interview 

for 12 participants. An e-mail survey and a qualitative interview were conducted in the fall 

of 2017. We excluded five people from the interview because they did not live in the area. 

The questions for the interview were compiled on the basis of a literature review and 

evaluated the suitability and comprehensiveness of the content. Based on the evaluation 

of the content, the interview questions were modified to increase the suitability and 

comprehensiveness. After question quality check, invitation letter was sent to interviews. 

The questionnaire includes background information, questions related to device detecting 

migraine symptoms, and migraine diary questions about issues that are compatible with 

healthcare information.  

 

The analysis of the questionnaire was divided into two phases. In the first phase, a 

migraine questionnaire was categorised into two main categories, background 

information and device issues. The questions of the interview were divided into three 

main categories, background information, intelligent devices and migraine sensitive 

sensors. The results of the survey were analysed with SPSS 3.0 tool and cross-table was 

made. The interview material was read several times to get a full picture and responds 

were recorded and tabulated. Similarities were sought from the material, it was organized 

into categories and named in accordance with the content. The categories were 

summarised and combined according to the survey and the interview. Text and percentages 

were used to describe the material. The background information was classified according 

to age, sex, hobby, profession, migraine type, pre-symptoms, medication, count of 

migraine attacks, trigger of migraine attacks, time when migraine attacks occur and if 

relatives suffer from migraine. The data were analysed for typical symptoms associated 

with migraine and were classified according to the pre-symptoms and the main symptoms. 

 

Questions about the device were classified according to the users' interest, what kind of 

smart technology users are used to use, whether users have wearable devices at home, 

where users use wearable devices, what kind of experiences users have with wearable 

devices, what motivates users to wear wearable device, what problems users have 

encountered when using wearable devices and are wearable devices contributed to users 

health. Questions related to wearable device detecting migraine pre-symptoms were 

divided according to the pre- symptoms of migraine, whether users would use a device 

that identifies the symptoms of a migraine attack, what would users like the device to 

measure, whether users want the device to report directly to the migraine diary, what users 

feel about the migraine's pre-symptoms device and how users feel if device report directly 

to health care information system. 

 

5 Results 

 

The quantitative research material was collected in November 2016 using an online survey 

via Webropol. In total 565 completed questionnaires were returned. Further, additional 

material was collected by e-mail from 22 persons in November 2017, with 16 completed 

replies received. In the third stage, a qualitative interview was carried out for 12 persons. 
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5.1 Background Questions 

 

The second phase of the survey was answered by 15 women and one man. 12 women 

were selected to qualitative interview age ranging between 9 and 58 years. All 

respondents were active with physical exercise and had experience using computer at 

work. 

 

Researchers wanted to know what is migraine patient typical migraine attack type. The 

interviewees described their typical migraine attacks: 

 

“Behind the right eye starts a strange feeling, which gradually spreads and intensifies 

to ache. This is accompanied by sensitivity to odour and light, nausea (no vomiting), 

intermittent numbness of the head, weakening of thought activity. Duration usually 72h, 

usually starting in the morning.” 

/ Elsa 41 years 

 

“Migraine usually strikes at night (sometimes even in the afternoon). It is accompanied 

by intense heartburn and more severe pain on the shoulder than in the head. Eyes require 

covering and preferably a little pressure, heartburn vertical position. In addition, sweat 

and feeling cold simultaneously and fresh air must be obtained in order not to vomit.”  

/ May 39 years 

 

“The seizure always starts with visual disturbances, and after that comes an aura stage 
that lasts max. half an hour. The ache phase lasts longer. And many days after the actual 
seizure there is a bad feeling; dizziness and is unrealistic feeling. Focusing is also poor 
for many days after the seizure.”  

/ Mireille 50 years 

 

“It starts almost always at night, early hours. It is one-sided and generally pulsating. 

Sometimes squeezing. Often the pain is at the front of the forehead section and / or behind 

the eye. It takes 1.5 to 4 hours if I take the acute medication in time. Usually goes away 

with one tablet, sometimes I have to take two. During the seizure my eyes are sensitive to 

the light, the smells are nauseating and sometimes I vomit.”  

/ Tina 42 years 

 

“First comes stomach pain, fatigue and paleness. After that hard headache. If the 

medicine is not taken at the right time, I will start to vomit.”  

/Sarah 9 years 
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“The aura begins as a point in the field of vision, expands within 5 to 10 min to a 
significant disturb in field of vision, either with or with our saw edge pattern. In a quarter 
of on hour, the eyesight may have gone almost completely. After the aura ache + vomiting 

(sometimes). Significant light and acoustic sensitivity during the seizure and weak 
feeling.”  

/ Anna 29 

 

“With aura begins with a visual disturbance of approximately 30 minutes, after which 

there is not always a headache. Visual disturbances may occur every few days and usually 

on the third time becomes a hard headache. With the aura begins with a hard one sided 

headache.”  

/ Ursula 29 years 

 

5.2 Device Questions 

 

The questions about the devices aimed at exploring which kind of intelligent technology 

was used by migraine patients in everyday life and what were the reasons to acquire 

intelligent solutions. 

 

Eleven respondents had smartphones but one of the respondents did not know it was an 

intelligent device. Four persons used a tablet and computer every day. Four of them used 

a smartphone every day to gather information on sports performance and energy 

consumption. Most persons informed they had acquired a smartphone for monitoring their 

health status. 

 

The interview aimed for answers to the questions of which of the seven (7) most important 

biosignals the smart watch should measure to predict a migraine attack (see Table 1). 

Nearly all responded ‘yes’ when asked if they wanted to let the device to send 

automatically information about pre-identified migraine attack to the migraine diary. In 

total, 565 agreed and nine disagreed to press ‘YES button’ and can information be synced 

directly to the health care information system.  

 
Table 1: Seven most important biosignals in the smart watch 

 
What would you like the device to measure? N % 

Blood pressure 400 70,8 

Pulse 370 65,4 

Stress level 393 69,5 

Quality of sleep 409 72,4 

Sleep rhythm 254 44,9 

Blood sugar 246 46,7 

Energy consumption (kcal) 115 20,3 
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Table 1 shows that the vast majority of respondents wanted the device to measure sleep 

quality (72,4%), pulse (65.4%), blood pressure (70,8%), stress level (69.5%), sleep 

rhythm (44,9%) and energy consumption (20,3%). These seven features were raised 

important for the device to measure to predict the incoming migraine attack. 

 

All 16 respondents who responded to the questionnaire were willing to take the migraine 

report to the migraine diary. In the interviews, the same question was repeated and all 12 

were willing to pass the information to the migraine diary. One of the respondents said 

she had fill the migraine diary manually and find it very laborious. The "reset" button 

would help migraine patients to be able to monitor the number and frequency of migraine 

attacks. Data collection helps migraine patients to avoid the oncoming migraine scene 

when they learn to identify with the migraine diary, when and how the scenes arise. From 

the responses, it emerged that the device should be fast and easy to use in order to maintain 

interest in the device. 

 

Migraine diaries of one of the interviewed where he has marked date, the medicines needed 

for migraine, pain and place of the pain, other symptoms, affect of medicine, headache 

scale 0 to 10, where there any pre-symptoms, headache duration, which has triggered 

headaches and other symptoms. Migraine attack has occurred during sports, when the 

muscles have been tense and when respondent have been ill. The respondents considered 

it important that the migraine diary is available in a mobile application that can be 

consulted by a physician / nurse if necessary. The respondents considered that if they 

press the acknowledge button, the information goes to the health care information system 

and is available to the nursing staff and can be visited when needed. 87.5% of the 

respondents considered it important that the device should be available from a health 

centre, occupational health care, neurologist or other healthcare provider. 12,5% of the 

respondents were willing to buy the device by them self. 

 

6 Discussion 

 

This study strengthens earlier studies that migraine is a genetic-regulated illness and it is 

inherited from generation to generation. Migraine is most common in the 25-44 age group 

and because of hormonal changes, women suffer from migraine more than men (Huttunen 

et al., 2017, Koskimäki et al., 2017). In this study respondents have been diagnosed with 

migraine and most of them were aged 30-49. Respondents close relatives had also been 

diagnosed with migraine, especially women. Respondents had migraine with aura and 

without aura and one of the respondents had no information on the type of migraine. All 

respondents at work did work with computer. Each respondent had some degree of 

exercise as a hobby. Scientists (Huttunen et al., 2017) find that measuring human 

biosignals on the wrist is useful in predicting the emergence of diseases. The seven most 

important biosignals were sleep quality, pulse, blood pressure, blood sugar, stress levels, 

sleep rhythm and energy consumption. Biosignals provide useful information on 

physiological changes that improve the availability of treatment. Smartphone applications 

have become more important tools for measuring your health (Klasnja & Pratt, 2012). The 

migraine application allows patients to take advantage of their own health promotion. The 
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data stays in the application and goes on the pocket included. There are various mobile 

devices on the market, whose applications enable healthcare development, as they can be 

combined with a variety of sensors to evaluate data collected (Huttunen et al., 2017). The 

study shows that migraine patients are willing to support their self care with mobile 

application, which will automatically record the migraine diary information. The "reset" 

button would help migraine patients be able to monitor the number and frequency of 

migraine attacks. Data gathering allows migraine patients to avoid a migraine attack by 

reacting faster. Feedback allows the user to understand and modify their activities, 

behaviours and thus promote their own health. (Crawford et al., 2015). The use of mobile 

application is nowadays easy and the use of migraine diary as a mobile application would 

facilitate the daily life of migraine patients. Mobile applications can be used to monitor 

migraine more effectively and also facilitate patients with medical visits when the diary 

passes comfortably and provides feedback graphically. 

 

7 Conclusion 

 

As a conclusion, one can state that the preliminary results are promising and they reveal 

the willingness of the migraine patients to use electronic migraine diaries to support their 

care. Information from these electronic diaries can be transferred to the healthcare 

providers’ information systems. In addition, life quality of people suffering from migraine 

will be promoted in future with such an electronic migraine diary that can be available at 

all times and all places. When meeting their medical physicians, the patients can show 

up-to-date information of their migraine. 

 

The study also suggests that a device that measures symptoms together with the electronic 

migraine diary can motivate and encourage the patients to adjust their living habits, and 

support self-care at home (see Figure 4). With the information monitored by the biosensors 

the patients can consider their medication timetable. When migraine is well treated and 

technology is properly applied, capability to work and physical, non-physical and social 

well-being can be supported.  
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Figure 4: Technology helps migraine patients 

 

So far there are only few earlier studies about using electronic migraine diaries, and due 

to the versatility of the studies it is challenging to define the influence of the electronic 

application on the care of migraine. More studies are needed to evaluate benefits and costs 

of electronic migraine diaries for supporting symptoms and care of migraine. 

 

In the future health promotion services will become electronic when technology develops 

at a speed. Technology can help migraine patient in everyday life when pre-symptoms of 

migraine are easier to identify and treatment can be started faster. Technology helps 

migraine patients to stay at work for longer, to have less sick leave and to know their own 

health care themselves. The sensors used for self-measurement are small and can be used 

with wearable devices and mobile technology (Choe et al., 2014). Earlier research shows 

(Huttunen et al., 2017) that migraine patients want to use a smartwatch or intelligent 

bracelet that can measure the pre- symptoms of a migraine attack. With this study, we can 

conclude that migraine patients considered it important that the device measures the 

quality of sleep, pulse, blood pressure, blood sugar stress levels, sleep rhythm and energy 

consumption. Biosignals enable users to respond more quickly to taking the medicine and 

reduce the duration of the migraine attack. The study also wanted to find out whether users 

were willing to use a device that automatically transports data to migraine diary. Of the 

respondents, all 12 were willing to use a device that reads and syncs the information about 

migraine attack to migraine diary by confirm button.  
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As a conclusion, self-measurement is rising worldwide, and migraine patients are willing 

to use smart devices to support their own care. Measuring the symptoms of patients with 

migraine can promote well-being and illness management. 
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Abstract Ageing population is a global issue. The numbers of elderly 

people with health problems are increasing globally. This raises the demand 

for better quality and efficient healthcare services for elderly. Modern 

information and communication technology (ICT) offers numerous means 

to support people’s lives, and also create the convenience to receive and 

deliver quality and efficient healthcare services. ICT has become natural 

part of healthcare, and is entrusted with an important role to support 

healthcare for elderly in the world context. China, like other countries, also 

faces fast ageing population. How to better support Chinese elderlies’ lives 

and deliver quality and efficient healthcare becomes a great challenge. 

Through a systematic mapping study this study analysed how the means of 

ICT in healthcare for elderly in China are discussed in prior literature. The 

results showed that the existing studies addressing this issue are extremely 

scarce and relatively recent. The research field in China is still quite young 

and immature, and more studies focused on the Chinese context in this 

research field are urgently needed.  
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1 Introduction 

 

The numbers of elderly people with health problems are increasing globally. This raises 

the demand for better quality and efficient healthcare services for elderly. Elderly usually 

suffer from health problems such as weaker functionality, and less ability to deal with 

complicated situations (Mihovska et al., 2014). Nowadays, the majority of elderly receive 

care predominantly from their family members (Levine et al., 2010). The informal care 

givers often face intense caring tasks like constant presence with the elderly while quality 

of healthcare delivered to elderly declines (Hoffmann & Rodrigues, 2010). 

 

China differs from others; it is a developing country with huge population and under-

developed healthcare system (Wu, 2016). There is an increasing need to improve 

healthcare for elderly especially in the context of China. The purpose of this study was to 

analyse how the information and communication technology (ICT) supports elderly 

healthcare in China is discussed in literature. The topic was seen significant due to the 

identified issues related to ageing in the world and especially in China (see e.g. Du & 

Wang, 2016). 

 

In recent years, ICT has been extending to all area of life. ICT solutions such as tele-

health services, medical sensors, and healthcare applications, are widely used and have 

become natural part of healthcare (Vimarlund & Olve, 2005). ICT is entrusted with the 

important role of revolutionise traditional approaches in healthcare. Future proposals 

have concentrated on empowering ICT's capabilities to support people' lives, and improve 

the quality and efficiency of healthcare. (eHealth, 2011.)  

 

According to National Bureau of Statistics of China (NBSPRC), the number of Chinese 

citizens aged 60 or over has exceeded 241 million by the end of 2017, representing 17.3% 

of the total population. Moreover, the Chinese government predict the number of elderly 

in China will continue to grow until 2050, and the proportion of the Chinese elderly 

population will finally reach 30% (NBSPRC, 2018). How to better support elderlies’ lives 

and deliver quality and efficient healthcare becomes a great challenge. 

 

To catch the purpose of the current study, a research question was posed: What is known 

about ICT and Chinese elderly healthcare? The research question was answered with the 

help of a systematic mapping study (see Kitchenham & Charters, 2007). The rigorous 

mapping study revealed urgent need to carry out more research. In literature, ICT 

supported elderly healthcare has been widely studied in the world context. However, even 

if a vast population is ageing and facing ageing-related problems, only insufficient 

scientific research is done to provide tools for elderly and relevant stakeholders providing 

healthcare and wellbeing. 

 

The remainder of the paper is as follows. Section 2 gives the overview of background 

information, followed by research approach. Section 4 presents results, and the paper ends 

with discussion and conclusions.    
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2 Background 

 

The issues related to ageing population confirm the necessity of paying greater attention 

to elderly healthcare. When studying ICT support healthcare for elderly especially in 

China, it is important to understand what the current situation is. These topics are 

presented next. 

 

2.1 Issues Related to Ageing Population 

 

Ageing population is a global issue and raises a remarkable problem for the communities 

that settle elderly, and especially for health and social care providers (Howdon & Rice, 

2018). In general, costs related to health and long-term care are expected to increase in 

the OECD countries 3.3 and 7.7 percentage of GPD between years 2010 and 2016, 

respectively, and in the BRICS countries the increase is expected 2.8 and 7.3 percentage, 

respectively (de la Maisonneuve & Martins, 2015).  

 

Ashby and Beech (2016) pointed out several issues related to ageing e.g. limited financial 

status leading to choose between healthy food and keeping warm; increased risk of falls 

of the elderly; hidden reason behind falls and injuries; outdated medication; and social 

isolation. Furthermore, getting passive and inactive in daily life is identified a notable 

issue among elderly, and getting people activated requires resources but brings profits to 

the life of the elderly and decreases costs of healthcare (Muramatsu et al., 2017).  

 

2.2 ICT Support Elderly Healthcare in World Context  

 

Modern ICT offer numerous means to support people’s lives, manage their health, and 

also create the convenience to receive and deliver quality and efficient healthcare services 

(Afifi & Al-Hussein, 2014).  

 

E-health systems such as electronic health and medical records system, telemedicine and 

telehealth systems, and also web or mobile health applications, provide the platform to 

centralize and manage health data and facilitate the process to transfer it between elderly 

patients and healthcare professionals (eHealth, 2011).  

 

The concept of Ambient Assistive Living (AAL) drives the new trend to embed ICT in 

the living environments to support and assist the daily lives, especially for elderly and 

disable people (Nalin et al., 2016). ICT devices integrating microelectronics, sensor 

manufacturing and data analysis techniques, are widely used to monitor the health 

situation and support daily lives (Patel et al., 2015). 

 

Utilising Internet-of-Things (IoT) is needed to provide integration between healthcare 

systems for ageing population. IoT offers possibilities to cover larger spatial and temporal 

coverage of healthcare services to meet the needs of the ageing population. Moreover, 

IoT-enabled healthcare services will be more efficient and available for users everywhere. 

(Pang et al., 2015.) 
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Countries around the world are paying greater attention on the development of care-

related ICT systems and devices. According to the statistic, European countries have the 

advanced E-health industry that develops the chain of digital health systems, and its size 

has reached around 20 billion euros (eHealth, 2011). Japan with its rapid pace of the 

ageing population has huge investments in AAL market and estimated reach around 5 

billion US dollars by 2024 (ResearchAndMarkets, 2018).  

 

2.3 ICT Support Elderly Healthcare in the Context of China 

 

Chinese government has marked the importance to the construction of ICT techniques in 

healthcare industry (Zhao et al., 2009). Some influential companies also tried to make 

innovation in this field. Alibaba invested in building 'future hospital' as an E-health 

innovation. Patients and healthcare professionals can reach each other and use hospital 

functions, like clinic and medical services, via an 'online hospital' platform. (Wu, 2016.) 

Tencent has ready integrated fitness tracking function into WeChat, which is the most 

popular social media application in China (Pai, 2015). 

 

Though the trend of using ICT to support healthcare appears positive in China, 

empowering ICT's capabilities to support elderly healthcare still suffer the challenges. 

Some studies indicated that many Chinese elderly resist to new ICT solutions due to 

technology anxiety (Guo et al., 2013). Based on their study in Hong Kong, Ma et al. (2016) 

reported that especially older adults who had higher education are more willing to use 

ICT enabled applications than the others, but one third of the 109 informants had never 

used ICT for their healthcare issues. Prior studies have investigated to what extent the 

Chinese elderly can adopt ICT. The results show that perceived usefulness and ease of 

use are determining factors to influence the receptivity towards ICT products for older 

citizens. Therefore, new ICT solution need to pay attention on the technology and service 

quality as well as provide good illustrations and training and removing their biased 

evaluations on new technology. (Guo et al., 2013.) 

 

3 Methodology 

 

Systematic mapping study is increasingly applied to in new research areas, in where few 

relevant and high-class primary studies are available but need to have a board overview. 

Researchers are able to prepare a synopsis for further studies. (Kitchenham & Charters, 

2007.)  This study intended to examine how the concerns of this study were addressed in 

the earlier studies, and to give backgrounds for practical studies. It was conducted by 

following the guidelines proposed by Kitchenham and Charters (2007), in order to have 

the rigorous protocol to scan studies, extract and classify data, and analyse and report the 

study results.  
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3.2 Research Questions and Protocol 

 

The following assisting research questions were formulated to acquire an overview of the 

connection between ICT and Chinese elderly healthcare in the existing research: 

 What are the publication trends of the research topic? 

 What specific research areas are most explored? 

 What are the focuses of the research? 

 

In regards to the search keywords, the starting point for conducting the mapping study 

was the understanding of how ICT was applied to assist the elderly’s healthcare in the 

context of China. Therefore, the key search terms were formed based on the combination 

of different research fields: ICT, elderly, healthcare and China. It originally contained 

four parts: ‘elderly’ or ‘older people’, ‘health’ or ‘healthcare’, ‘China’ or ‘Chinese’ and 

the key word of ‘information and communication technology’ or ‘ICT’. 

 

Pilot searches in the bibliographic databases were conducted to test the defined set of 

keywords, with the purpose to maximise the results and acquire more the relevant papers 

for this study. The piloting results reflected that very few studies were conducted relating 

to the focus of this study. In order to extend the search, alternative terms and concepts 

addressing the same problems were considered, and singular/plural forms and verbal 

forms of key terms were also taken into account. Two terms similar to elderly, “aged” 

and “senior”, were included.   

 

 
 

Figure 1: The search string 

 

The final search string (Fig. 1) was applied in different bibliographic databases to get the 

understanding of the availability of relevant papers. It was adjusted to fit the syntax of 

each database and to search in the titles, abstracts and keywords. Information specialists 

of the Oulu University Library were consulted in the selection of databases, and eight 

digital databases were selected as literature sources.  
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3.3 Study Selection and Data Extraction 

 

After applying the search string in the chosen databases, the results were uploaded to 

Refworks. By removing duplicate papers, the remaining papers were screened for 

inclusion and exclusion in three rounds (Table 1). The first round was done using 

metadata, to screen papers based on publication quality and availability (Table 2). In the 

second round, the remaining papers were reviewed based on their titles, keywords, and 

abstracts to deduct the irrelevant papers that were clearly outside of the research domain 

of this mapping study.  

 
Table 1: Criteria for primary study selection 

 

Round Inclusion Criteria: Exclusion Criteria: Total# 

1. 
Metadata: A conference paper 
OR a journal paper OR a book 
chapter 

Not written in English 182 

2. 
Title, keywords and abstract: 
setting is ICT AND elderly/older 
people AND support/better living 

Clearly outside the scope of ICT OR 
elderly OR health OR not focused on 
the Chinese context 

43 

3. 
Light reading: criteria from round 
2 exists in the paper 

The content cannot answer the 
research questions 

12 

 
Table 2: Hits after the first round 

 

Database Total# 

Scopus 30 

Web of Science 4 

ACM digital library 8 

ScienceDirect 4 

Academic Search Premier (EBSCO) 52 

IEEE Xplore 4 

ProQuest Social Sciences Premium Collection 52 

Wiley Online Library 28 

 182 

 

Each paper was marked as either “relevant”, “irrelevant”, “cannot decide”. All papers 

marked as “relevant” and “cannot decide” were left for the next round. The final round 

was conducted through light reading of the paper. This resulted in 12 papers chosen as 

the primary studies (Table 3).  
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The data extraction from the primary studies was performed using a standardised Excel 

template to obtain relevant metadata, classification data and descriptive data. The 

extracted data were: title of the paper, year of publication, publication venue, authors, 

acknowledgments, contribution, and concerns addressed in the research.  

 

4 Results 

 

In this section, the results of systematic mapping study are summarised to answer the 

research questions. The publication trends were identified. The primary studies were 

categorised to examine research areas of ICT and elderly healthcare in relation to the 

Chinese context. In addition, the contents from the paper were analysed to highlight the 

research focus. 

 

4.1 Identified Publication Trends 

 

The identified trend associated with publication year and author. In the context of China, 

all of the papers were published in the latest ten years and most of them were recent (11 

out of 12 papers), having been published after the year of 2011. The earliest identified 

publication was from 2007 while the newest one was published in 2017.  

 
Table 3: Publication situation in the Chinese context 

 

Authors Publication year Total# 

Hong Kong 2011, 2012, 2017 3 

Collaborative author 2013, 2015 2 

Chinese (Mainland China) 2007, 2012, 2014, 2015 7 

 

The primary studies were classified according to the analysis of the authors and 

acknowledgements: 3 of them were published by Hong Kong (HK) researchers, 2 were 

collaborated by Chinese and American authors and the remaining 7 were contributed only 

by the researchers from Mainland China (Table 3). Among the seven Chinese contributed 

papers, the Chinese government supported six of them. The publication time of those 

government supported papers were 2007 (1 paper), 2012 (2 papers), 2014 (2 papers) and 

2015 (1 paper). One can see that in China (except Special Administrative Region), the 

publication trend in this field mainly depends on the Chinese government, either policy 

support or academic funding.  

 

4.2 Identified Research Areas 

The research area in this field included 5 research disciplines (Table 4). The overall 

identified research areas were based on publication venue. Meanwhile, the research areas 

were discussed from the perspective of timeline and region respectively. 
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Table 4: Identified Research Area 

 

Research Forum Focus Total# Primary Studies 

Nursing or Care management 2 P04, P12 

Medical Science 3 P03, P01, P06 

Computer Science 2 P11, P10 

Engineering or Mechatronics 4 P02, P09, P07, P08 

Consumer Science 1 P05 

 

One third of them were published in various Engineering and Mechanics forums. A 

quarter of the papers were published within medical science area. Two papers were 

related to nursing and care management field. Another two belong to the computer 

science studies and the remaining one was published about consumer studies. If the 

perspective is changed and topics looked from a more general aspect, half of them were 

in healthcare related forums and the rest were published in computer engineering related 

area.  

 

From the timeline aspect, the topic was first emerged in care management area. Table 5 

displays the identified research area based on publication year. 

 
Table 5: Identified Research Area based on Timeline 

 

Year Research Forum Focus Primary Studies 

2007 Care management P12 

2011 Mechatronics P02 

2012 Medical Science, Engineering, Mechatronics P01, P08, P09 

2013 Medical Science P6 

2014 Medical Science, Computer Science P03, P10, P11 

2015 Consumer Science, Mechatronics, P05, P07 

2017 Nursing P04 

 

During year 2011 to 2015, the studies were mainly focused on the area of medical science, 

mechanic engineering and computer science. The last study was concentrated on nursing 

and care management area again. Table 5 also indicates healthcare and medical areas have 

been continuously studied. Technology area was emerged and received great attention 

after 2010. 
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Table 6: Identified Research Area based on Region 

 

Region Research Forum Focus Primary Studies 

Hong Kong Nursing, medical, Mechatronics P01, P02, P04 

Mainland 
China 

Care Management, Engineering, 
Computer Science, Medical, 
Mechatronics 

P03, P07, P08, P09, 
P20, P11, P12 

Overseas Medical, Consumer Science P05, P06 

 

An interesting phenomenon is that the studies in mainland China and Overseas covered 

not only medical related research fields but also other various research areas such as 

engineering and consumer science. On the contrary, most of the papers in HK region were 

focused on elderly healthcare research area (Table 6).  

 

4.3 Identified Research Focuses 

 

The main research focuses emerged from primary studies are non-physical well-being 

with ICT, physical healthcare with ICT, and also attitude towards ICT. Those ICTs range 

from “old fashion” Internet technology to the cutting-edge virtual reality technology. The 

details of identified research focuses are discussed next. Table 7 shows the identified 

research focuses.  

 
Table 7: The research focuses 

 

Categories Related ICTs Primary Studies 

Psychological  Internet, Computer, Smart device  P12, P05, P04 

Physical  Telehealth, Robotics, Virtual reality, Smart 
device application 

P01, P02, P06, P07, 
P08, P09,  P10 

Reflections Computer, Internet, Social media, Smart 
device 

P03, P11 

 

ICT and psychological well-being 

Simultaneous discussion about ICT and elderly’s non-physical felling in the Chinese 

context emerged at 2007. The first identified paper (P12) focused on analysing the 

connection among ICT (Internet), elderly and well-being. It investigated how the Internet 

affects elderly’s life and what are their opinions after frequently using network 

technology. The second identified paper (P05) was written 8 years later at 2015. The 

focused region was mainland China context. Rather than the first paper collecting the 

feedbacks after using ICTs, it was from a different angle to study the elderly’s well-being 

through exploring how they use Internet in their daily lives. The remaining one was 

published in 2017 (P04). The focused region was HK. The paper was mainly about the 
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positive influences of general ICT (computers, smartphones and tablets) on elderly’s 

psychological well-being and the related associated elements, for instance, different age 

groups among the elderly. 

 

ICT and physical healthcare  

Seven papers concentrated on applying ICT to enhance elderly’s physical health. Three 

of them examined telehealth solution. In recent decade, HK initiates many telehealth 

deployments elderly healthcare field (P02). It introduced three ongoing telehealth 

solutions in HK, which were electronic health record (eHR), mobile nurse patient folder 

and remote patient monitoring. eHR focused on patients’ medical data record, and 

supported interoperable medical data exchange between public and private healthcare 

institutes. Mobile nurse patient folder let the nurses to retrieve and update the health data 

at real time when they visit patients’ homes. It aimed to assist the nurses to help their 

patients timely and effectively. Remote patient monitoring connected medical 

professionals and patients without home visiting. It helped the patients to manage their 

health at home to reduce the nurses’ burden and save their own costs. Similarly, P09 

predicted the future situation of telemedicine technology demand among the elderly in 

mainland China and examined ICTs’ effectiveness. It demonstrated healthcare 

information demand is the key demands of Chinese elderly in the future and Internet is 

the main frequently used ICT solution. P08 was focused on enhancing the current 

encryption technique to build a better remote continuous healthcare monitoring system. 

It proposed a new cryptography to protect the patients’ vital medical data.  

 

Two identified papers (P07, P01) were concentrated on body function rehabilitation, 

including P07 summarising the current state of the art studies on the area of robot-assisted 

lower limb rehabilitation and P01 introducing interactive virtual reality Wii technology 

as supporting the whole body rehabilitation in a geriatric day hospital in HK. Another two 

papers (P06, P10) examined the use of portable instruments, such as wearable sensors and 

smartphones, to enhance elderly healthcare in China. P06 focused on improving the 

design quality of mobile application for the elderly who has chronic diabetic disease. It 

investigated user-centred design, specifically ageing population profiles and personas. 

P10 systematically analysed recent health sensing technologies for health data detection 

and classified them by their application functions. 

 

Attitude towards ICT 

The final research focus was studying the feedbacks of ageing population regarding to 

ICT. Two papers (P11, P03) concentrated on investigating Chinese elderly’s perceptions 

of ICT. P011 explored the reason of using ICT (Computer and Internet, social media 

application) in their daily lives. P03 studied the elderly’s attitude towards to the adoption 

of mobile health service in China. 

 

5 Discussion and Conclusion  

 

In this study, the chosen research method was followed rigorously, and 12 primary studies 

discussing ICT’s capabilities to support elderly healthcare in the Chinese context were 

identified. The results showed that prior studies addressing this issue are extremely scarce 
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and relatively recent. At the time of the study, this research domain was still quite young 

and immature, and it seems there is a huge academic vacancy in the current the Chinese 

context. Consequently, it offers huge potentials for innovative research opportunities. 

 

Because the ageing problem will become more serious in the upcoming decades in China 

(NBSPRC, 2018), more studies in this research domain are in urgent need in the future. 

As the support from Chinese government has big influence on the academic study in this 

field and Chinese government emphasised on implementing ICT in healthcare industry 

(Zhao et al., 2009), one can predict that increasing number of studies will be conducted 

and more academic paper will be published in the near future. The researchers in HK 

region were likely more interested in this topic. The reason could be considered as HK 

was an early developed region with no stringent family planning policy and it faced more 

serious ageing situation than mainland China (LifeNews, 2013). 

 

The identified primary studies were almost equally either from the healthcare field or the 

technology field. However, the numbers of technical papers were increasing after 2010. 

Ericsson (2016) predicted cloud technology, self-managing devices, IoT, Virtual and 

augmented reality, robotics will be the near future technology trend. The emerging ICTs 

will play a significant role in healthcare industry (eHealth, 2011). One can predict that 

the future research will concentrate on computer science and mechanic engineering area. 

 

Three research focuses emerged from primary studies were: psychological well-being, 

physical healthcare, and attitude towards ICT. How the Internet technology affects 

elderly’s well-being has been seen as the main research direction for psychological well-

being studies in the early times, while more recent researchers tend to focus more on the 

smart ICT equipment like smartphone and wearable device. It seems that the research 

focused in non-physical field is transforming based on the development trend of ICT. 

Physical healthcare studies focus on applying different ICTs to address the realistic 

problems for elderly. Telehealth seems to be the most popular solution to solve various 

geographic healthcare challenges. The novel technology like robotics and virtual reality 

were applied to solve elderly’s body rehabilitation challenges. Meanwhile, smart phone 

applications and wearable devices were used for elderly to manage their own health and 

lives. Those are seen as the mature techniques, because the prior studies concentrated on 

improving the design quality instead of exploring the feasibility and some systematic 

analyses and classifications were existed. The attitude studies focus on Chinese elderly’s 

perception regarding the adoption of ICTs such as computer, Internet, social media and 

smartphone in healthcare industry. The research on the perception for emerging ICTs still 

leave blank.  

 

The current literature study revealed “old fashion” ICT like Internet, computer and 

smartphone, only few of them emphasised on emerging technologies while there are 

studies elsewhere made on both aspect of “old” technologies and novel concept. E.g. 

Nalin et al. (2016) introduced the concept of AAL and smart homes. Pang et al. (2015) 

pointed out the efficiency of IoT concept in the future. 
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To conclude, this study was searching for existing researches that concentrated on the 

capability of ICT to support the elderly healthcare in China. Although this cross-

disciplinary research field was quite young in China and limited the identified primary 

studies, the study still provides a comprehensive overview of the research field. It also 

discovered the research trend and its inducement. Meanwhile, the study classified the 

previous research focuses. It showed the previous priority research areas in China and 

found what research areas have being ignored, thus provided a significant starting point 

for the potential research. Overall, this study laid the foundation of synthesising existing 

knowledge from different research areas for ICT and elderly healthcare in the Chinese 

context. 

 

The current study proposes more rigorous studies of the topic in the Chinese context to 

spread the knowledge. More research directions can follow the technology development 

trend and study how to apply each innovative ICT in this area, for instance, virtual reality 

or augmented reality technology, real-time healthcare supporting system and artificial 

intelligence (robotic solution) without forgetting elderly’s attitude, caregiver’s experience 

and feedbacks towards those emerging ICTs.  
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Interactive virtual reality Wii in 
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P02 Chao Telehealth initiative in Hong 
Kong. In Technologies Beyond 
2020 (TTM) 

10.1109/TTM.2011.6005176 

P03 Deng et 
al. 

Comparison of the middle-aged 
and older users’ adoption of 
mobile health services in China. 
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P04 Fang et 
al. 

Information and communicative 
technology use enhances 
psychological well-being of older 
adults: the roles of age, social 
connectedness, and frailty status 

10.1080/13607863.2017.1358354 

P05 Fowler 
et al. 

Analyzing Chinese older 
people's quality of life through 
their use of the internet 
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P06 LeRouge 
et al. 

User profiles and personas in 
the design and development of 
consumer health technologies 
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P07 Meng et 
al. 

Recent development of 
mechanisms and control 
strategies for robot-assisted 
lower limb rehabilitation 

10.1016/j.mechatronics.2015.04.005 

P08 Pan et 
al. 

Security mechanism for a 
wireless-sensor-network-based 
healthcare monitoring system 

10.1049/iet-com.2011.0097 

P09 Shi et al. Telemedicine Information 
Demands of Chinese Elderly 
People in the Future: 
Examination of Effectiveness in 
Applications 

10.4028/www.scientific.net/AMM.235.373 

P10 Song et 
al. 

Health sensing by wearable 
sensors and mobile phones: A 
survey 

10.1109/HealthCom.2014.7001885 

P11 Sun et 
al. 

Being senior and ICT: a study of 
seniors using ICT in China 

10.1145/2556288.2557248 

P12 Xie Older Chinese, the Internet, and 
well-being 

10.1891/152109807780494122 
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Abstract Digital transformation, or digitalization, is a near-ubiquitous 

concept in the contemporary insurance business ecosystem, and describes 

the work towards change that is carried out in insurance organizations 

towards novel, digitally empowered practices, services, and management 

structures. Large-scale studies have identified key factors for successful 

digital transformation as, among others, customer experience, digital 

development, and changing business processes. This case study 

investigates a customer-owned Finnish insurance company that currently 

resides in the nascent stages of such a transformation. Through a set of 13 

interviews with 10 service developers and managers, we set out to 

understand and evaluate their current digital development practices, based 

from the perspectives of participatory design, towards informing marketing 

research. Our findings indicate that while there exists a general 

understanding of the value of user involvement in the design process, 

participatory design practices see limited implementation, and there is an 

apparent disparity between the customer-centric organizational culture and 

the development practices that it should inform. We suggest work to be put 

towards the creation of models for evaluating digital transformation, and 

towards aligning the management of the digital transformation process with 

a participatory mindset.  

 

Keywords: • Digital transformation • Participatory design • Customer 

experience • Bled eConference • 

                                                           

 
CORRESPONDENCE ADDRESS: Michael Persson, M.Sc., Researcher, University of Oulu, Information 

Processing Science, Tietotalo, Linnanmaan campus, Finland, e-mail: michael.persson@oulu.fi.  

Casandra Grundstrom, M.Sc., Researcher, University of Oulu, Information Processing Science, 

Tietotalo, Linnanmaan campus, Finland, e-mail: casandra.grundstrom@oulu.fi. Karin Väyrynen, 

Ph.D., Post-doctoral researcher, University of Oulu, Information Processing Science, Tietotalo, 

Linnanmaan campus, Finland, e-mail: karin.vayrynen@oulu.fi. 

 

DOI https://doi.org/10.18690/978-961-286-170-4.29  ISBN 978-961-286-170-4 

© 2018 University of Maribor Press 

Available at: http://press.um.si. 



430 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

M. Persson, C. Grundstrom & K. Väyrynen: A case for participatory practices in the digital 

transformation of insurance 

 

1 Introduction 

 

Information systems research has long held that information and communication 

technology (ICT) enables the potential for innovation in service-based sectors such as 

insurance (Barrett, Davidson & Vargo, 2015). With ever-increasing amounts of personal 

and public data, the ability of healthcare providers and service companies to make 

informed decisions is improving rapidly (Raghupathi & Raghupathi, 2014). This shift 

challenges the traditional, reactive business model of insurance service provision, 

enabling insurance companies to develop new technology-driven business models and 

services. Rushing to harvest these opportunities, the contemporary insurance industry has 

undertaken a near-pervasive journey towards a digital transformation, or digitalization, of 

their offerings; the enactment of novel digital strategies to meet the challenges of an 

increasingly complex and technology-saturated context. 

 

Over the last decade, large-scale business studies have been conducted to outline the 

particulars of digital transformation in the insurance industry. EY (2017: p.3) defines 

digital transformation as: “... capitalizing on the power of technology to revisit business 

models, acquire customers to new channels and create essential user 

experiences.” Forrester Consulting (2015: p.1) found that the customer experience is at 

the heart of the digital transformation, and that “... digital development and customer 

experience improvement are two key priorities for businesses”. However, the 

digitalization of the insurance industry is lagging behind compared to other fields, and 

should seek inspiration from technology-based companies (Eling & Lehmann, 2017; 

Kettunen & Lantti, 2017). Strategizing for the creation of customer experience is 

pervasive in the industry, but despite its recognition by practitioners, it has a limited body 

of work in marketing research academia (Verhoef et al., 2009), and research on the 

mindsets and capabilities required for an organization to successfully manage the 

customer experience is scarce (Lemon & Verhoef, 2016). Exploring this gap in academic 

research of marketing practice affords the opportunity for this paper to contribute to the 

understanding of the customer experience from the human-computer interaction field, 

which posits that participatory design practices are required in order to properly 

understand the customer experience (Sanders, 2002). As such, this paper sets out to 

examine the intersection of participatory theory and marketing research in the context of 

understanding the creation of customer experience. 

 

How, then, are the customers participating in the creation of the services that is intended 

to encapsulate their experiences? To address this, we asked the following research 

question: “To which degree are participatory practices utilized in early-stage digital 

transformation of insurance?” 

 

Through a case study of a Finnish insurance company, this paper intends to investigate 

the practices that constitute their digital development, with the purpose of painting a 

picture of the degree to which participatory practices and mindsets are leveraged in the 

early-stage digital transformation work in the Finnish insurance context. The remainder 

of the paper is structured as follows: First, we discuss the theoretical background, 
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followed by a description of the research methodology, the results, and discussion of our 

findings. We conclude the paper with managerial implications, research limitations, and 

suggestions for future research. 

 

2 Theoretical Background 

 

In this section, we define the key topics explored in this paper, and describe their 

relationships. The topics are structured into related groups and outlined in the following 

way: Digital transformation and organizational culture, customer experience and user 

experience, and finally, participatory design. These themes are considered to represent 

the overarching context of the paper (Digital transformation and organizational culture), 

a desired outcome of digital transformation, and determinant of success (Improving the 

customer experience and user experience), and finally the human-computer interaction 

theory informing the practices through which the aforementioned outcome is likely to be 

realized (Participatory design).  

 

2.1 Digital Transformation and Organizational Culture 

 

In this paper, we borrow the definition of digital transformation from the recent summary 

of the state of the art of digital transformation in the insurance industry by Eling and 

Lehmann (2017: p.5) as: “… the integration of the analogue and digital worlds with new 

technologies that enhance customer interaction, data availability and business 

processes”. Kettunen & Lantti (2017: pp.14) argue that with increased digitalization, 

companies invariably drift towards software development, and concludes that “truly 

transformational changes require revisiting and challenging the fundamental business 

assumptions and organizational culture”. Organizational culture has been defined in 

many ways, but in the context of this paper we align with Barney (1986: p.657); “… 

organizational culture typically is defined as a complex set of values, beliefs, 

assumptions, and symbols that define the way in which a firm conducts its business. […] 

culture has pervasive effects on a firm because a firm's culture not only defines who its 

relevant employees, customers, suppliers, and competitors are, but it also defines how a 

firm will interact with these key actors”. As such it follows, that in facilitating for digital 

transformation, it is necessary to foster an understanding of the organization through 

examining the constituent parts of its cultural context. For this paper, we consider 

organizational culture to be of critical importance towards the contextualization of the 

digital transformation of the organization.  

 

2.2 Customer Experience and User Experience 

 

Customer experience is a holistic representation of a customer’s journey (or, set of 

interactions) through the service provision of a company, outlining, among other things, 

moments of contact, or touch points (Gentile, Spiller, & Noci, 2007; LaSalle and Britton, 

2003).  Customer experience is summarized by Lemon and Verhoef (2016: p.71) who 

concludes that it is “… a multidimensional construct focusing on a customer’s cognitive, 

emotional, behavioral, sensorial, and social responses to a firm’s offerings during the 
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customer’s entire purchase journey”. Further, they posit that customer experience theory 

is firmly entrenched within marketing research, and holds that “A customer-centric focus 

is an important facilitator within firms to create stronger customer experiences” (p.84). 

In the context of digitalization, the ubiquity of the internet is empowering customers to 

put higher demands on their experience: “Always-online consumers have unprecedented 

power and choice. If they fail to have a rewarding customer experience in their digital 

interaction with a brand, they can readily take their business elsewhere.” (Collin et al., 

2015: p.94). Using methods derived from human-computer interaction practice to 

understand the customer experience has prior been explored in marketing research, for 

example, by leveraging the creation of personas (Herskovitz & Crystal, 2010), a practice 

more commonly found within user experience. There is a large definition overlap between 

customer experience and user experience, and the terms are used almost interchangeably 

depending on the context (Sward & McArthur, 2007). User experience concerns itself 

with facilitating the experience of a user as they interact with systems (Benyon, Turner, 

& Turner, 2005). Weighing in on the nature of user experience, Benyon et al. holds that 

experience has to be understood as a whole, and cannot be designed as much as facilitated: 

“Designers can design for experience, but it is individuals and groups who have the 

experience.” (2005: p.99), implicitly stating that the holistic experience of others exist in 

their personal context, and as such the understanding of their experience is dependent on 

them being able and willing to extrapolate on it. This paper considers the outcome of good 

customer/user experience to be a primary driver of success in digital transformation, and 

the while the distinction between them is important, it is secondary to understanding the 

practices that outline the creation of a positive customer/user experience outcome. 

 

2.3 Participatory Design 

 

Towards understanding user inclusion in development practices from the human-

computer interaction perspective, we consider Sanders and Stappers (2008) framework 

of the participatory landscape, later iterated on by Pallot, Trousse, Senach, and Scapin in 

their social innovation context schema (2011). This schema (Figure 1) explores the 

contemporary landscape of design practice, where along the x-axis of users, the far left 

pertains to user-centered design with “Users as observed subjects” and the far right to 

participatory design with “Users as Value Creation”. 
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Figure 1: Domain Landscape of the Living Lab Research Map (Pallot et. al, 2011) 

 

Participatory design is as such considered to encompass the areas where research is not 

so much performed on the users, as is the case of user-centered design, but rather with the 

users. Spinuzzi (2005) outlines three criteria for participatory design work with the users: 

Quality of life for workers (i.e. focusing on an outcome that empowers the user), 

collaborative development (i.e. granting the user agency within the development), and an 

iterative process (i.e. a cyclical reexamination of the design work being undertaken). 

Steen, Manschon, and De Koning (2011) have identified three types of benefits in the 

utilization of participatory practice — benefits for the service design project itself (such 

as improving the creative process and organization of the project), benefits for the 

service’s customers and/or users (such as a better service experience and higher 

satisfaction), and benefits for the organization (such as improving creativity and 

normalizing the focus on customers and users). In this paper, we consider the 

implementation of participatory practices and mindsets to be suitable towards improving 

customer experience and organizational culture, and by extension, the digital 

transformation of the organization. 
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3 Methods 

 

3.1 Case Description 

 

The subject of this qualitative case study is a Finnish insurance company (from here on 

out referred to as Alpha). Alpha is one of the biggest actors in the Finnish insurance 

ecosystem. With the increased digitalization of society and the predictive capabilities of 

data, the traditional models of insurance provision are growing increasingly inadequate. 

In the light of this outlined obsolescence, Alpha has set out to modernize its service 

offerings through a large-scale digital transformation. This transformation is described by 

their intention to create holistic, life-long relationships with their customers; a one stop 

package for all of their security needs. In a recent official newsletter, there is an explicit 

statement from Alpha regarding the context of the case study; establishing the fact that 

they understand the importance of practices that involve the customers, and that they are 

currently working on improving the customer experience and digital development of their 

services. Combined, these factors point towards the suitability for Alpha as a case through 

which to examine the research question of this paper. The case study presented in this 

paper investigates the underlying conditions of this transformation by exploring the 

organizational culture and the service development practices through the lens of 

contemporary service design — in other words, examining the degree to which Alpha is 

utilizing participatory practices to inform their digital transformation.  

 

3.2 Data Collection and Analysis 

 

We conducted this study as an empirical qualitative case study (Yin, 2013) to construct 

an understanding of the degree of participatory practices currently employed by Alpha. 

Data was gathered in the form of semi-structured interviews within the insurance 

company. The data gathering process of this case study was conducted in the form of 

semi-structured interviews within the insurance company, primarily selecting for 

professionals in various executive roles in service development, and structured to elicit 

descriptions of their work, their attitudes and knowledge towards customer participation 

in service development, and the policies that influence their professional context. The 

interviews were carried out across two periods, spaced nine months apart. Some of the 

interviewees in the first round of interviews was interviewed again for the second round, 

offering a limited longitudinal perspective. This case study consists of thirteen interviews 

in total. We interviewed the Analytics/Sales lead, the Chief Digital Officer, the Unit 

Director (Health and Wellbeing Strategy), and the Digital Health Development Project 

Manager twice to give us a longitudinal perspective on certain topics. In addition, we 

interviewed a Business Unit Director, three Development Managers, a Digital Health 

Director, and a Communications Manager. The interviews lasted between 50 and 90 

minutes, with the average interview lasting roughly 80 minutes. 

 

The analysis of the data was initiated in the interview process as a combination of note-

taking and asking follow-up questions based on interviewee responses. After the 

conclusion of the data collection, all the interviews were transcribed in full (non-verbatim, 
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to allow for clarification of language barrier idiosyncrasies). A number of the 

transcriptions were then fully coded and catalogued into themes using nVivo, four of 

which were selected for their relevance to the research question: Service development 

practices, Participatory practices, Customer experience, and Organizational culture. 

These themes were subsequently used as the basis of text query searches (Bazeley & 

Jackson, 2013) through the rest of the transcribed material. An initial text query that were 

used to parse the transcriptions for responses pertaining to participatory practices could 

look like this: [“participat*” OR “co-creat*” OR “co-desig*”], but the queries evolved 

over time as we discovered new terms and mannerisms used to cogitate about 

participation in the body of the data.  

 

4 Results 

 

In this section, we present case findings related to the pertinent fields outlined in the 

theoretical background. Through investigating the practices and attitudes of the service 

design professionals, we intend to find descriptions of how services are developed, how 

customers are being involved in aforementioned development, how customer experience 

is defined and cogitated about within the company, and comments relating to the 

organizational culture. 

 

4.1 Service Development Practices 

 

Interspersed throughout the interview data, primarily from the development managers, 

we find mentions of user-centered design practices. The points of customer interaction 

are noted to exist primarily at the start of the process (as user research in the early stages 

of development) and at the end of the process (in pilot studies): “In some cases, we have 

customers involved in the early phases, also, but mainly, I would say, the customer is 

involved only at the end of the project.”, and some notions that  “… we don't ask [the 

customers] enough what they want, we don't test enough [...] [we've] built services [for 

which we] have no proof that [they are] working, and I don't like that.“ Development 

work is divided amongst both in-house and external practitioners. During the time of the 

interviews, a customer portal that had previously been in use had closed, disrupting their 

standard channel of customer outreach.  

 

4.2 Participatory Practices 

 

The service designers report explicit knowledge surrounding participatory design, some 

even having experience of such practices from earlier workplaces and from academia, as 

well as being able to identify the participatory practices of their competitors. Several 

service designers were also of the opinion that there is not enough customer participation 

in the context of Alpha, but some have a positive outlook on the improvements being 

done in the area: “I think it's is [improving]. I have heard that there is some people who 

[nowadays] meet with customers, and [are organizing workshops], and things like that. 

But I think that we should do that much more. And in my project, we haven't done it 

enough.” and “I believe that if we want to create good experiences, good services, we 
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need to involve the customers in such a way that we are not merely asking them what we 

should do, but creating the services together, like actually co-creating them, co-designing 

them.” There are notions that the skill of the practitioners may be insufficient: “… people 

here, the way I see it, don't really have the skill set – they don't really know how to involve 

the customers.” but we also find opposite notions, implying that customer involvement 

is already integral to contemporary practice: “… I would say it's an essential operation 

mode for us – involving our clients, exposing them to how we operate and what we plan, 

and then taking their feedback into account.” 

 

4.3 Customer Experience 

 

The customer experience theme presented itself in a majority of the interviews, from 

different perspectives, ranging from descriptions of the current experience of being an 

insurance customer, to the analysis of the definition of customer experience. The chief 

digital officer considered the role of the customer in the following way; “… how we use 

the client is to [continuously] monitor [their value and customer experience]. […] we 

want to have the best customer experience, and then we can see [whether] this is the right 

way, and we try to understand where the customer experience came from, and [put] more 

focus on things that maximize the value and the customer experience.” Another notion 

underlines the importance of customer experience in delivering the ultimate outcome of 

the digital transformation, that is, their vision of a pervasive personal security: “… we 

will actually recreate the customer experience when it comes to [Alpha] and their clients, 

and obviously, that's where we believe that it will be one of the key success factors in 

growing our business, in the local market.” Some interviewees noted on the ambiguity 

in the definition of what customer experience means; ”Someone would say that it's good 

customer experience that the billing is functioning properly, and for others it means that 

you feel good in communication with us. And [for yet] another it means that good 

customer experiences is that customer can choose different things and it will influence 

the solution. So the definition is not ready yet.” and “… many people understand, 

nowadays, differently – What is the good customer experience, and what customer 

involvement means… … it is very challenging to achieve one common metric so that 

everyone understands it in the same way.” In regards to how the idea of customer 

experience is utilized in Alpha, it largely appears to be done as an evaluation rather than 

used as a tool to inform the design. One of the service designers claims that the company 

does not yet have a systematic, holistic approach to the analysis of customer experience, 

and that “it would be a good idea to understand the customer experience [through the 

use of] the application”, underlining that even as the customer experience is understood 

to be a tool for evaluation rather than a design consideration, it’s not widely used in either 

way.  

 

4.4 Organizational Culture 

 

The chief digital officer compares the organization to an “armada of ships”, painting a 

metaphor for the cooperative, regional structure of the company, each led separately, but 

following a central direction, and lending an air of agility to the organization. There are 
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differing notions of how the organizational culture of Alpha is affecting its development 

practices. A shift towards agile service development is believed to affect the organization, 

with some resistance: “… we are moving very strictly [towards] Sapphire methodology, 

which is agile, so we are changing our culture based on that. But still, there is sometimes 

too much bureaucracy [regarding those] methodologies...” and “… the top management 

has to give responsibility to the lower [levels] and rely on the experts. And this is the 

biggest cultural movement which should be taken.” There are also notions about the upper 

management of the company as being detached from the practices: “… whatever gets the 

job done, [the senior management is] fine with that. They are not really interested in 

practices as long as [those practices] deliver results.” As Alpha is in the process of 

entering into a service eco-system with third-party developers and healthcare providers, 

they have to act on disruptions to business as usual, and reconsider their customer 

experience in the new context: “Health is something where we foresee changes, [and we 

hope to be able to grab onto the] opportunity and build businesses around it, and then of 

course, build our customer experiences around it […] [this represents] a disruption, 

when it comes to our current and existing business models”. The place of the customer 

in the hierarchy of the organization was a recurrent theme throughout the case study, and 

the notions are mixed. Most interviewees hold that the customer is either at the top, or 

should be at the top: “… to me personally, the customer is in the top. And I hope [everyone 

in the company] says the same.” and “I would like to say that the customer is rather high 

in our hierarchy, that we really do try to think of things from the customer's point of view 

[…] But I'm not sure if that's the case considering [the company] as a whole.” represents 

the two overall types of responses in this category.  

 

5 Discussion 

 

In this section, we discuss the findings of the case study as outlined above. 

 

While we find notions of participatory practices interspersed in the interview responses, 

the amount of user research that is carried out in the service development appears to be 

present at  degree (according to the opinions of the service developers), as well as more 

closely related to user-centric practices than to participatory design practice; in that they 

observe and interact with largely passive users from an expert perspective (Pallot et al., 

2011), and commonly only used at the beginning and the end of the design process. 

Regardless of this lack of participatory practices in the service development context, 

several of the interviewees placed the users central to the business and at the top of the 

company hierarchy. Despite talk of customer-centricity and customer experience, most 

service developers largely conceded to the issue of poor customer inclusion practices 

(often mentioned in conjunction with answering about the customers’ purported place in 

the company hierarchy), and expressed skepticism about the notion that Alpha could truly 

be considered to possess a customer-centric organizational culture. Having an apparently 

customer-centric culture, it would seem, does not necessarily translate into customer-

centric development practices, something that could be exacerbated by a fuzzy definition 

of customer experience.  

 



438 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

M. Persson, C. Grundstrom & K. Väyrynen: A case for participatory practices in the digital 

transformation of insurance 

 

Digital transformation literature posit that organizations stand to benefit from a move 

towards the structure of software development companies, as they become more invested 

in the technology-driven development practices that inform their service offerings 

(Kettunen & Lantti, 2017). This movement is reflected in the shift of development 

methodology of Alpha, in their efforts to become more agile. As the management may 

hold the conviction that the company is customer-centric as a core value, despite the high 

variance in the understanding of customer experience, it may be difficult to align the 

organizational culture with participatory shortcomings in digital development practice, a 

notion that appears to be further exacerbated by a purported indifference towards practice 

in the higher echelons of the company. The apparent mismatch between customer-centric 

policy and customer-centric practice could represent a core issue in digital transformation 

work.  

 

Despite the similarities between the objectives of customer experience and user 

experience, the cross-pollination between human-computer interaction and marketing 

research does not appear advanced. In the context of digital transformation, this might 

prove to be shortsighted, as combining both perspectives could offer new insights towards 

technology-based development and marketing practices in which the user-customer is 

more intrinsically invested in the formation of their own experiences. Acquisition and 

retention of digital talent needs to be prioritized throughout the organization, and a 

participatory mindset, or at least an understanding of company development practices, 

should be introduced to the upper management towards aligning organizational culture 

with organizational practice (Hansen, Kraemmergaard, & Mathiassen, 2011). Further 

studies of the interaction between conductors of early-stage digital transformation and 

their customers, particularly through a participative lens, could inform new practice 

models through which to co-create customer experience and facilitate for digital 

transformation. 

 

6 Conclusion  

 

In this paper, we report on the results of a case study conducted in a large insurance 

provider in Finland. We studied to which degree participatory practices are employed by 

Alpha, an insurance provider in the early stages of a digital transformation initiative. We 

found that, despite internal knowledge of participatory practices among service 

developers, such practices only saw limited implementation in service development. We 

argue that a fuzzy definition of customer experience as well as a disparity between policy 

and practice can be held as preliminary reasons for the absence of customer inclusion. 

 

This study has several limitations. The case study was limited to one company, and 

extending the study to other insurance providers would have allowed for a comparison of 

whether our findings would be generalizable to the greater context of the insurance sector, 

and/or whether they represent a trend in insurance provision business in Finland in 

general. In addition, interview studies can only extrapolate on the opinions and attitudes 

of individual people based on the topics of the discussion, and as such can only give a 

fairly one-dimensional and decontextualized interpretation of the organizational culture.  
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Future studies of conductors of digital transformation involving their customers in 

development and customer experience creation could inform new models of practice 

through which to successfully facilitate the digital transformation. Investigation of the 

intersection of marketing research and participatory design is of particular interest to align 

the marketing research field in the practices that inform digital transformation.  
  

 

References 

 

Barney, J. B. (1986). Organizational Culture: Can It Be a Source of Sustained Competitive 

Advantage? The Academy of Management Review, 11(3), 656. https://doi.org/10.2307/258317 

Barrett, M., Davidson, E., & Vargo, S. L. (2015). Service Innovation in the Digital Age : Key 

Contributions and Future Directions. MIS Quarterly, 39(1), 135–154. 

https://doi.org/10.1016/S0090-2616(98)90006-7 

Bazeley, P., & Jackson, K. (Eds.). (2013). Qualitative data analysis with NVivo. Sage 

Publications Limited. 

Benyon, D., Turner, P., & Turner, S. (2005). Designing interactive systems: People, activities, 

contexts, technologies. Pearson Education. 

Collin, J., Hiekkanen, K., Korhonen, J. J., Halén, M., Itälä, T., & Helenius, M. (2015). Leadership 

in Transition: The Impact of Digitalization on Finnish Organizations. Science And 

Technology. 

Forrester Consulting (2015). Digital Transformation in the Age of the Customer [White paper]. 

Retrieved March 16, 2018, from   

Accenture:https://www.accenture.com/_acnmedia/Accenture/Conversion-

Assets/DotCom/Documents/Global/PDF/Digital_2/Accenture-Digital-Transformation-In-The-

Age-Of-The-Customer.pdf 

Eling, M., & Lehmann, M. (2017). The Impact of Digitalization on the Insurance Value Chain 

and the Insurability of Risks. Geneva Papers on Risk and Insurance: Issues and Practice, 1–

38. https://doi.org/10.1057/s41288-017-0073-0 

EY (2017). Digital Transformation in Insurance: Driving immediate value and enabling future 

innovation [White paper]. Retrieved March 16th, 2018, from EY: 

http://www.ey.com/Publication/vwLUAssets/ey-digital-transformation-in-

insurance/$FILE/ey-digital-transformation-in-insurance.pdf  

Gentile, C., Spiller, N., & Noci, G. (2007). How to Sustain the Customer Experience: An 

Overview of Experience Components that Co-create Value With the Customer. European 

Management Journal, 25(5), 395–410. https://doi.org/10.1016/j.emj.2007.08.005 

Hansen, A. M., Kraemmergaard, P., & Mathiassen, L. (2011). Rapid Adaptation in Digital 

Transformation: A Participatory Process for Engaging IS and Business Leaders. MIS 

Quarterly Executive, 10(4) 

Herskovitz, S., & Crystal, M. (2010). The essential brand persona: storytelling and branding. 

Journal of Business Strategy, 31(3), 21–28. https://doi.org/10.1108/02756661011036673 

Kettunen, P., & Laanti, M. (2017). Future software organizations – agile goals and roles. 

European Journal of Futures Research, 5(1), 16. https://doi.org/10.1007/s40309-017-0123-7 

LaSalle, D., & Britton, T. A. (2003). Priceless. Turning ordinary products into extraordinary 

experience, Harvard Business School Press, Boston, Massachusetts. 

Lemon, K. N., & Verhoef, P. C. (2016). Understanding Customer Experience Throughout the 

Customer Journey. Journal of Marketing, 80(6), 69–96. https://doi.org/10.1509/jm.15.0420 

Pallot, M., Trousse, B., Senach, B., & Scapin, D. (2011). Living Lab Research Landscape : From 

User Centred Design and User Experience towards User Cocre ation. 

https://doi.org/10.2307/258317
https://doi.org/10.1016/S0090-2616(98)90006-7
https://www.accenture.com/_acnmedia/Accenture/Conversion-Assets/DotCom/Documents/Global/PDF/Digital_2/Accenture-Digital-Transformation-In-The-Age-Of-The-Customer.pdf
https://www.accenture.com/_acnmedia/Accenture/Conversion-Assets/DotCom/Documents/Global/PDF/Digital_2/Accenture-Digital-Transformation-In-The-Age-Of-The-Customer.pdf
https://www.accenture.com/_acnmedia/Accenture/Conversion-Assets/DotCom/Documents/Global/PDF/Digital_2/Accenture-Digital-Transformation-In-The-Age-Of-The-Customer.pdf
https://doi.org/10.1057/s41288-017-0073-0
http://www.ey.com/Publication/vwLUAssets/ey-digital-transformation-in-insurance/$FILE/ey-digital-transformation-in-insurance.pdf
http://www.ey.com/Publication/vwLUAssets/ey-digital-transformation-in-insurance/$FILE/ey-digital-transformation-in-insurance.pdf
https://doi.org/10.1016/j.emj.2007.08.005
https://doi.org/10.1108/02756661011036673
https://doi.org/10.1007/s40309-017-0123-7
https://doi.org/10.1509/jm.15.0420


440 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

M. Persson, C. Grundstrom & K. Väyrynen: A case for participatory practices in the digital 

transformation of insurance 

 
Raghupathi, W., & Raghupathi, V. (2014). Big data analytics in healthcare: promise and potential. 

Health Information Science and Systems, 2(1), 3. https://doi.org/10.1186/2047-2501-2-3 

Sanders, E. B. E. (2002). From user-centered to participatory design approaches. Design and the 

Social Sciences Making Connections, 1–8. https://doi.org/10.1201/9780203301302.ch1 

Sanders, E. B.-N., & Stappers, P. J. (2008). Co-creation and the new landscapes of design. 

CoDesign, 4(1), 5–18. https://doi.org/10.1080/15710880701875068 

Spinuzzi, C. (2005). The Methodology of Participatory Design. Technical Communication, 52(2), 

163–174. https://doi.org/10.1016/j.infsof.2008.09.005 

Steen, M., Manschot, M., & De Koning, N. (2011). Benefits of co-design in service design 

projects. International Journal of Design, 5(2). 

Sward, D., & Macarthur, G. (2007). Making user experience a business strategy. In E. Law et al. 

(eds.), Proceedings of the Workshop on Towards a UX Manifesto (Vol. 3, pp. 35-40). 

Verhoef, P. C., Lemon, K. N., Parasuraman, A., Roggeveen, A., Tsiros, M., & Schlesinger, L. A. 

(2009). Customer Experience Creation: Determinants, Dynamics and Management Strategies. 

Journal of Retailing, 85(1), 31–41. https://doi.org/10.1016/j.jretai.2008.11.001 

Yin, R.K. (2013). Case Study Research. (5th edition) Thousand Oaks, SAGE Publications Ltd.  

 

 

https://doi.org/10.1186/2047-2501-2-3
https://doi.org/10.1201/9780203301302.ch1
https://doi.org/10.1080/15710880701875068
https://doi.org/10.1016/j.infsof.2008.09.005
https://doi.org/10.1016/j.jretai.2008.11.001


31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

A. Pucihar, M. Kljajić Borštnar. P. Ravesteijn, J. Seitz & R. Bons  

 

 

How a flexible collaboration infrastructure impacts 

healthcare information exchange 
 

ROGIER VAN DE WETERING & JOHAN VERSENDAAL 
35 

Abstract Exchanging health information and data is considered to be 

critical for modern hospital operations. Research shows that exchanging, 

e.g., laboratory results, clinical summaries, and medication lists, across the 

boundaries of hospitals, will improve the efficiency, quality, cost-

effectiveness, and even safety of healthcare practices. However, views and 

strategies differ on how hospitals can facilitate or enable this exchange 

process, given the high dynamics of technology and IT developments. We 

explore a hypothesized relationship between a flexible collaboration 

infrastructure and health information and data exchange. This study builds 

on the resource-based view of the firm and subsequently tests two 

hypotheses using PLS-SEM analysis on a sample of 983 European 

hospitals. We find that there is a significant positive relationship between 

flexible collaboration infrastructures and health information and data 

exchange. Hospitals’ security measures to protect the confidentiality, 

integrity, and availability of the data conditions this relationship.  

 

Keywords: • Flexible collaboration infrastructure • IT flexibility • Health 

information and data exchange (HIDE) • PLS-MGA • Data security • 

Electronic Medical record (EMR) • 

                                                           

 
CORRESPONDENCE ADDRESS: Rogier van de Wetering, Ph.D., Associate Professor, Open University, 

Faculty of Management, Science and Technology, Valkenburgerweg 177, Heerlen, the 

Netherlands, e-mail: rogier.vandewetering@ou.nl.  Johan Versendaal, Ph.D., Professor, Open 

University and HU University of Applied Sciences, Utrecht, the Netherlands, e-mail: 

johan.versendaal@ou.nl. 

 

DOI https://doi.org/10.18690/978-961-286-170-4.30  ISBN 978-961-286-170-4 

© 2018 University of Maribor Press 

Available at: http://press.um.si. 



442 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

R. van de Wetering & J. Versendaal: How a flexible collaboration infrastructure impacts healthcare 

information exchange 

 

1 Introduction 

 

Organizations currently explore and exploit new digital strategies and innovative 

technologies to survive in competitive and turbulent markets (Lyytinen, Yoo, & Boland 

Jr, 2016; Mithas, Tafti, & Mitchell, 2013). This trend also holds for the healthcare sector 

and hospitals in particular (Blumenthal, 2010; Hendrikx, Pippel, Van de Wetering, & 

Batenburg, 2013; Kohli & Tan, 2016). To this end, hospitals are in need of having real-

time healthcare information and (patient) data (Hersh et al., 2015; Vest, Campion, 

Kaushal, & Investigators, 2013). Driven, also, by various mandatory requirements, we 

see a trend toward rapid digitization of large amounts of patient data. This digitization is 

often complemented with the capability of compiling and electronically exchanging 

interoperable data with other providers within the ecosystem (Walker, Pan, Johnston, & 

Adler-Milstein, 2005). 

 

Health information and data exchange (HIDE) enables hospitals to share clinical 

information, e.g., laboratory results, physician documentation, and medication lists across 

the organizations’ boundaries (Vest et al., 2013). HIDE can boost efficiency, reduce 

health care costs, and improve outcomes for patients (Hersh et al., 2015). Therefore, many 

hospitals are considering the adoption and use HIDE as a source of value (Patel, 

Abramson, Edwards, Malhotra, & Kaushal, 2011; Walker et al., 2005). The recent 

attention to patient privacy (strengthened by the European General Data Regulation and 

Protection, GDPR, regulations) and systems security complement this these observations. 

Up until now, in practice, views differ on how hospitals can facilitate and enable HIDE 

in a safe and privacy-minded context, using specific IT configurations. Let alone, how 

the hospital, within the broader hospital ecosystem can leverage and deploy this strategic 

competence to enhance quality and services benefits. Typical collaboration systems and 

infrastructures do not adequately support organizations and business networks to 

exchange, use and leverage resources (Begole, Rosson, & Shaffer, 1999; Byrd & Turner, 

2000). Flexible infrastructure configurations are considered a critical component to adapt 

and reconfigure IT architectures strategically and operationally, also in healthcare (Bhatt 

& Grover, 2005; Kung, Wang, & Kung, 2016). HIDE, however, is still in the early 

adoption phase (Patel et al., 2011). Gartner classified HIDE as a real-time health system 

technology that is currently beyond the peak of inflated expectations and is now sliding 

through (Runyon & Pessin, 2017). Therefore, Gartner analysts observed inconsistent 

results from this technology and implementations often fail to deliver (Runyon & Pessin, 

2017). Thus, the full potential of HIDE in practice currently remains mostly unrealized 

even as mature IS/IT can provide patients with instantaneous information from anywhere 

and anyone (Carvalho, Rocha, van de Wetering, & Abreu, 2017; Patel et al., 2011). 

 

This study builds on both the shortcomings and foundations of previous HIDE 

investigations. We mainly focus on the question whether, and if so, to what extent a 

hospital’s flexible collaboration infrastructure (as of now: FCI) influences HIDE. We 

derive the notion of FCI in this study from various relevant IT capabilities, i.e., IT 

flexibility and collaborative studies and perspectives (Broadbent, Weill, & Neo, 1999; 

Camarinha-Matos, Afsarmanesh, Galeano, & Molina, 2009; Duncan, 1995; Österle, 
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Fleisch, & Alt, 2012; Weill & Vitale, 2002). Therefore, we consider hospitals’ FCI as an 

integrated set of reliable IT assets and networking functionalities that support existing 

applications and anticipate and enable new possibilities with a nexus of relationships that 

can be forged within the hospital ecosystem. In practice, naturally, the exchange of health 

data should be accompanied by fitting security measures and procedures that contribute 

to confidentiality, integrity, availability, and timeliness of health information and 

patient’s data (Benharref & Serhani, 2014; Fedorowicz & Ray, 2004; Sahama, Simpson, 

& Lane, 2013). 

 

We draw upon the resource-based view of the firms (RBV) (Barney, 1991) as our theory 

base. This theory provides a solid foundation to think about how IT contributes to 

organizational benefits and value creation (Wade & Hulland, 2004). Given the above, we 

drive this research by the following questions: ‘What is the impact of a hospital’s FCI on 

HIDE?’ and ‘What is the conditioning effect of deployed hospital’s security measures on 

this particular relationship?’ 

 

We have structured this paper as follows. First, we review theoretical aspects relevant to 

this study, propose our research model and develop hypotheses. The methods and results 

section then follows these sections. We end with main findings, discussions, inherent 

limitations of this study and we outline future research opportunities. 

 

2 Research model and hypotheses 

 

2.1 The resource-based view of the firm 

 

The RBV is an acknowledged theory within the management domain as well as within 

the IS community. The RBV explains how organizations achieve a competitive advantage 

as a result of the resources they own or have under their control (Barney, 1991). Scholars 

apply this resource-based theory as a foundation in the IS context through the notion of 

single IT resources, sets of IT resources and IT capabilities (Bhatt & Grover, 2005; Wade 

& Hulland, 2004). The central premise of the RBV within the context of IT is that only 

investing in IT is insufficient to enhance competitive performance (Caldeira & Ward, 

2003; Wade & Hulland, 2004). We follow this so-called ‘resource-based’ line of 

reasoning and argue that an IT infrastructure—that is both flexible and supports 

collaboration functionality—is deemed appropriate to target IT resources to efficiently 

exchange health information and data within and between hospitals. 

 

2.2 Flexible collaboration infrastructure 

 

Past literature proposed that IT infrastructure flexibility is a new competitive weapon that 

determines the value of that infrastructure to organizations (Byrd & Turner, 2000). IT 

flexibility supports organizations to get sustained organizational advantage and even 

accommodates frequent business change, albeit to some extent (Mikalef, Pateli, & van de 

Wetering, 2016; Tafti, Mithas, & Krishnan, 2013; R. Van de Wetering, Mikalef, & Pateli, 

2017). Although flexible IT infrastructures can efficaciously alter the way hospitals 
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exchange information, it is conceivable—following the RBV theoretic lens—that this 

aspect without the presence of complementary networking and collaboration assets, 

resources and capabilities is not sufficient to enable the process of HIDE. Collaborating 

organizations have become the ‘new normal’ in current dynamic markets to innovate, 

change and collaborate (Grefen, 2013). Within the literature on collaborative networks, 

information sharing is hardly addressed and mostly taken for granted, while these types 

of collaborations typically require fine-grained harmonization between resources (Grefen 

et al., 2009). IT-enabled collaborative capabilities form a foundation for an organization’s 

ability to improve boundary spanning capabilities (Dewett & Jones, 2001; Gnyawali & 

Park, 2011) and thus also the exchange of data resources. Synthesizing from the above, 

we see the value and contribution of FCI in facilitating cross-enterprise HIDE. Following 

(Broadbent et al., 1999; Byrd & Turner, 2000; Camarinha-Matos et al., 2009; Duncan, 

1995; Österle et al., 2012; Termeer & Bruinsma, 2016; Rogier van de Wetering, Mikalef, 

& Helms, 2017; Weill & Vitale, 2002) we represent FCI through two core dimensions, 

i.e., 1) IT flexibility and 2) collaborative networking assets. We expect that the process 

of exchanging health information mainly depends on a) the ability to flexibly anticipate 

on changes in circumstances and context, and b) the ability of interaction and 

collaboration with other providers, like other hospitals, external general practitioners, 

external specialists, and health care providers, even in other countries. Hospitals are 

becoming more aware that HIDE and other types of IT-enabled innovations promote 

patient, clinical as well as add social and organizational value by extending organizational 

boundaries and collaborating with multiple entities. Hence, we define: 

 

Hypothesis 1: FCIs within hospitals positively influences HIDE. 

 

2.3 Security and privacy 

 

Conditions under which IT infrastructure capabilities and FCIs in particular add value 

have been a subject of much debate. Despite the enormous potential gains, there could be 

obstacles that impair the diffusion of IT, its adoption, usage and its performance 

contributions. Among those barriers are the perceived threats to the security and privacy 

of patients’ health information and data (Sahama et al., 2013). Therefore, many countries 

around the world now working on legislative regulation of HIDE (in Europe: GDPR). In 

the meantime, adequate security measures and procedures within hospitals could 

contribute to confidentiality, integrity, availability, and timeliness of health information 

and patient’s data (Benharref & Serhani, 2014; Fedorowicz & Ray, 2004; Sahama et al., 

2013). However, much ambiguity remains concerning the influence of security measures 

on HIDE. Securing sensitive health data is an enormous challenge. It is in this process 

that we foresee that hospitals that heavily invest in security and privacy measures will be 

better equipped to facilitate HIDE. Hence, we propose: 

 

Hypothesis 2. The degree to which hospitals deploy security measures—to protect 

patient data stored and transmitted by the hospital’s IT system—influences the strength 

of the relationship between the FCI and HIDE. 
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Figure 1 summarizes our research model and the associated hypotheses. 

 

 
 

Figure 1: Research model and hypotheses 

 

 

3 Research methods 

 

3.1 Design and sample 

 

To address our research questions, we need a substantial cross-sectional data sample 

containing considerable variation in technical, organizational and data (and information) 

capability measurements. Therefore, we used a unique, comprehensive cross-sectional 

dataset—from the European Hospital Survey: Benchmarking deployment of e-Health 

services (2012-2013)—to test our hypotheses. This dataset contains about 1,800 hospitals 

across 30 countries within Europe. In this survey, data were obtained from representative 

sample of European acute hospitals to benchmark their level of eHealth and medical IT 

deployment and take-up of ICT and eHealth applications. Therefore, the survey 

categories and questions and cover a wide range of aspects from IT infrastructure, IT 

applications, exchange of health data and information, and security and privacy issues. 

Initial pilots contributed to the quality of the survey. The final questionnaire was in most 

cases completed by chief information officers (CIOs), IT managers (directors) and Chief 

operating officer (COO) / Operations Manager.  

 

We performed Harman’s single factor test using SPSS v24 on the included constructs in 

our study to control for common method bias (CMB). We found that one factor could not 

attribute the majority of variance (Podsakoff, MacKenzie, Lee, & Podsakoff, 2003). 

Therefore, our data and results are not affected by CMB. 

 

Within our current scope, we only focused on the hospitals within our sample that use 

Electronic Medical Records (EMRs) for HIDE either through i) a hospital-wide EMR 

(shared by all clinical service departments), or ii) multiple local/departmental EMR 

systems which share information with a central EMR. EMRs integrate a wide variety of 

modules and IT components within the hospital enterprise to integrally and centrally 
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collect, store and distribute patient health information (DesRoches et al., 2013). Thus, 

based on the concepts within our research model and to govern the data quality (due to 

missing values), we conservatively removed 768 cases. We included 983 hospitals in the 

final analyses. 

 

3.2 Measurement 

 

Each of the included operationalized latent constructs in our study are inspired based on 

past empirical and validated work, as initially presented in section 2.1. IT flexibility, can 

be broadly considered as the degree of decomposition of an organization’s IT portfolio 

into loosely coupled subsystems that communicate through standardized interfaces (Byrd 

& Turner, 2000; Mikalef et al., 2016). Accordingly, we operationalized this quality 

through I) the degree of standardization—referring to established standards/policies on 

how applications connect and interoperate with each other (Weill & Ross, 2005)—and II) 

the degree to which applications are integrated. Standardization and thus also the 

standards the hospitals’ systems support or comply with (e.g., HL7, IHE integration 

profiles, DICOM) and system integration are vital for HIDE to achieve its goal. 

 

We adopt two critical indicators for hospital’s collaborative networking assets, i.e., i) 

hospitals’ reach of a computer system (from personal computers that are not part of a 

hospital-wide system toward systems are part of regional or national networks as reach 

refers to locations) (Broadbent et al., 1999; Dewett & Jones, 2001; Termeer & Bruinsma, 

2016) and ii) the degree to which also patients—as an important stakeholder in this 

context—have online access to their records (Kruse, Bolton, & Freriks, 2015). Finally, 

we operationalized HIDE as a latent construct containing the following measures 12 

measurements36. All items were measured on or rescaled to a Likert scale from 1 to 5 (not 

in place – fully implemented), apart from our moderating variable security measures. We 

operationalized37 security measures using a binary scale based on theoretically appealing 

cutpoints (Baron & Kenny, 1986; Sauer & Dick, 1993). Therefore, group 1 (N = 482) 

represents low-security measures (cumulative scores 1 and 2) and group 2 (N = 501) 

represents high-security measures (cumulative scores 3 to 6). Together, they form 

representative groups of equal size.  

 

This study incorporates the control variable ‘hospital type.’ 
 

                                                           

 
36 1) patient interaction, 2) make appointments at other care providers, 3) send/receive referral and discharge 

letters, 4) transfer prescriptions to pharmacists, 5) exchange medical patient data, 6) receive laboratory reports 

and 7) share them with other healthcare professionals, 8) exchange patient medication lists with healthcare 

professionals / providers, 9) exchange radiology reports, 10) exchange medical patient data, 11) certify sick 

leaves and 12) certify disabilities. 
37 This question contained multiple possible answers: (i) encryption of stored data, (ii) Encryption of transmitted 

data, (iii) workstations with access through health professional cards, (iv) workstations with access through 

fingerprint information, (v) workstations with access through a password, (vi) data entry certified with digital 

signature 
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4 Model assessment 

 

We use PLS (Partial least squares)-SEM to assess our research model (Hair Jr, Hult, 

Ringle, & Sarstedt, 2016). PLS-SEM is a mature variance-based approach that has 

undergone severe methodological and theoretical examinations and has been the target of 

constructive scientific debates (Jörg Henseler, Hubona, & Ray, 2016). Hence, we estimate 

our model’s parameters using SmartPLS version 3.2.7. (Ringle, Wende, & Becker, 2015). 

We propose a reflective measurement model (Mode A) for both the first and second-order 

constructs through which the manifest variables are affected by the latent variables. For 

this study, we used 500 replications within the bootstrapping procedure to obtain stable 

results and to interpret the structural model. As for sample size requirements, the included 

data exceeds all minimum requirements. 

 

4.1 Outer model assessment 

 

We assessed the reliability of the outer model for the construct and item level. Reliability 

at the construct level was performed by examining the composite reliability (CR) scores 

and established that their values were above the threshold of 0.70 (Nunnally & Bernstein). 

Furthermore, we assessed the obtained construct-to-item loadings. Hence, following 

(Fornell & Bookstein, 1982) we removed all manifest indicators with a loading less than 

0.638 from our model. In total, we removed six indicators (i.e., no. 1, 2, 4, 10, 11, and 12) 

from the HIDE construct. Next, to reliability assessments, researchers should evaluate 

their measurement models by their convergent and discriminant validity (Campbell & 

Fiske, 1959; Fornell & Larcker, 1981; Hair Jr et al., 2016). We analyzed the average 

variance extracted (AVE), i.e., the average variance of measures accounted by the latent 

construct to assess convergent validity. The lowest AVE value is 0.550, and that still 

exceeds the lower limit of 0.50 (Fornell & Larcker, 1981).  

 

Discriminant validity concerns the extent to which constructs are genuinely distinct from 

other constructs by empirical standards (Hair Jr et al., 2016). We assessed discriminant 

validity through different, but related tests. First, we checked for cross-loadings on other 

constructs (Farrell, 2010). Second, we investigated if the square root of the AVEs of all 

constructs is larger than the cross-correlation (Chin, 1998). All correlations among all 

constructs were below the threshold (0.70) (Fornell & Larcker, 1981). Third, and finally, 

we employed the heterotrait-monotrait (HTMT) ratio of correlations approach by 

Henseler, Ringle, & Sarstedt (Jörg Henseler, Ringle, & Sarstedt, 2015) that showed 

acceptable outcomes.  

Based on these outcomes, we established adequate convergent and discriminant validity. 

Table 1 shows the primary outcomes of the reliability, convergent and discriminant 

validity assessments of our model. 

  

                                                           

 
38 An even more liberal threshold is a loading value of 0.4 for exploratory studies, see (Hulland, 1999). 
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Table 1: Assessment of reliability, convergent and discriminant validity of reflective 

constructs 

 
  1 2 3 

1. Collaborative networking assets 0.751   

2. IT flexibility 0.277 0.781  

3. Health information exchange 0.272 0.396 0.742     

AVE 0.564 0.610 0.550 

Composite reliability 0.721 0.757 0.879 

 

4.2 Hypotheses testing and uncovering heterogeneity issues 

 

We estimated and validated the inner model, i.e., structural model and the relationship 

among its constructs to analyze the hypotheses. Outcomes reveal that FCI is significantly 

related to HIDE (β = .433; t =16.795; p < .0001). Moreover, the coefficient of 

determination (R2) explains 18.3% of the variance for HIDE (R2 = .181) with the control 

variable ‘hospital type’ showing a non-significant effect on HIDE (β = -.040, t = 1.342, p 

= .180). These outcomes confirm our first hypothesis that hospitals’ FCI positively 

influences HIDE. 

 

To test, if security measures have conditioning (i.e., moderating) impact on the relation 

between FCI and HIE; we performed a non-parametric multi-group analysis (PLS-MGA) 

(J Henseler, Ringle, & Sinkovics, 2009). Henceforth, we divided our sample into two 

separate groups (Hair Jr et al., 2016): group 1 (N = 482) with a low level of security 

measures and group 2 (N = 501) with a high degree of deployed security measures within 

the hospital. This subgroup approach is a widely used in regression-based approaches to 

test effects of categorical moderating variables (Baron & Kenny, 1986). We estimated the 

model for these two groups separately following Henseler et al. (2009). Group differences 

are significant (at the 5% probability of error level) within this procedure if the obtained 

p-value is ≤ 0.05 or ≥ 0.95 for the focal path, regression coefficients. Hence, analyses 

show a statistically significant difference (p = .971) between group one and two. For 

group one (low-level of security) we see a significantly lower impact on HIDE by FCI (β 

= .346, t = 8.460, p < .001). The model run for this particular group explains 11.7% of the 

variance for HIE. Group two (high-level of security), on the other hand, shows a 

significantly stronger effect, i.e., (β = .451, t = 13.067, p < .001). More so, the model’s 

inner model for group two has an R2 = .195. These obtained outcomes confirm our second 

hypothesis. 

 

Next, we controlled for possible unobserved heterogeneity within these two subgroups 

by employing the finite mixture (FIMIX) PLS procedures (Sarstedt & Ringle, 2010). 

Therefore, we segmented the subgroups into two to five segments (s2 – s5) and ran 

separate analyses. Segmentation results do confirm that there indeed are factors that are 

currently not included in our analysis which might explain differences in coefficients of 

determination (up to R2 = .335 for the high-security group; a maximum R2 = .135 for the 

low-security group) across various hospital groups. Such a comprehensive FIMIX 
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analysis is beyond our current scope. Finally, to evaluate the overall predictive relevance 

of our model, we performed Stone–Geisser’s test using the blindfolding procedure in 

SmartPLS version 3.2.7. (Ringle et al., 2015). All case Q2 values for the single 

endogenous construct (for both communality and redundancy measures) were above the 

threshold value of zero, thereby indicating predictive relevance. 

 

5 Discussion, conclusions, and limitations 

 

From literature, we know that HIDE is a promising technology-driven approach to 

improve resource utilization, and quality of healthcare delivery (Vest et al., 2013). 

Outcomes of our analyses empirically support our claim and hypothesis that hospitals can 

enable HIDE through the use of FCIs. Furthermore, as substantiated by PLS-MGA 

analyses, hospitals’ FCIs can be exploited even more to facilitate the process of 

information sharing through the deployment of a range of security measures. With these 

outcomes, we make two substantial contributions to the literature. First, we contribute to 

the current knowledge base on HIDE by demonstrating the enabling effect of an FCI. Our 

results confirm past and recent claims made about the enabling role of flexible 

infrastructure configurations (Bhatt & Grover, 2005; Byrd & Turner, 2000; Kung et al., 

2016). However, our study now shows that crucial role in the context of HIDE. Second, 

we extend recent conceptual literature (Benharref & Serhani, 2014; Sahama et al., 2013) 

by showing—using empirical data of 983 European hospitals—the conditioning role of 

deployed security measures in the process of exchanging health data.  

 

These current insights should be interpreted with caution as Governmental agencies in 

various countries may regulate HIDE and thus also hospitals’ range of possibilities and 

opportunities to develop and deploy HIDE. Notwithstanding, from a practical relevance 

perspective, we believe that these results can help decision-makers in the process of 

efficiently allocating resources, and make purposeful IT investments to facilitate HIDE 

within the hospital enterprise. 

 

Some limitations constrain this study that future research should seek to address. Our 

FIMIX results indicate that various homogeneous sub-groups can explain higher levels 

of R2 for HIDE. Future research could focus on a configurational approach (Meyer, Tsui, 

& Hinings, 1993) through which researchers can compare groups and (sub)segments in 

detail. A good starting point would be looking at, e.g., the degree of IT investments, 

organization size, and other potentially related digital capabilities (such as the capability 

to process information or telehealth). Hence, research could then refine our work so that 

we can advance our understanding of HIDE even further.  
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Abstract As digital computers permeate an increasing number of activities, 

the term digital is associated with more processes, entities, and objects (e.g., 

digital economy, digital natives). This trend reflects in Information Systems 

research, with “digital” appearing before existing research concepts (e.g., 

digital infrastructure), often substituting for “IT”. In this study, we 

contribute to the delineation between digital “x” and IT “x” research by 

investigating the degree of usage of the terms and uncovering the most 

widespread digital “x” constructs. Using text analysis techniques, we can 

analyze a broad set of journals and a long time period. Early results, based 

on 17 years of MIS Quarterly publications, confirm the increasing use of 

the term digital. Conversely, digitize and digitalize, the two main forms of 

the term digital, are rarely used and do not show any significant increase in 

usage over time. While preliminary and not concluding, our results confirm 

the increasing popularity of the term digital. However, a limited number of 

digital “x” terms appear to connote novel constructs and the bulk of the 

research does not address the socio-technical process of digitalization that 

is central to the IS discipline. We discuss the implications of our early 

results and provide a research agenda.  
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1 Introduction 

 

As the computer mediation of activities continues unabated, the term "digital" is 

associated with an increasing number of processes, entities and objects. Digital economy, 

digital natives, and digital media are small sample of the terms that are now common use 

in academic research, the media, and everyday conversations. In Information Systems 

research the digital "x" concept is now pervasive. The main examples are digital 

innovation (Yoo et al., 2010), digital business strategy (Bharadwaj et al., 2013), and 

digital options (Sambamurthy et al., 2003) – concepts that have gained widespread use. 

A panel at the International Conference of Information Systems (ICIS) 2017 noted that 

digital "x" concepts often mirror well-established IT "x" ones, such as IT innovation or 

IT strategy, raising the question of whether we are putting "old wines in new bottles" or 

producing novel contributions (Baiyere et al., 2017).  

 

The question is critical for the field, because academic research is founded on agreed 

upon constructs that lay the conceptual foundation of a field of inquiry (Kuhn, 1970). 

Knowledge needs this foundation to advance, and new concepts are needed when new 

phenomenal emerge. Conversely, just relabeling constructs to follow fads leads to a 

proliferation in terminology that threatens knowledge accumulation and transfer between 

and within disciplines. 

 

In this work we contribute to the discussion of whether digital “x” is a fruitful re-framing 

of established IT “x” concepts. Specifically, we first provide a set of definitions of key 

constructs for digital "x" terminology. Second, we propose a methodology that leverages 

text analysis techniques to assess the degree of usage of new terms and the identification 

of the digital "x" concepts. 

 

2 Core Definitions 

 

In this section, we ground the definition of the term “digital” and we introduce its most 

common forms. 

 

2.1 Digital 

 

The term digital, as opposed to analog, indicates the discrete representation of signals or 

data using a sequence of finite number of values. We become familiar with digital 

computation as kids, when we learn to count using our fingers. It was computing pioneer 

George Stibitz, doing research on computational machines during World War II, who 

popularized the term “digital” to describe systems or devices based on discrete 

representation of signals and/or data (Williams, 1984). 

 

Although digital can be used to describe any system or device that uses a discrete 

representation, it was conceived and became widely adopted in relation to general purpose 

computing devices following the Von Neumann architecture (Von Neumann, 1945). 

While computers are human-made "devices that can be instructed to carry out arbitrary 
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sequences of arithmetic or logical operations automatically" (“Computer,” 2018), it was 

the invention of the transistor and integrated circuits that ushered in the digital electronic 

computer. Subject to “Moore’s Law” (Moore, 1965), these devices experienced 

exponential growth in computation power, thus becoming pervasive. As digital electronic 

computers permeated all aspects of the economy over the last five decades, we observe 

two phenomena. First, the term digital becomes associated with objects (e.g., digital 

media) and phenomena (e.g., digital marketing) in which digital computers play an 

increasingly central role. Second, the term digital is associated with the outcomes derived 

from the use of electronic computers. Digital transformation, digital revolution, or digital 

innovation is common terminology to refer to the consequences of embedding digital 

computers in activities and processes. 

 

2.2 Digitize and digitalize 

 

When investigating the adoption of the term digital we need to consider its two main 

forms, digitize and digitalize. In mainstream parlance the two terms are used 

interchangeably (“Digitization,” 2018). Conversely, they should have different 

connotations. Digitizing is the technical "process of converting analog signals into a 

digital form, and ultimately into binary digits."  (Tilson et al., 2010, p. 749) The 

conversion of a paper book into an e-book is an example of digitization. Digitalization is 

a "sociotechnical process of applying digitizing techniques to broader social and 

institutional contexts that render digital technologies infrastructural." (Tilson et al., 2010, 

p. 749) For example, the Amazon Kindle radically changed the acquisition process of 

books for millions of people through the employment of digitizing techniques, which 

ultimately rendered the platform infrastructural. The Kindle platform does not only 

digitize the book content but also serves as an infrastructure for the creation of new 

services such as the possibility to loan books from public libraries directly to Kindle 

devices.  

 

Although it is possible that researchers use the terms interchangeably as advocated by 

their general meanings, it is crucial to study their usage separately for two reasons. First, 

it helps determine if the literature prefers one or the other - assuming they are used 

interchangeably. Second, establishing different connotations of the terms presupposes 

that they are not already widely adopted. It would be daunting to reverse this trend if they 

are used interchangeably. 

 

3 Methodology 

 

We adopt text analysis techniques to determine the extent of use of the terms digital, 

digitize and digitalize, and the identification of the digital "x" concepts as used in IS 

literature. Although the use of text analysis techniques does not yet enable the 

categorization of advanced conceptualizations (Orlikowski and Iacono, 2001), they have 

proved valuable to synthesize large amounts of text and to uncover trends in research 

areas and topics (Blei and Lafferty, 2006; Sidorova et al., 2008). 
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We analyze the full text of articles published in the IS basket of eight journals40 from 

2000 to 2018 using R (R Core Team, 2017). The timeframe considered is constrained by 

the availability of native Pdfs enabling the extraction of text without optical character 

recognition (OCR). While pragmatic, this choice is also appropriate because it covers a 

long enough range of years to capture the emergence of the terms and concepts we are 

interested in. 

 

In the remainder of this document we report results for 17 years of MIS Quarterly papers 

(from 2000 to 2017) for a total of 861 papers. We included in our analysis all types of 

manuscript categories, including editors' comments, and special issues41. 

 

First, we downloaded the Pdf files for each paper from the AIS electronic library adopting 

a file naming convention that allows identifying the year and journal of publication. Pdf 

files are then parsed and read into R data structures using the "pdftools" library (Ooms, 

2017). We preprocess the articles by removing any text from the references section on, 

thus excluding exhibits and appendices. We then tokenize the text and remove stopwords 

using the library "tidytext." (Silge and Robinson, 2016). The tokenization process 

separates hyphenated words in its single word components, therefore creating multiple 

tokens. The tokenization and stopword removal process reduced the number of tokens 

from 866,846 to 486,806 with 31,097 unique tokens. Terms are stemmed, using the 

SnowballC library (Bouchet-Valat, 2014), when analyzing the digital “x” bigrams. 

Stemming enable the consolidation of plurals and singular forms, as well as any forms 

that belong to the same root. The stemming process was not applied to the terms digital, 

digitization, and digitalization because they would stem to the same root. Finally, the data 

is converted into a tidy format (Wickham and others, 2014) that becomes available for 

analysis42. 

 

4 Early results 

 

4.1 How prevalent is digital, digitize, and digitalize 

 

As expected, the usage of the term digital significantly increases over time. We measure 

usage as the percentage of the total keyword frequency over the total word count of the 

articles in a given year.  Therefore, usage conveys a measure of relative importance of 

the analyzed word over the total length of the articles. Furthermore, the measure accounts 

for differences in paper lengths and the number of papers published in each year. From 

2000 to 2012 the usage remains relatively low, however 2013 represents an inflection 

point and we observe a significant increase afterward (Figure 12). The spike in 2013 is 

                                                           

 
40 Basket of eight IS journals (https://aisnet.org/general/custom.asp?page=SeniorScholarBasket). 
41 Results from multiple journals will be available for presentation at the conference. 
42 At this stage of our research, we parse the Pdfs entirely. Therefore, keywords, titles, and abstracts are 

combined with the rest of the document body. As Pdfs do not contain document structure information, 

identifying different sections of the document require ad-hoc solutions that might not be consistent across all 

articles over the considered years. 
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determined by the MIS Quarterly special issue on Digital Business Strategy, however, the 

prevalence of the term remains higher in the following years than those before 2012. The 

term "digitize" registers a slight increase over the years; however, its use remains quite 

limited. Digitalize, on the other hand, is rarely used and we see no sign of significant 

increase in usage. When compared to the term IT, we observe how IT and digital have 

opposite trends, with the usage of IT decreasing over time, whereas digital is on the rise. 

This result, if confirmed across the basket of eight journals, could signal a substitution 

effect from “IT” to “digital.” 

 

4.2 Digital “x” concepts 

 

Our analysis confirms that the number of unique digital "x" concepts that appears every 

year in MIS Quarterly is on the rise (Figure 13). From 2000 to 2007 the number of digital 

"x" concepts used in the papers was 7.75 on average. Afterwards, the number of concepts 

increased significantly, reaching its peak in 2013 with more than 120 digital "x" concepts 

in use, for a total of 1,253 occurrences over 23 different papers. From 2013 to 2017, the 

number of concepts used is on average 100. 

 

The frequency of the digital "x" terms follows a strong positive skew distribution. 64% 

of the digital "x" concepts appear only in one paper during the analyzed period, such as 

digital opportunity or digital leash. Nearly 29.8% of the concepts were present in more 

than two and less than ten papers. Concepts present in more than ten papers where only 

6.2% of the total. 

 

 
Figure 12: Yearly average usage of the keywords 

 

This corroborates the hypothesis that researchers favor the use of digital "x" terms when 

they want to refer to the consequences of using digital computers (e.g., digital crime) or 

to those domains or contexts in which digital computers are employed (e.g., digital 

dashboard). As a consequence, only a small percentage of the digital "x" terms introduced 

are intended as new IS constructs. We define a construct as a “concept with added 

meaning, deliberately and consciously invented or adopted for a special scientific 
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purpose” (Kerlinger, 1973). In the remaining cases “digital” is used as an adjective to 

characterize the digital nature of objects or process (e.g., digital game). 

 

We identify 15 digital "x" concepts present in at least ten papers which we interpret as IS 

constructs (Table 1). Therefore, in Table 1 we do not include terms, such as digital 

economy or digital age, as they are not IS constructs. Analyzing the terms associated to 

digital we can identify some common areas. Digital innovation, business strategy, 

options, capabilities, processes, and assets are concepts more likely to relate to the 

implications of the employment of digital computers to organizations. In contrast, we can 

reasonably associate digital infrastructure, platform, network, and market to the research 

of inter-organizational relationship and markets. We can speculate that digital services 

and artifacts are related to the investigation of novel forms of services or artifacts. 

 

5 Discussion 

 

This research is inspired by the timely and important call to delineate the differences 

between the streams of research of IT "x" and digital "x" (Baiyere et al., 2017). We are 

not yet in position to provide definite answers, however, some interesting insights emerge 

from our early analysis. First, our early results confirm the increasing popularity of the 

term digital. However, we observe a minimal increase of the term digitization and 

negligible use of digitalization. The scarce popularity of terms digitization and 

digitalization might indicate that work in the MIS Quarterly discipline has not yet focused 

on process as a focal issue in the analysis. Rather the work in this space started with a 

focus on the consequences of digitization (e.g., digital options).  

  
Figure 13: Yearly number of distinct digital “x” concepts 
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Table 1: Number of papers where the digital “x” concept is present 
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Secondly, although we agree that the study of digitization as a technical process is not 

relevant to the IS discipline, it is more concerning that there is limited interest in the socio-

technical process of digitalization. This result is consistent with previous research that 

shows how IS research tends to study the IT-artifact as an exogenous black box 

(Akhlaghpour et al., 2013; Orlikowski and Iacono, 2001). However, the results may also 

reflect the delay typically associated with publication in top journals and broadening our 

analysis to conferences may help balance the results.   

 

Third, we provide some initial evidence showing that many digital “x” terms (almost two 

thirds) are sparsely used (e.g., digital agreement). These terms are contextual to the 

analysis. Only a limited number of digital “x” terms appear to connote novel constructs. 

We identify the 15 most recurrent digital “x” constructs published in the MIS Quarterly 

since the year 2000. Our results indicate that, while the number of digital “x” concepts 

used in IS research is significant and growing, the percentage of those concepts that are 

prominent in the literature is limited. 

 

Fourth, there are several digital “x” concepts that may not have an IT "x” counterpart 

(e.g., digital divide, digital trace, digital immigrant). Therefore, we might speculate that 

these concepts represent new phenomena that the literature did not address before – new 

wine if you will.  

 

Finally, we showcase a systematic and scalable text analysis approach for literature 

analysis. 

 

5 Future research 

 

In future research, we will broaden the number of analyzed journals and the timespan 

considered. A more comprehensive analysis will determine whether the trend we observe 

in our preliminary results is consistent across journals. Moreover, a cross-journal analysis, 

and the inclusion of conferences, will uncover time-lag effects and differences across 

journals. Adopting a longitudinal perspective in the analysis of core digital "x" constructs 

will establish whether once introduced they become increasingly used or they tend to 
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vanish. More importantly, our research agenda aspires to conduct a literature review of 

the most prevalent digital “x” concepts and to compare them to established IT “x” 

construct, to address the question of whether digital “x” is mere substitution for IT “x” or 

truly “new wine.”  
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Abstract The attention towards digital coaching solutions has increased 

among users of sport and wellness technologies, the related industry, the 

healthcare and wellness sector, and among scholars. However, as the 

commercial digital coaching solutions are rather novel, the number of 

studies about their influence or the usage experiences is still rather limited. 

Another topic that is lacking research is the relationship of teenagers and 

sport and wellness technology. Since using the internet and technological 

devices on a daily basis has become the norm for teenagers, it is worth 

paying attention to how technology could be developed in order to better 

motivate them towards a healthier lifestyle. The purpose of this study was 

to find out the perceptions of teenagers regarding sport and wellness 

technology and especially of digital coaching. According to the findings, 

teenagers perceive digital coaching positively. They prefer instructional 

guidance and advice especially related to physical activity and nutrition.  
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1 Introduction 

 

The physical activity levels of teenagers and children over 10 years of age is decreasing 

and sedentary behaviour is becoming more common (Brodersen et al., 2007; World 

Health Organization (WHO), 2018). According to WHO already over 80% of the world’s 

adolescence population is not physically active enough. Therefore, engagement with 

physical activity and health related issues is important especially for this age range. 

During adolescence, health related habits such as physical activity, nutrition and sleep 

related behavioural patterns are being established. These learned patterns are usually 

maintained throughout a person’s entire life (Kumar, Robinson and Till, 2015). 

Promoting healthy behaviours during the teenage years has therefore a great impact on 

the overall quality of people’s lives right through to adulthood. Promoting physical 

activity and enabling exercise participation can foster personal improvement and 

competence. This will help teenagers to achieve personal control over their intentions 

regarding physical activity, which is important to encourage long-term healthy 

behaviours (Hagger, Chatzisarantis & Biddle, 2001). 

 

Since many teenagers are constantly online and use various technological devices and 

applications daily, it is reasonable that technology could also be used in promoting health 

and physical activity. Unfortunately, there is a gap in the research about how teenagers 

use internet, mobile applications and wearable technology for health related purposes 

(Wartella et al., 2016). Technology can be a useful tool when promoting a healthier and 

more physically active lifestyle to teenagers. However, many sport and wellness 

technology products such as wearable fitness devices are mainly designed for adults. They 

tend to engage people who are already relatively active and interested in improving their 

lifestyle or their sport performance (Carrino et al., 2014). In order to use sport and 

wellness technology in health behaviour change campaigns directed to teenagers, it is 

important to understand what is relevant for this target group.  

 

According to Wartella et al. (2016) one of the most often downloaded health applications 

among teenagers are fitness applications. Teenagers who were more active and had lower 

body mass index (BMI) tended to use these applications more often than less active 

teenagers. However, the study also highlighted that despite teenagers often downloading 

mobile health applications, they much more seldom actually use them. This indicates that 

these applications are not able to hold the attention after initial use and therefore further 

research is needed related to this target group’s preferences and needs. Understanding the 

preferences of teenagers related to this area is important in creating products and 

applications that could sustain their engagement long term and thus positively affect their 

health.  

 

Sport and wellness technology products designed for teenagers are still missing from the 

market. Some technology wearables have been created especially for the teenage 

population but these devices have been focused on connectivity or game related elements 

(Carrion et al., 2015). Providing a fashionable look for health, sport and wellness 

technology products could attract the teenage population. The importance of fashionable 
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and trendy appearances was highlighted in a study by Toscos et al. (2006) where they 

focused on the use of pedometers integrated with teenage girls’ fashion garments and 

accessories.  

 

According to the study of Carrion et al. (2015), for teenagers the most attractive features 

of wearable sport and wellness technology devices were calorie consumption, step 

counters and sleeping time. These features were related to physical activity and were 

therefore already familiar to the target group, and were also highly associated with 

individual achievement and goal setting. The teenagers also associated the need of 

wearable devices with a serious goal and a strong purpose for achieving it. Therefore, 

they felt these devices were mainly targeted to sports people, older people or people with 

health conditions. The most important issues affecting teenagers’ choice about potential 

use of sport and wellness wearables is the combination of utility and appearance. These 

aspects include, for example, the overall appeal, good design, small size, comfort, 

customizability, entertainment value, a tactile screen and informative elements. The 

design seems to play an important role affecting overall first impressions. However, 

whereas with teenage boys the importance of design seems to be replaced with usability 

and wearability factors, design becomes even more dominant for teenage girls as they 

start using the device more (Carrion et al. 2015). When talking about sport and wellness 

related mobile applications it is important to notice that both girls and boys seem to have 

similar wants and needs regarding mobile technology (Rees & Noyes, 2007). Therefore, 

the preferences and expectations of sport and wellness applications may not vary 

significantly between genders. 

 

Despite the lack of studies regarding teenagers and sport and wellness technology, there 

have been several studies that have focused on sport and wellness technology in general. 

These studies have found, for example, that the feedback these technologies provide can 

improve awareness of personal physical activity and motivate towards increasing it (e.g., 

Chan, Ryan & Tudor-Locke, 2004; Faghri et al., 2008; Kang et al., 2009; Kari et al., 

2016b; Kari et al., 2017a; Wang et al., 2016). While the tracking of wellness related data 

with suitable technologies may lead to better awareness of everyday activities, it may 

however, not be sufficient to maintain the use of those technologies (Miyamoto et al., 

2016), which can also influence maintaining wellness routines (Warraich, 2016). 

Therefore, providing use guidance and achievable goals for using these technologies 

would likely increase the adherence of using them. Subsequently, this helps users to create 

and maintain wellness related routines such as regular physical activity, good nutrition 

and adequate sleep and recovery. 

 

A common problem with sports and wellness technologies is that they mostly provide 

feedback through numbers and graphs instead of providing actual guidance and 

instructions for the related wellness task. Previous research indicates that wellness 

technology users want relevant, clear, and easy-to-understand information from their 

devices and software concerning their activities. Further, they feel the need to receive 

feedback and instructions on how they should go about their physical activity and other 

wellness related actions. This would likely lead to the technology use being more goal-
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oriented (e.g., Kari et al. 2016a; Kari et al. 2017b), which is generally beneficial (Locke 

& Latham, 2002; Shilts, Horowitz, & Townsend, 2004). Therefore, by providing the users 

with concrete and manageable steps, for example, in the form of a personalized exercise 

plans, the technologies could add to the possibility of making both their use and the 

behaviour of the users more goal-oriented and motivated. One prospective solution to 

cover this is digital coaching. The demand for digital coaching to address goal-driven and 

personalized support of fitness goal achievement has also been recognized by Schmidt et 

al. (2015). 

 

Digital coaching refers to a service on a technological device that not only gives feedback 

but also offers advice, suggestions and future steps for a user to follow in the pursuit of 

their wellness and fitness goals. As described by Schmidt et al. (2015) a digital coach can 

identify the weaknesses and strengths of the user and generate a training plan based on 

the received user information. Whereas traditional sport and wellness technology 

products aim at improving the user’s self-awareness based on their own fitness data, a 

digital coach takes it one step further by creating a personalized training plan for the user 

to follow. The acceptance of using a digital coach in an exercise setting as well as its 

motivational potential was also highlighted in the study of Kranz et al. (2013). 

 

The attention towards digital coaching solutions has been increasing among various 

stakeholders. Nevertheless, as commercial digital coaching solutions are rather novel, the 

number of studies about their influence or the usage experiences is still quite limited. The 

purpose of this study is to address this research gap by finding out how teenagers think 

about digital coaching in a sport and wellness technology setting. The paper also 

addresses teenagers’ perceptions about sport and wellness technology in general in order 

to serve as background information leading to discussion about digital coaching. As a 

qualitative study, the aim is to understand how digital coaching would be accepted within 

this target group, what kind of features teenagers’ ideal digital coach would include, what 

kind of information the digital coach should offer and in what form the message should 

be delivered. By investigating these questions, we aim to assess whether digital coaching 

could be useful for this target group in order to motivate and help them in the pursuit of 

a healthier and more physically active lifestyle. Moreover, the purpose of this research is 

also to serve as a catalyst to further research regarding digital coaching. 

 

2 Theoretical Background  

 

The theoretical framework for this study comes from the social cognitive theory of Alfred 

Bandura (1986). This theory has often been used as a framework in studies regarding 

physical activity and motivation. According to social cognitive theory, the reactions, 

actions, and social behavior of an individual are influenced by actions they have seen by 

observing other people. The theory emphasizes the role of observational learning and 

social experience in personality development. In his theory, Bandura also introduced the 

concept of self-efficacy, which refers to the person’s beliefs in their capabilities of 

performing a specific task. Whereas people with low levels of self-efficacy might avoid 

doing a task they perceive difficult, people with higher levels of self-efficacy are more 
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likely to see difficult tasks as challenges and therefore perform better (Bandura, 1986). 

Self-efficacy is also related to motivation. If a task is perceived too easy or too difficult 

compared to their perceived own skills, the level of motivation to continue can decrease. 

However, moderately challenging and difficult tasks can produce satisfaction through the 

experience of achievement (Bandura, 1998) 

 

Another well-known theory that is often connected to exercise motivation is the Self-

determination theory by Ryan & Deci (2000). According to the theory the three important 

components affecting motivation are the needs of competence, relatedness and autonomy. 

The need for competence refers to a person’s need to effectively interact within the 

surrounding environment and being able to complete given tasks. The need for relatedness 

refers to a person’s need to be connected with other people, while the need for autonomy 

refers to the need of being able to self-regulate the personal behavior. All these needs 

together or individually can facilitate intrinsic motivation, which is the motivation behind 

behaviors that are driven by internal rewards. In the context of physical activity, a high 

level of intrinsic motivation has been often connected with the formation of exercise 

habits in pursuit of a more physically active lifestyle.  

 

The term proxy agency is also derived from Bandura’s social cognitive theory. The theory 

of proxy agency is based on the idea that people play an important and active role in their 

self-development, self-renewal and adaption by using mechanisms called agencies. In this 

context an “agency” means acts which are done on purpose. According to Bandura there 

are three types of agencies: personal, collective and proxy. In the case of personal agency, 

the person itself acts as an agency. In the case of a collective agency an agent means a 

group or community. The third agency, proxy agency, refers to a situation where a third 

party acts as an agent on someone’s behalf (Beauchamp & Eys, 2007, Bandura, 1982). 

When talking about physical activity, for example, a fitness group or a team can act as a 

collective agent whereas a proxy agent could be a personal trainer, coach or in the case 

of teenagers, a teacher or parent. 

 

Bandura has outlined three reasons people use proxy agency. First, people might feel they 

do not have the knowledge or the needed skills to reach their desired outcome. Second, 

people might perceive that a third person will be more capable of facilitating the journey 

toward the desired outcome. Third, even though people would have all the needed 

knowledge and skills to pursue their goal, they may want to give control over to another 

person because they do not want have the responsibility of direct control (Bandura, 1997).  

In a physical activity and exercise setting the use of a proxy agent, such as a personal 

trainer, can help a person to manage task and environment demands as well as offer extra 

help in controlling and regulating exercise behavior. It can also help in developing new 

skills as well as give support in lifestyle management (Beauchamp & Eys, 2007). Having 

a proxy agent can also provide social support, which may increase positive outcomes and 

increasing the likelihood of focus, enjoyment and full involvement (Jowett & Lavallee, 

2007). In physical activity settings the role of a proxy agent is often performed by a trainer 

or a coach who is able to affect their trainee’s self-efficacy in different ways. These ways 

include for example vicarious experiences, which refers to experiences received through 
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observing other people. Another way a proxy agent can affect self-efficacy is verbal 

persuasion, which means providing comments, instructions and feedback.  

 

In this study, the role of proxy agency theory is examined from a digital coach point of 

view.  Therefore, the proxy agent in this study refers to a sport and wellness technology 

device or application combined with digital coaching features. As in the case of a human 

proxy agent, a sport and wellness technology device is also able to affect the feeling of 

competence by providing instructions, feedback and verbal persuasion as well as 

collecting and showing data regarding performance accomplishments. By providing a 

tool for social comparison and social sharing, a digital coach is also able to affect the 

feeling of relatedness. According to Shields and Brawley (2006), a long-term use of a 

proxy agent might lower the user’s self-regulatory skills, which are important regarding 

the independent management of physical activity and sport participation. Using a digital 

coach as a proxy agent, compared to using a personal trainer or a coach as a proxy agent, 

requires the user to have a certain amount of self-regulatory skills and independence. 

Therefore, using a digital coach encourages the user to practice independence while still 

in the proxy context and that way affects also the feeling of autonomy. 

 

3 Methodology 

 

This study followed a qualitative approach. The study included 34 teenage participants of 

whom 18 were girls and 16 were boys. The age group was between 13 to 15 years old. 

The participants were recruited from two local junior high schools. The recruitment was 

made with the help of the schoolteachers as well as the local sports club. The invitation 

was sent to approximately 500 students. All the students who expressed their interest were 

selected to the study. Since participants were under-aged, all the participants were asked 

to bring a signed approval from their parents in order to approve their participation. 

 

The data was collected in November and December 2017. The data collection was done 

in two phases. In the first phase, the participants filled a questionnaire regarding their 

current physical activity, motives for exercising and their experiences regarding the use 

of sport and wellness technologies. After this, all participants were given a free sport and 

wellness application, which they were asked to use for the next five weeks. The 

application was given to the participants in order to guarantee they would all have at least 

some experience with sport and wellness technology before the interviews and before the 

second round of questionnaires took place. With the help of this experience, the 

participants gained insights of the topic. With the help of this recent usage experience, 

the ideas and opinions regarding sport and wellness technology and digital coaching 

would be more clear in their minds. The application did not include digital coaching 

features. The second phase of data collection took place after the five-week use period. 

This time all the participants filled a questionnaire regarding their experiences with the 

sport and wellness application and their opinions about sport and wellness technology in 

general, followed by questions regarding digital coaching. All 34 participants filled the 

questionnaires and 18 of them also volunteered for an interview. The purpose of the 

interviews was to get more detailed answers and information regarding the topics covered 
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in the questionnaires. The interviews were recorded and notes were taken during the 

interviews. The interviews lasted on average 20 minutes. The data used in the study was 

based on the questionnaires as well as the interview notes.  

 

The analysis method used in the study was thematic analysis. It is a method for 

“identifying, analyzing and reporting patterns (themes) within data” (Braun and Clarke, 

2006, p. 79) and also describes the data set in rich detail. It is the most widely used 

analysis method in qualitative research (Guest, MacQueen and Namey, 2012). When 

performing the data analysis the guidelines by Braun and Clarke (2006) were followed, 

but as they suggested the guidelines were adjusted to fit the research purpose of this 

current study. The data analysis started with familiarizing oneself with the data and 

dividing the data into three themes: background information and exercise habits, 

experiences and preferences regarding sport and wellness technology, and finally, 

perceptions and preferences regarding digital coaching in a sport and exercise setting. 

After this, all themes were individually studied in order to find differences and similarities 

between the participants. Finally, the report was produced aiming to highlight all the 

aspects that the participants considered important regarding the themes. 

 

4 Results 

 

4.1 Background of the Participants 

 

The participants’ physical activity background varied. Seven participants reported being 

physically active less than seven hours per week, 14 students reported to be active 7-10 

hours per week and the remaining 13 students were physically active more than ten hours 

on a weekly basis. The reported physical activity time included active time in commuting 

to school, physical education classes as well as physical activity done in spare time. The 

physical activity recommendation for teenagers (ages 12-18) is 1-1,5 hours per day which 

equals 7-10 hours per week (Husu et al., 2011). Despite the fact that 79% of the 

participants reported being physically active enough to meet this recommendation, 56% 

of the participants felt they have to increase their physical activity levels. 

 

The biggest reason that motivated the participants to be physically active was the good 

feeling that is associated with physical activity: “exercising makes me feel good and it is 

fun”. This intrinsic type of motivation was reported to be the main reason for exercising 

for 65% of the participants. The next most important motivation for exercising was 

gaining and maintaining better physical condition. Other sources of exercise motivation 

were related to appearance and weight loss, being able to spend time with friends and 

being able to challenge oneself. Only two participants reported to be physically active 

because they wanted to make sure they would stay healthy in their future life. 

 

4.2 Sport and Wellness Technology 

 

Before the study, most of the participants (88%) already had some previous experience 

with sport and wellness technology. However, in some cases the experience did not 
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include longer-term usage but was limited to a few times. Most of the participants had 

used either step counters or exercise and health applications that were usually already 

included on their mobile phones. Some participants had used wearable fitness trackers, 

sport watches or heart rate belts. The biggest reasons for using sport and wellness 

technology was reported to be the desire to see actual data regarding exercising. For some 

participants this meant tracking their step count, keeping an exercise diary or comparing 

their fitness to previous results. Some of the participants said the main reason to use sport 

and wellness technology is because it is entertaining and makes exercising fun. 

 

Participants were also asked whether sport and wellness technology have had any 

influence on their exercise motivation. 38% of the participants stated no, whereas 53% of 

them stated the technology had increased their motivation to exercise. The most common 

features relating to increased motivation were goal setting, gamification and being able 

to see your results. Also, social pressure seemed to increase motivation for some 

participants. Despite the positive effects, participants felt that sport and wellness 

technology can also have a negative effect for exercising. The biggest negative effect was 

focusing too much on data and results instead of the actual performance. This might make 

exercising too competitive and performance oriented and also be an interruption during 

the actual exercise. Other negative effects were the need to carry the phone along or that 

having exercise data enables social comparison, which may lead feelings of inferiority. 

In general, the participants seemed to have relatively high trust for the information 

provided by sport and wellness technology. They also had high trust for themselves when 

it came to learning to use new exercise related technological devices and applications. 

Whereas the high trust for technology was almost equal between boys and girls, the level 

of self-efficacy regarding using new devices and applications was slightly higher among 

boys. 

 

4.3 Digital Coaching 

 

Participants had mixed perceptions when asked whether they could see themselves using 

a sport and wellness technology device or application as their personal trainer. 41% of 

the participants answered yes, whereas 35% of them answered no. The remaining 24% 

had mixed feelings. The main benefit for having a digital device or application as their 

personal trainer was the easiness and the low cost. This coach would be present all the 

time and therefore be better able to motivate and provide support. Some participants even 

thought that technology would be able to provide more information and more 

personalized information than an actual human being and therefore be more useful. The 

negative aspects of using sport and wellness technology as a personal trainer were related 

to the lack of human aspect. According to some participants, a device or an application is 

not able to give enough personalized information, which lowers the level of reliability. 

Some participants felt it would be easier to cheat the digital coach or just ignore it. Some 

of them also said that unlike humans, a digital coach is not able to analyse their exercise 

movements or correct them and cannot ensure that the training is being done in a safe 

way. 
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The participants were also asked to imagine a technological device or application that 

they could see themselves using as their personal trainer. The most occurring imagined 

product was a mobile phone application. This was seen as the easiest option since it is 

something that they always carry along. The second most popular option was a watch or 

an activity tracker, which were perceived easy to use and wear especially during exercise. 

The use of a heart rate monitor was often also connected to the application or watch usage. 

Some participants wanted wireless headphones to enable real time audio feedback 

whereas some participants imagined their personal trainer as a robot that could analyse 

and even assist them during their gym training. In order to be motivating, the participants 

in general perceived that the digital personal trainer needs to be supportive as well as easy 

and fun to use. It would have to give reminders when it is time to exercise but also not be 

too pushy. Gamification elements were also seen as motivational. Other issues seen as 

motivational for the participants were related to appearance. The device or applications 

needs to be colourful, trendy and small enough. However, as only 15% of the received 

answers were related to appearance, it can be seen as a less important factor than features 

related to usability and gamification. Some participants also highlighted some technical 

issues such as accuracy, reliability and low battery consumption, which are also important 

regarding the level of trust and usability.  

 

Participants were also asked to describe what kinds of features their ideal digital coach 

would have. The most common feature the participants reported was the personalized 

guidance and suggestions related to exercising. The participants wanted support regarding 

how much they should exercise and what would be the best forms of exercising to a 

person at their age. Most also wanted a personalized training program that would also 

provide them different options of what to do and how to do it. They also wanted real time 

feedback on whether they are doing the exercise correctly and if they are at the right pace 

or intensity: “If I run too fast the device should tell me to slow down”. Receiving a 

personalized exercise plan and suggestions about different exercise possibilities and 

instruction on how to do them was perceived as a very important part of exercise 

guidance.  

 

Other important but slightly less reported features regarding exercising was the ability to 

set goals and track performance. Some of the participants also wanted the digital coach 

to remind them when it is time to exercise. After exercise guidance the next biggest 

feature participants wanted was related to eating and nutrition. Half of the participants 

wanted to receive information about the right type and amount of foods to eat, including 

calorie consumption: “I want to know what is the right type of diet for a person my age”. 

Another important feature regarding nutrition was that some of the participants wished 

the digital coach would remind them when it is time to eat or drink water. Few participants 

also wanted to receive more information about nutritional values of different foods and 

what factors they should pay attention to considering their growth period. Other less often 

mentioned features were related to gamification, sleep tracking, recovery, music or blood 

pressure. A few of the participants wished their digital coach would be able to remind 

them also about other issues not directly related to eating or exercising: “If I go outside 

in the evening, it would be nice to get a reminder when it is so dark that I should wear a 
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reflector”. Participants were also asked whether they would want the digital coach to give 

them information regarding mental health. 39% of them said yes, however, they were not 

able to describe in more detail what kind of issues this information should cover. 

 

The participants were also asked about how they would like to communicate with their 

digital coach and especially how they would like to receive feedback and instructions. 

The most desired way of receiving feedback and instructions was text. Other popular 

options were numbers, emojis and actual voice feedback, all three of which were 

perceived as equally attractive. Other, less often mentioned feedback methods were 

pictures and videos. Participants were also asked what kind of messages they would want 

to receive as feedback. The participants were given three example messages, out of which 

one was supportive: “Good job, that’s the way to go!”, one was informational: “You ran 

5,4km in 42 minutes. This was 2 minutes faster than the last time!” and one was 

instructional: “Today you were training in a high heart rate zone. In order to recover 

from this training, tomorrow do a lighter exercise or have a rest day!”. The most preferred 

feedback was instructional which was chosen by 44% of the participants. The second 

most preferred feedback was informational (35%), while the supportive feedback (21%) 

was the least preferred.  

 

5 Conclusion 

 

The purpose of this study was to explore teenagers’ experiences and preferences 

regarding sport and wellness technology as well as find out their perceptions regarding 

digital coaching. 

 

The results of this study indicate that sport and wellness technology as well as digital 

coaching is generally perceived as interesting by teenagers and has potential to positively 

affect teenagers’ health behavior. This finding goes together with the findings of Wartella 

et al. (2016) who stated that providing teenagers with digital tools to further and better 

understand their health, can allow greater autonomy for their health and encourage them 

to pursue a healthy lifestyle. 

 

According to the findings, the level of trust and level of self-efficacy for using sport and 

wellness technology is relatively high within most teenagers. The biggest reason for using 

sport and wellness technology was the desire to see their own exercise data. As 

highlighted by Hagger et al. (2001), exercise data can help teenagers to get personal 

control over their exercising. When looking at this from a theoretical point of view, 

providing teenagers an interesting and easy to use tool for monitoring their exercise 

performance can increase the level of autonomy over their own physical activity. And, by 

providing an opportunity for monitoring their results and development, a digital coach 

can increase perceived competence. As highlighted earlier, these two elements, together 

with the feeling of relatedness are key factors in developing long-term motivation for 

physical activity. 
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The teenagers in general seemed to have an open and positive attitude towards digital 

coaching and saw it as motivating, which also follows the results of Kranz et al. (2013). 

The most important reasons for having a digital coach were related to giving advice and 

instructions related to exercise as well as nutrition. In terms of the proxy agency theory, 

the teenagers reported they wanted to have a digital coach because they desired guidance 

and were interested in receiving more information on following a healthy lifestyle. They 

are aware and willing to admit they do not know everything. Therefore, the biggest 

motivational reason for using a digital coach is to increase their level of knowledge and 

skills. This is also supported by the finding that the most preferred way of feedback was 

instructional feedback. Many participants also saw that a digital coach could work as a 

reminder tool, such as informing them when to exercise. From this perspective the one 

motivation for using a digital coach was also to shift the responsibility from self to an 

external actor. Teenagers are also used to having guidance in many aspects of their lives 

and therefore it might feel natural for them to have extra guidance in their physical 

activity. 

 

The biggest reasons why teenagers would prefer a sport and wellness technology device 

as their personal trainer over an actual person was related to lower costs and convenience. 

A digital coach is available to give advice whenever and wherever needed. However, the 

lack of human aspect was also seen as the biggest negative reason for having a digital 

coach, particularly because it would not be able to analyze exercise technique. According 

to these findings, the reasons and perceptions for using a digital coach vary between 

people. What attracts one person was not necessarily important to others. In previous 

research regarding teenagers and sport and wellness technology the importance of design 

and outlook was highlighted. However, this study found teenagers perceived the 

informational and usability factors as far more important. Also, the importance of social 

factors as a part of digital coaching was not considered particularly important by the 

teenagers.  

 

The findings of this study suggest that sport and wellness technology and especially 

digital coaching features can be a motivating tool for physical activity and health. Digital 

coaching is able to bring elements to sport and wellness technology that are viewed as 

essential and attracts this target group. Therefore, those working on teenager health 

promotion interventions should consider utilizing digital coaching, as it can be an 

important tool. They can make interventions even more personalized and engage 

teenagers for physical activity for longer term by increasing their level of motivation. If 

teenagers are introduced to sport and wellness technology and encouraged to pursue a 

healthy lifestyle, it is more likely they will continue being physically active as adults and 

be more interested in integrating technology to their exercising. Therefore, in order to get 

more loyal customers, sport and wellness technology companies should focus on creating 

products that interest teenagers and market them in a way that catches their attention.  
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6 Limitations and Future Research 

 

There are some limitations to the study. First, since the data is based on self-assessment 

questionnaires, the level of reporting in the questionnaires varied between participants. 

Second, regarding wellness and exercise behaviour related studies, there has been known 

to be challenges in research participants intentionally reporting their behaviour more 

positively compared to reality and thus biasing the responses. This is due to social 

desirability as well as deliberate misrepresentations (Sirard and Pate, 2001). However, in 

this study even though participants were asked to use sport and wellness technology 

applications for a five-week period, they were reminded that it does not matter how much 

they have used the application or how they used it. Instead, the application served only as 

a way for them to get familiar with the topic in order to being able to better express their 

perceptions about sport and wellness technology as well as digital coaching. This study 

is among the first ones to study the topic of teenagers and digital coaching, and more 

research in this field should be done. Future studies could focus on the effect digital 

coaching related sport and wellness technology would have on teenagers’ physical 

activity levels or on their motivation regarding physical activity. Overall, the topic of 

teenagers and sport and wellness technology as well as digital coaching continues to be 

an important topic of research.  
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Abstract Disruptive technologies drive enterprises to rethink how to create 

and capture value by revising their business models (BM). Even in cases 

that the need for BM innovation is clear, how entrepreneurs can do it and 

what they need to be changed it is not always obvious. That leads to the 

need for BM exploration. BM tooling can support this process, however, 

existing BM tools are not widely focused on the BM exploration. In 

previous steps of our research, we designed and developed a digital tooling 

for BM exploration. This RiP paper presents the experimental design we 

plan to use to evaluate the effects of the tooling on the BM exploration. 

Initial results and future steps are discussed. We expect to contribute to the 

BM literature by understanding what features of BM tooling contribute to 

BM exploration.  
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1 Introduction 

 

Digital technologies are radically changing businesses (Bharadwaj, et al. 2013), and that 

forces enterprises to reinvent and reconsider, their existing Business Model (BM) (Sonsa 

et al. 2010; De Reuver, Bouwman and Maclnnes, 2009). 

 

One potential solution to support enterprises with radical changes is to do BM 

exploration. With BM exploration, enterprises can discover new BM opportunities (De 

Reuver et al., 2016). During BM exploration enterprises are able to create BM alternatives 

and changes, (Cavalcante, Kesting and Ulhoi, 2011), conceptualize these changes (Sonsa 

et al. 2010) and assess what could happen under a range of different decision choices 

(Bisbe and Malagueño, 2012). 

 

Within information systems (IS) research, BM is an emerging topic (e.g., Cosenz and 

Noto, 2017; Roelens and Poels, 2015; Fritscher and Pigneur, 2014; Kyriazis and 

Varvarigou, 2013; El Sawy and Pereira, 2013; Bouwman, De Vos, and Haaker, 2008). 

Special focus is paid on the BM tooling (e.g., De Reuver et al. 2016). However, the 

potential benefits of BM tooling are still overlooked (Eppler Hoffmann and Bresciani, 

2011). Existing tooling is still not formally supporting the exploration of alternative BMs 

in a structured way. In previous steps of our research, we developed a prototype for a BM 

tooling based on identified design principles. 

 

In this research in progress (RiP) paper we present the outline of our experimental design 

for evaluating the developed prototype. In an experimental setting, we will evaluate what 

features of BM tooling can contribute to the BM exploration. In this RiP some preliminary 

results regarding the hypothesis are presented. 

 

We aim to contribute to the literature by investigating what functions of the developed 

prototype contribute to the BM exploration. This research will allow us to provide design 

guidelines for the development of BM exploration artefacts. 

 

The RiP is structured as follows. Section 2 provides a background on BMs. Section 3 

shortly describes the prototype. Section 4 discusses the research approach. Section 5 

presents the experimental design, while section 6 presents preliminary results. In section 

7 we conclude. 

 

2 Background 

 

BMs can be seen as ‘[…] a conceptual tool containing a set of objects, concepts and their 

relationships with the objective to express […] what value is provided to customers, how 

this is done and with which financial consequences’ (Osterwalder Pigneur and Tucci 22 

p. 3). Magretta, points out that ‘a good BM remains essential to every successful 

organization [...] (2002, p. 3). However, BMs need to get revised over time in response 

to internal or external drivers (De Reuver, Bouwman and Maclnnes, 2009). 
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Digital technologies are a major external driver as they disrupt the business environment. 

A technology is defined as disruptive when causes turmoil in an existing market or creates 

a new market, requires major or minor revisions on the business model, leads to 

performance problems, and/or eventually leads to the need for new offerings (Bower and 

Christensen, 1995). 

 

The existing studies on BM are mainly focused on the business design and (e.g. 

Osterwalder and Pigneur, 2010), evaluation (e.g. Ballon 2007; Bouwman, Haaker and De 

Vos, 2008). De Reuver, Bouwman and Haaker went a step forward and focused on how 

an enterprise can move from an old to a new BM (2013). In practice, tooling is available 

in different formats and for different purposes (e.g. Osterwalder and Pigneur, 2010; 

Foresight cards, 2012; Leanstack, 2017; SWOT app; Haaker, 2017). However, BM for 

systematic BM exploration tooling is lacking, especially in relation to disruptive 

technology innovations. As Sosna et al. argue most BMs have not ‘gone straight from the 

drawing board into the implementation […] in reality new BMs rarely work the first time 

around, since decision makers face difficulties in both exploratory and implementation 

stages’ (2010, p. 384). In previous stages of our research we designed and developed a 

software-based BM tooling that aims to support enterprises during the business mode 

exploration process. Section 3 shortly presents the prototype we previously developed. 

 

3 Description of the prototype 

 

We created a working prototype of a software-based tool (using Microsoft Exel) based 

on specific design principles (Athanasopoulou, Haaker and De Reuver, 2018a, 

forthcomming), and a step by step approach to allow us to test each of the hypotheses 

independently: (1) description of components of the existing BM; (2) identification of 

new opportunities and potential changes towards a revised BM, and (3) the assessment, 

based on specific critical factors (Bouwman et al., 2008) of the changes defined in the 

previous step, see figure 1 for a screanshot of the first step. 
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Figure 1: Screenshot of the first step of the developed prototype 

 

4 Research Model 

 

The main interest of our research is to evaluate what features a BM tooling can have to 

support entrepreneurs to facilitate BM exploration process. While a BM tooling can be 

designed based on various features for different purposes we focus on the three main 

design principles we identified on a previous phase of our research (Athanasopoulou et 

al., forthcomming), and the prototype is based on. In this RiP we present the research 

model (figure 2), and the hypotheses for the evaluation of the prototype. The developed 

hypotheses are derived from the design principles we identified previously, and informed 

the three steps of the prototype (section 3). The three design principles serve as 

hypotheses that we will test in an experimental setting. 
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Figure 2: Research model 

 

Therefore, we formulate the following hypotheses: 

H1: Pre-filled BM templates, facilitate the users’ understanding of the components of the 

current BM. 

 

H2: Templates with solution-based patterns, improve idea-generation on how to change 

different components of the current BM. 

 

H3: Assessment features, improve users’ decision making about whether to adapt 

components in the BM.  

 

5 Methodology 

 

To analyse our hypothesis we plan to conduct an experiment. Our experimental design 

can be described as a typical pre- and post-testing experiment with treatment and control 

condition (Cook and Cambell, 1979). For that experiment we will use two conditions: (a) 

a treatment condition, that is prototype designed for this study, (b) a control condition 

where subjects use an online version of the widely known and used framework BM 

Canvas created by Osterwalder and Pigneur (2010). Randomly assigned to one of the two 

conditions, the experiment will start with the subjects filling out a pre-test questionnaire. 

Then they will follow specific scenario-based tasks with the use of the BM tool. The 

experiment will end with the participants feeling out the post-test questionnaire, see 

Figure 3. 
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Figure 3: Experimental design overview 

 

 

5.1 Procedure during the experiment 

 

The subjects will be invited to a computer lab, and randomly assigned in one of the two 

conditions. The subjects form groups of three, so the experiment represents more accurate 

the business environment. The newly formed groups are asked to collaborate and discuss 

the available scenario in the computer in front of them (see figure 4 for an explanation). 

An external facilitator will be present at the class through the process and observe that 

the participants are continuing with the workshop and the scenarios. The subjects will 

have specific time (120 minutes) to complete the scenarios and fill out the questionnaires. 

While that is not totally realistic, it will allow us to collect completed questioners from 

all the subjects.  

 

5.2 Subjects 

 

The subjects will be master level students with an entrepreneurship interest who are 

partially experienced with the concepts of BMs, and service design. We aim to subjects 

that are both experienced, and inexperienced with a working environment, creating their 

own business, or not. That allows us testing the artefact with different potential users. To 

increase validity we aim to include practitioners (i.e. entrepreneurs) as subjects to the 

experiments. 
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Figure 4: Experiment room layout 

 

5.3 Questionnaire 

 

Following the approach by Cook and Cambell (1979), the participants are asked to, 

individually, fill out a pre- and a post-test questionnaire. The subjects will fill out the 

questionnaires on hardcopies. Pre- and post-tests are used as measurements instruments 

just before and just after the use of the tool. Additionally, the pre-test includes some 

demographics (that will help us to decide if the data are appropriate for analysis), while 

post- test includes questions for evaluation of the session (for validity reasons). The pre- 

and post- questionnaires include questions (based on the hypotheses) regarding the 

understanding of BM components (e.g. BM tooling helped me to improve my 

understanding regarding BMs; I am aware of what I do not understand regarding BMs 

components), idea-generation and BMs (e.g. I am able to generate a sufficient number of 

ideas on how I can change an existing BM; I am able to generate qualitative ideas on how 

BMs components can be changed), and decision making and BMs (e.g. BM tooling helped 

me to make decisions regarding what I should change; When it comes to a decision 

regarding a BM change I prefer to do nothing).  

 

5.4 Scenario 

 

To ensure that the participants utilise the prototype apropriatly, we created a scenario with 

specific tasks that the subjects have to follow. In the scenario we created we will ask the 

subjects to work in groups to illustrate a realy life setting where they are managers of a 

car leasing company. The subjects follow the tasks to create the existing the BM of the 

Computer Room 

2a 2b 2c 3a 3b 3C 

 

1a 2b 3c Na Nb Nc 

XA,B,C=Participant of group X 
F=Facilitator 

=Computer 
=Control artefact 
=Treatment artefact 
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case leasing company (based on given description), to brainstorm how ths BM can change 

in the case of a technology disruption (i.e., Internet of Things), and to asses these chances. 

 

6 Preliminary results 

 

While this research is still in progress some initial results are available (Athanasopoulou, 

Haaker and De Reuver, 2018b, forthcoming). We did that by partially following the 

experimental design described above. For these workshops the participants only used the 

developed prototype and not the controlled condition. We collected data from three 

workshops from November 2017 to January 2018. The subjects of these workshops were 

Master level students with entrepreneurship interest. The setting of the experiment is 

artificial and controlled, as it does not represent absolute a business environment. 

Computer rooms were arranged within the university (see figure 5 for an example of the 

setting). These workshops had a two-fold purpose: (a) for us to evaluate our experimental 

design, and second to collect initial data regarding the effects of the tooling to the BM 

exploration. The participants were invited to participate to the experiment (with a voucher 

as a reward). The researchers welcome the participants and shortly explained the purpose 

of the workshop. A concern form was also available. For ethical reasons the researchers 

left the room and a facilitator stayed in the room. The room was reserved for 120 minutes. 

The participants followed the instructions for the scenario. We collected preliminary 

results regarding the experimental design and the effect of the developed tooling 

regarding BM tooling (Athanasopoulou. Haaker and De Reuver, 2018b, forthcoming). 

We should mention that not all the subjects (N=23) fully filled-out the questionnaires. 

However, the results were significant to give us some initial results partially confirming 

the hypotheses. We shortly present the initial results regarding the hypotheses. 

 

In the workshops, we collected quantitative data to evaluate the impact of the prototype 

on BM exploration. We did so by asking the participants to fill out the same questionnaire  

before and after the use of the prototype. The questionnaires were divided in three 

sections, each containing statements related to one of the three design principles.Then, 

we ran paired t- tests to measure differences before and after using the prototype. Out of 

the 17 pairs of statements (e.g. same question in the pre- and post- questionaire), five 

were significantly (p<.05), see Table 1.  
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Figure 5: Experimental setting (http://educationrooms.tudelft.nl/zaleninfo.php?zid=31) 
 

From these results we are not able to confirm or reject the hypotheses (something that we 

plan to do in the future), but we can see that the prototype, at least parcialy, contributes 

to the BM exploration. More specific, two pair related to the first Hypothesis, show that 

partcipants after the use of the tool had a better understanding of the BM componets and 

were able to apply their acquired knowlwdge to different settings. Regarding hypothesis 

2, the use of the tool supported the idean generation and participants are able to do 

estimations about unexpecxted ideas. Finaly, regarding the third hypothesis, we were not 

able to confirme it, but the results showed that after the use of the tool the participants 

shown more eager to  make decitions than staying neutral. 

  

http://educationrooms.tudelft.nl/zaleninfo.php?zid=31
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Table 1: Initial results (N=23). 
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understanding of the Pair3: I am able to Pair3(Mpost- Pair3(SDpost-  

components of the apply my Mpri)=0.65 SDpri)=1.17  

current BM. knowledge on BM   t(16)=- 
 on a new   2.281, p<.05 
 context/case/indu    

 stry.    

H2: Templates with Pair10: I am able Pair10(Mpost- 
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Pair10(SDpost- 
SDpri)=1,30 

 
(t15)=2,11 
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on how BMs 

how to change components can 

different components be changed.    

of the current BM.  

 Pair11: I am able to Pair11(Mpost- Pair11(SDpost-  

(t15)=-2.45, 
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 estimate how Mpri)=1.00 SDpri)=-1,63 

 inexperienced my   

 generated ideas   

 are.   

H3: Assessment Pair16: When it Pair16(Mpost- Pair16(SDpost-  
 

(t15)=2.61, 
p<.05 

features, improves comes to a Mpri)=-.62 SDpri)=.96 
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making about regarding a BM   

whether to adapt change I prefer to   

components in the keep everything   

BM. as it is.   

 

  



31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

A. Athanasopoulou & M. de Reuver: Designing business model tooling for business model 

exploration: An experimental design for evaluation 

487 

 

7 Conclusion, Next Steps and Expected Contributions 

 

In this RiP paper we present an experimental design for the evaluation of a new BM 

tooling. We presented the experimental design and preliminary data. The hypotheses are 

relatively confirmed (five statements out 17 were significand different). 

 

A main limitation of these results is the number of the participants. In the near future  we 

plan to repeat the experiments. Another issue is that the subjects might not be familiar 

with the BM concept and how a business operates. We could overcome this limitation by 

including at the experiments entrepreneurs. However, our results can present that our 

developed prototype has a positive effect on the subjects experience with the BM 

exploration. This RiP contributes to the field by providing initial insights on what type of 

functionalities of a BM contribute to the BM exploration process. 

 

The next steps of our research are to improve the prototype, repeat the experiments, and 

to make final conclusions. Once our research is completed we aim to contribute to the 

BM innovation theory by focusing on the BM exploration phase and investigating the 

effect of BM tooling in this phase. We will contribute to the practice with the development 

of a theory based, and easy to use BM tool for the BM exploration. 
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Abstract During the past decades, electronic commerce, especially in the 

business-to-consumer (B2C) context, has emerged as a popular research 

topic in information systems (IS). However, this research has traditionally 

been dominated by the consumer focus instead of the business focus of 

online stores. In this explorative study, we aim to address this gap in prior 

research by identifying the most typical sales patterns of online stores 

operating in the B2C context. By segmenting the monthly sales time series 

of 399 online stores with time series clustering, we are able to identify four 

approximately equally sized segments, of which two are characterised by a 

clear upward or downward trend in the sales and two are characterised by 

strong seasonal sales variation. We also investigate the potential segment 

differences in terms of several key business and technical parameters as 

well as discuss more broadly the applicability of time series clustering to 

IS.  
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1 Introduction 

 

During the past decades, electronic commerce, especially in the business-to-consumer 

(B2C) context, has emerged as a popular research topic in information systems (IS). 

However, the prior studies on the topic have traditionally been dominated by the 

consumer focus, such as the factors affecting online consumer behaviour (e.g., Perea y 

Monsuwé, Dellaert & de Ruyter, 2004; Chang, Cheung & Lai, 2005; Cheung, Chan & 

Limayem, 2005) and the segmentations of online consumers, based either on self-reported 

survey data (e.g., Brown, Pope & Voges, 2003; Swinyard & Smith, 2003; Kau, Tang & 

Ghose, 2003; Bhatnagar & Ghose, 2004a, 2004b; Rohm & Swaminathan, 2004; 

Brengman et al., 2005; Allred, Smith & Swinyard, 2006; Barnes et al., 2007; 

Soopramanien & Robertson, 2007) or on click-stream data about the actual visits in online 

stores (e.g., Moe, 2003; Su & Chen, 2015). In contrast, the business focus of online stores 

has traditionally gained far less attention. For example, whereas various segmentations 

exist for online consumers based on their purchase behaviour, no such segmentations have 

been developed for online stores based on their sales patterns. 

 

In this explorative study, we aim to address this gap in prior research by identifying the 

most typical sales patterns of online stores operating in the B2C context. With a sales 

pattern, we refer to the temporal variation in the aggregate sales of an online store across 

all its sold items. Based on our review of prior literature, we find this study to be the first 

of its kind. Of course, sales patterns (or sales variation) as such have been investigated in 

several prior studies (e.g., Geurts, 1988). However, these studies have traditionally aimed 

at forecasting the future sales of an individual item or store instead of investigating the 

past sales of a wider sample of stores and identifying typicalities in them. Or those studies 

that done this, have done it only in the context of traditional offline retailing (e.g., Carman 

& Figueroa, 1986). We see that this kind of an investigation and identification can be 

highly valuable in both theoretical and practical respects. First, it helps us to better 

understand the characteristics of online markets and, for example, to anticipate the 

upcoming seasonal sales peaks, which can be considered important especially for logistic 

and payment service providers in terms of proper resource allocation. Second, if we are 

able to find causal explanations for the emergence of specific sales patterns, or at least 

associate them with specific business and technical parameters of the stores, we may be 

able to offer the stores competitive advantage by suggesting what kind of strategies help 

them to move away from sales patterns that are likely to be perceived as mostly negative 

(e.g., decreasing sales and strong seasonal sales variation) and towards sales patterns that 

are likely to be perceived as more positive (e.g., increasing and more stable sales). 

 

We conduct the study in two phases by analysing the data collected from 399 online stores 

operating mainly in the Finnish market. In the first phase, we segment the stores based on 

their monthly sales time series from January 2016 to December 2017 by using time series 

clustering. In the second phase, we investigate the potential segment differences in terms 

of several key business and technical parameters. 
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The paper proceeds as follows. After this introductory section, Section 2 briefly discusses 

the basics of time series clustering, which has remained a rarely used data analytics 

method in IS. After this, we will describe the methodology and results of the study in 

Sections 3 and 4. The results will be discussed in more detail in Section 5, which also 

discusses more broadly the applicability of time series clustering to IS. Finally, Section 6 

describes the main limitations of the study and proposes some potential paths of future 

research. 

 

2 Time Series Clustering 

 

As mentioned above, time series clustering has remained a rarely used data analytics 

method in IS. However, it has been commonly used in other disciplines and domains, 

such as finance and signal processing. Literature reviews on time series clustering are 

provided, for example, by Liao (2005), Fu (2011), as well as Aghabozorgi, Shirkhorshidi, 

and Wah (2015). 

 

Clustering, in general, refers a statistical technique in which objects are grouped together 

so that they have maximum similarity (or minimum dissimilarity) with the objects in the 

same group, but minimum similarity (or maximum dissimilarity) with the objects in the 

other groups. Time series clustering, in turn, refers to a specific case of clustering in which 

the grouped objects are time series consisting of multiple data points in a chronological 

order (Liao, 2005; Aghabozorgi, Shirkhorshidi & Wah, 2015). Time series clustering can 

be divided into three main types (Aghabozorgi, Shirkhorshidi & Wah, 2015): (1) whole 

time series clustering, (2) subsequence time series clustering, and (3) time point 

clustering. Of these, whole time series clustering refers to the clustering of a set of 

separate time series by considering the similarity or dissimilarity of the time series as a 

whole, whereas subsequence time series clustering and time point clustering refer to the 

clustering of a set of sub-sequences or time points from a single time series. In this paper, 

we will concentrate only on whole time series clustering. 

 

The typical process of whole time series clustering can be divided into four main phases 

(Aghabozorgi, Shirkhorshidi & Wah, 2015): (1) the selection of a representation method, 

(2) the selection of a distance measure, (3) the selection of a clustering algorithm, and (4) 

the evaluation of the clustering solution. First, the dimensionality of the raw time series 

is typically reduced by using a representation method, which can be divided into data 

adaptive, data non-adaptive, model based, and data dictated approaches (Aghabozorgi, 

Shirkhorshidi & Wah, 2015). The purpose of this phase is to reduce both the memory and 

computation requirements of the following phases as well as to filter out outliers and 

noise. 

 

Second, the similarity or dissimilarity of the time series is calculated by using the selected 

distance measure. Its selection depends on the characteristics of the time series, the 

selected representation method, and the overall objective of the clustering, which may be 

to find similar time series in terms of time, shape, or change (Aghabozorgi, Shirkhorshidi 

& Wah, 2015). The distance measures can be divided into shape-based, comparison-
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based, feature-based, and model-based measures, of which the shape-based measures, 

especially the Euclidean distance and the dynamic time warping (DTW) distance, are 

currently the most commonly used ones (Aghabozorgi, Shirkhorshidi & Wah, 2015). The 

Euclidean distance is suitable for finding similar time series in terms of time, meaning 

that the potential patterns in the time series must occur synchronously. For example, if 

there are sales peaks in the sales time series of two online stores, the sales time series are 

considered similar only if the sales peaks occur at the same time. In contrast, the DTW 

distance is suitable for finding similar time series in terms of shape, meaning that the 

potential patterns in the time series may occur asynchronously. For example, in the 

aforementioned case of two online stores, it would not be necessary for the sales peaks to 

occur at the same time in order for the sales time series to be considered similar. 

 

Third, after the distances between the clustered objects have been calculated, the selected 

clustering algorithm can be applied. On a general level, there are six main clustering 

methods (Aghabozorgi, Shirkhorshidi & Wah, 2015): (1) hierarchical clustering, (2) 

partitioning clustering, (3) model-based clustering, (4) grid-based clustering, (5) density-

based clustering, and (6) multi-step clustering. Of these, hierarchical and partitioning 

clustering are currently the most commonly used ones (Xu & Wunsch, 2005). On a more 

specific level, each clustering method is realised by one or more clustering algorithms. 

For example, hierarchical clustering can be conducted by using either an agglomerative 

or divisive algorithm. In the agglomerative algorithm, each object first forms its own 

cluster, which are then merged together in a bottom-up fashion. In contrast, in the divisive 

algorithm, all the objects first form one large cluster, which is then split into smaller 

clusters in a top-down fashion. The weakness of both these algorithms is that after 

conducting a merge or split, the resulting clusters cannot be anymore adjusted. In turn, 

partitioning clustering first forms k number of clusters (the value of k is pre-assigned 

before conducting the clustering) and then groups the objects into them so that each 

cluster finally contains at least one object. The grouping is based on minimising the 

distance of the objects from the cluster centre. The two most common algorithms for 

partitioning clustering are k-means and k-medoids, which differ in their definition of the 

cluster centre. In k-means, the cluster centre is the cluster centroid (i.e., the average of all 

the clustered objects), whereas in k-medoids, the cluster centre is the cluster medoid (i.e., 

a prototype object near the cluster centre). Because of this difference, k-medoids is 

typically more robust against outliers than k-means. The most common realisation of k-

medoids is the partitioning around medoids (PAM) algorithm (Kaufman & Rousseeuw, 

1990). 

 

Fourth, the goodness of the resulting clustering solution is evaluated statistically by using 

either external or internal indices as well as by considering its interpretability in terms of 

both theory and practice. External indices compare the resulting clustering solution to an 

ideal clustering solution, which is typically crafted by human experts. In contrast, internal 

indices evaluate the goodness of the resulting clustering solution based only on the 

information inherent in the clustered data and the clustering objectives. One of the most 

commonly used internal indices is the silhouette width (Rousseeuw, 1987), which 

evaluates both tightness or cohesion (i.e., how similar an object is to the objects in its own 
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cluster) and separation (how different an object is from the objects in the other clusters). 

The silhouette width varies from -1 to 1, in which negative values indicate a bad fit to a 

cluster and positive values indicate a good fit to a cluster. In addition to individual objects, 

the silhouette width can also be used to evaluate the goodness of individual clusters by 

calculating their average silhouette widths as well as the goodness of the whole clustering 

solution by calculating the overall average silhouette width. 

 

3 Methodology 

 

The data for this study was collected from 399 online stores, and it covers both their 

monthly sales time series from January 2016 to December 2017 as well as their key 

business and technical parameters at the end of January 2018. The data collection was 

conducted in co-operation with a Finnish electronic commerce platform provider, which 

uses a platform-as-a-service (PaaS) model to provide its customers an electronic 

commerce platform for operating the stores. The participating stores operated mainly in 

the Finnish market but in several product and service segments, such as clothing, 

jewellery and accessories, health and beauty, home and garden, sport and hobby, food 

and beverage, electronics, as well as automotive. All the stores had to fulfil three criteria 

in order to take part in the study. First, each store had to be first opened before January 

2015. Second, each store had to be still open at the end of January 2018. Third, each store 

had to have at least one sales transaction per month. The first two criteria were intended 

to ensure that all the stores had been open for the whole two-year period from which the 

sales data was collected and that no store had opened just before or closed just after the 

period. In other words, all the stores had more or less an equal status in terms of being 

relatively mature stores, which had been in business for some time before and were not 

about to go out of business immediately after the two-year period. The third criterion was 

intended to ensure that there was an adequate amount of data to be analysed from each 

store. 

 

In the sales time series, the sales were measured as both sales volume (the number of sales 

transactions) and sales value (the value of sales transactions). Of these, this study 

concentrates only on the sales measured as sales volume, but the implications of 

measuring the sales as sales value are addressed in the limitations. The median monthly 

sales of the stores ranged from a minimum of three transactions or 108 € to a maximum 

of 9,545 transactions or 927,476 €, with the median monthly sales of the whole sample 

being 34 transactions or 2,935 €. The key business and technical parameters of the stores 

covered their number of items, item variations, item categories, item images, campaigns, 

campaign items, banners, payment methods, shipping methods, customers, e-mail 

subscribers, and SMS subscribers. Of these, customers refer to the registered customers 

of the store, while the e-mail and SMS subscribers refer to the subscribers of the store 

newsletters via either electronic mail or short message service (SMS). 

 

The time series clustering was conducted by using the TSclust version 1.2.4 and cluster 

version 2.0.6 packages of R (Montero & Vilar, 2014). When conducting the time series 

clustering, no representation method was used, but the sales time series were standardised 
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so that the sales of each store were measured as standard deviations from its mean sales. 

This way the differences in the average sales of the stores did not affect the clustering. As 

a distance metric, we used DTW because we were interested in similarities in terms of 

shape rather than similarities in terms of time. In turn, as a clustering algorithm, we used 

PAM. The statistical evaluation of the clustering solutions was based on the silhouette 

widths, which evaluate both tightness or cohesion and separation. Because not all the 

assumptions for parametric testing (e.g., normality and homoscedasticity) were met by 

the data, the statistical significance of the potential cluster differences were investigated 

by using the non-parametric Kruskal-Wallis (1952) tests and Dunn’s (1961, 1964) tests 

with the Bonferroni correction for multiple testing. These were both conducted by using 

the dunn.test version 1.3.5 package of R. 

 

4 Results 

 

The results are reported in the following two sub-sections, of which the first focuses on 

finding the proper clustering solution and the second focuses on the potential cluster 

differences. 

 

4.1 Clustering Solution 

 

As mentioned above, the statistical evaluation of the clustering solutions and the selection 

of the suitable number of clusters (k) was based on the silhouette widths. The overall 

average silhouette widths of the clustering solutions with different values of k are reported 

in the silhouette plots presented in Figure 1. As can be seen, the overall average silhouette 

widths of the clustering solutions dropped sharply when the value of k exceeded four, 

suggesting that either a two-cluster, a three-cluster, or a four-cluster solution would be 

the most suitable one in strictly statistical terms. Of these, after considering also the 

interpretability of each solution, we decided to select the four-cluster solution because it 

was seen to give the best insight into the typical sales patterns of online stores in terms of 

not only the general trend in the sales but also the more specific seasonal sales variation. 

The silhouette plot of this four-cluster solution, which also reports both the size and the 

average silhouette width of each cluster, is presented in Figure 2. As can be seen, the sizes 

of all the four clusters were approximately equal. However, both the average silhouette 

widths of the clusters and the overall average silhouette width of the whole clustering 

solution remained relatively low, and all the clusters contained also objects with a 

negative silhouette width. This suggests that not all the clustered objects really fitted any 

of the four clusters. This cannot be seen as particularly surprising when considering that 

we were clustering real-life data in which the sales time series of individual stores were 

likely to vary considerably. 
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Figure 1: Overall average silhouette widths of the clustering solutions 

 

 
Figure 2: Silhouette widths and cluster sizes of the four-cluster solution 
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Figure 3: Time series selected as the cluster medoid and with the highest silhouette widths 

 

Figure 3 illustrates the four-cluster solution by presenting the for each cluster the sales 

time series selected as the cluster medoid and three additional sales time series with the 

highest silhouette widths. These represent the most typical sales patterns of each cluster. 

In the case of the first cluster, the cluster medoid is the fourth sales time series with the 

lowest silhouette width, whereas in the case of the other three clusters, the cluster medoid 

is the first sales time series with the highest silhouette width. The black curve represents 

the standardised monthly sales. In order to smooth local variations, also a blue LOESS 

curve and its 95 % confidence interval are presented (Cleveland, 1979; Cleveland & 

Devlin, 1988). As can be seen, there are considerable differences between the four 

clusters. The typical sales time series in the first cluster have a clear downward trend, 

whereas the typical sales time series in the fourth cluster have a clear upward trend. In 

contrast, the typical sales time series in the remaining two clusters are characterised by 

strong seasonal variation. In the case of the second cluster, there seems to be a sharp sales 
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peak timed at around Christmas, whereas in the case of the third cluster, the sales peaks 

seem to be less sharp and timed at the summer months. However, most importantly, in 

both these latter cases, the sales time series lack a clear upward or downward trend. 

 

4.2 Cluster Differences 

 

Table 1 reports the medians of 14 store parameters for the whole sample and for each of 

the four clusters as well as the differences between the sample median and the cluster 

medians in percentages. The store parameters include the monthly sales measured as both 

sales volume (N) and sales value (€) as well as the 12 key business and technical 

parameters. Respectively, Table 2 reports the results of the Kruskal-Wallis tests and the 

Dunn’s tests that were used to investigate the statistical significance of the differences in 

the cluster medians. 

 
Table 1: Sample and cluster medians of the store parameters 

 

Store parameter 
All Cluster 1 Cluster 2 Cluster 3 Cluster 4 

Median Median Difference Median Difference Median Difference Median Difference 

Monthly sales 

(N) 
34 27 -21 % 30 -12 % 31 -9 % 68 +100 % 

Monthly sales (€) 2,935 2,008 -32 % 1,937 -34 % 3,537 +21 % 6,230 +112 % 

Items 329 225 -32 % 241 -27 % 425 +29 % 770 +134 % 

Item variations 167 109 -35 % 152 -9 % 141 -16 % 214 +28 % 

Item categories 43 33 -23 % 32 -26 % 47 +9 % 61 +42 % 

Item images 679 539 -21 % 629 -7 % 614 -10 % 1,629 +140 % 

Campaigns 6 5 -17 % 5 -17 % 5 -17 % 8 +33 % 

Campaign items 101 62 -39 % 94 -7 % 94 -7 % 187 +85 % 

Banners 10 7 -30 % 10 0 % 8 -20 % 23 +130 % 

Payment methods 3 2 -33 % 3 0 % 3 0 % 3 0 % 

Shipping 

methods 
5 4 -20 % 6 +20 % 5 0 % 6 +20 % 

Customers 494 485 -2 % 383 -22 % 429 -13 % 710 +44 % 

E-mail 

subscribers 
412 436 +6 % 358 -13 % 355 -14 % 646 +57 % 

SMS subscribers 207 206 0 % 180 -13 % 189 -9 % 275 +33 % 
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Table 2: Results of the Kruskal-Wallis tests and the Dunn’s tests 

(*** = p < 0.001, ** = p < 0.01, * = p < 0.05, n.s. = statistically not significant) 

 

Store parameter 
Kruskal-Wallis test Dunn’s tests 

H df p 1 vs. 2 1 vs. 3 1 vs. 4 2 vs. 3 2 vs. 4 3 vs. 4 

Monthly sales (N) 493.009 3 *** n.s. n.s. *** n.s. *** *** 

Monthly sales (€) 656.341 3 *** n.s. *** *** *** *** *** 

Items 18.921 3 *** n.s. n.s. *** n.s. ** n.s. 

Item variations 3.749 3 n.s. n.s. n.s. n.s. n.s. n.s. n.s. 
Item categories 15.740 3 *** n.s. n.s. ** n.s. ** n.s. 

Item images 18.145 3 *** n.s. n.s. *** n.s. * * 

Campaigns 7.839 3 * n.s. n.s. n.s. n.s. n.s. n.s. 

Campaign items 9.828 3 * n.s. n.s. * n.s. n.s. n.s. 

Banners 24.578 3 *** n.s. n.s. *** n.s. ** ** 

Payment methods 7.226 3 n.s. n.s. n.s. n.s. n.s. n.s. n.s. 
Shipping methods 13.509 3 *** ** n.s. ** n.s. n.s. n.s. 

Customers 9.031 3 * n.s. n.s. n.s. n.s. n.s. * 

E-mail subscribers 9.843 3 * n.s. n.s. n.s. n.s. n.s. * 

SMS subscribers 5.755 3 n.s. n.s. n.s. n.s. n.s. n.s. n.s. 

 

As can be seen, statistically significant differences between the clusters were found in 

terms of all the store parameters except for the number of item variations, payment 

methods, and SMS subscribers. Most of the differences concerned the fourth cluster, 

which was found to have higher monthly sales measured as both sales volume and sales 

value as well as a higher number of item images and banners in comparison to all the 

other clusters. The fourth cluster was also found to have a higher number of items and 

item categories in comparison to the first and second cluster, a higher number of campaign 

items and shipping methods in comparison to the first cluster, and a higher number of 

customers and e-mail subscribers in comparison to the third cluster. In addition, a few 

differences were found between the other three clusters, of which the second cluster was 

found to have a higher number of shipping methods in comparison to the first cluster, 

whereas the third cluster was found to have higher monthly sales measured as sales value 

in comparison to the first and second cluster. 

 

5 Discussion and Conclusions 

 

In this explorative study, we aimed at identifying the most typical sales patterns of online 

stores operating in the B2C context. By segmenting the monthly sales time series of 399 

online stores with time series clustering, we were able to identify four approximately 

equally sized segments, each with its characteristic sales pattern. Two of the segments 

were characterised by a clear upward or downward trend in the sales, whereas the other 

two segments were characterised by strong seasonal sales variation. In one of the 

segments, the seasonal sales peaks lasted for about three or four months and were timed 

at the summer months, whereas in the other segment, they only lasted for about one or 

two months and were timed at around Christmas. However, most importantly, the two 

latter segments lacked a similar clear upward or downward trend in the sales that was 

found in the two former segments, meaning that the sales of the stores stayed about the 

same each year. Therefore, if the stores are aiming at increasing their sales in the long-
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term, it seems that they are likely to benefit from strategies that decrease their short-term 

sales variation. The explanation for this finding is most likely linked to the differences 

between the segments in terms of risk perceptions and investment propensity, which are 

traditionally expected to be inversely related (Caballero, 1991). The stores with low 

seasonal sales variation obviously operate in a more certain business environment, which 

can be expected to have a positive effect on their investment propensity and result in 

increased sales if the return on investment is positive (or decreased sales if the return on 

investment is negative). In contrast, the stores with high seasonal sales variation 

obviously operate in a more uncertain business environment, which can be expected to 

have a negative effect on their investment propensity and hinder their growth. For 

example, whereas the stores with steady sales have the chance to both identify the 

potential changes in their economic environment and assess their return on investment 

throughout the year, the stores with seasonal sales can typically do this only during the 

on-peak months. During the off-peak months, they can often only speculate with the 

future while waiting and preparing for the next sales peak. 

 

In addition, we investigated the potential differences between the online stores in each 

segment in terms of several store parameters. Here, especially the fourth segment was 

found to differ considerably from the other three segments. For example, the stores in the 

fourth segment were found to have higher monthly sales measured as both sales volume 

and sales value. Of course, this cannot be seen as particularly surprising when considering 

the clear upward trend in their sales. In addition, the stores in the fourth segment were 

found to be forerunners in terms of several other key business and technical parameters. 

These latter differences can be considered from two perspectives. 

 

On one hand, the differences between the stores in the fourth segment as well as the stores 

in the second and third segment can be seen as providing insights on the business and 

technical parameters that are most closely associated with the reduction of seasonal sales 

variation. For example, the stores in the fourth segment were found to have a higher 

number of items and item categories in their selection, especially in comparison to the 

stores in the second segment. This can be expected to offer them more opportunities for 

diversification in terms of having in their selection also items with less seasonal sales 

patterns or at least items with different kinds of seasonal sales patterns. The outcomes of 

this diversification are likely to be seen also in the fact that the stores in the fourth segment 

were found to have more banners and item images on their site as well as more registered 

customers and e-mail subscribers, especially in comparison to the stores in the third 

segment. After all, a more diverse item selection is likely to attract more customers to 

register to the store and subscribe to its newsletters. Respectively, a more diverse item 

selection not only offers the store more opportunities but also requires it to have more 

item images on its site and use more banner advertisement in order to gain attention for 

the individual items in its vast selection. 

 

On the other hand, the differences between the stores in the fourth segment and the stores 

in the first segment can be seen as providing insights on the business and technical 

parameters that are most closely associated with having an upward rather than a 
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downward trend in the sales. Many of these differences concerned the same parameters 

that were already discussed above. For example, the stores in the fourth segment were 

found to have more items and item categories in their selection as well as more item 

images and banners on their site also in comparison to the stores in the first segment. This 

would seem to suggest that these parameters are closely associated with not only reducing 

seasonal sales variation but also promoting the overall sales of the stores. This suggestion 

is supported by several prior studies. For example, the width and depth of the item 

selection have been found important especially from the perspective of capitalising the 

so-called “long tail” phenomenon (Anderson, 2006), which states that in many online 

stores, a considerable share of the sales comes not only from a few top items sold in high 

quantities but also from numerous niche items sold in low quantities individually, but in 

high quantities collectively. In turn, item images have been found important particularly 

in terms of promoting the flow of online shopping, the perceived usefulness of the stores, 

and the return intention to the stores through improved perceived diagnosticity (Jiang & 

Benbasat, 2004, 2007), whereas banner advertising has been found to positively affect 

purchase probabilities especially in the case of current customers (Manchanda et al., 

2006). In addition, differences were found in the number of campaign items and shipping 

methods, which were also found to be higher in the stores belonging to the fourth segment 

in comparison to the stores belonging to the first segment. These can be seen to highlight 

especially the importance of active marketing as well as offering consumers a wide range 

of alternatives in terms of delivering the purchased items. Interestingly, the range of 

alternatives in terms of paying for the purchased items seemed not to be as important. 

 

In addition to the aforementioned theoretical and practical insights concerning electronic 

commerce and online stores in particular, this study also contributes to IS research in 

general by providing an illustrative case example of a data analytics method for 

investigating the temporal dimension of various IS phenomena, which has often been 

overlooked in prior IS studies. For example, although time unarguably plays an important 

part in phenomena like technology acceptance and use, most prior studies, such as the 

numerous applications and extensions of the technology acceptance model (TAM) by 

Davis (1989) and the unified theory of acceptance and use of technology (UTAUT) by 

Venkatesh et al. (2003), have examined them only by using cross-sectional data collected 

at a single time point instead of longitudinal data collected at multiple time points. By 

analysing this kind of temporal data with time series clustering or other corresponding 

data analytics methods, more rigorous, relevant, and richer arguments can typically be 

made on the causalities concerning the phenomenon in question. For example, instead of 

treating IS usage as a simple dichotomous construct by dividing individuals into users 

and non-users, also the more complex differences in their temporal usage patterns can be 

considered. Therefore, backed by our positive experiences from this study, we strongly 

encourage their usage in future IS studies. 
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6 Limitations and Future Research 

 

We consider this study to have three main limitations. First, the analysed sales time series 

covered only a two-year period and were collected only from online stores operating 

mainly in the Finnish market. Therefore, it is impossible to say anything about the sales 

patters that exceed this two-year period or how generalisable the sales patterns found in 

this study are to other markets. Even the external validity of our sample to the Finnish 

market remains difficult to assess because although the 399 online stores included both 

very small and very large stores in the Finnish scale, there does not exist any reference 

statistics on the total number of online stores operating in the Finnish market or on their 

distributions in terms of sales volume and sales value. Second, we were not able to obtain 

from the partnering electronic commerce platform provider longitudinal data on the key 

business and technical parameters from the two-year period but only cross-sectional data 

from January 2018. Therefore, we can only make associative rather than causal claims on 

the relationships between the store parameters and the store sales. Third, we were also 

not able to obtain from the partnering electronic commerce platform provider data on 

whether all the stores had been open for the whole two-year period or whether some of 

them had been temporarily closed, for example, due to maintenance. This data could have 

obviously been used as a valuable control variable in our study. However, although such 

temporary suspensions were possible, we do not believe that any of them were 

particularly long-lasting because all the stores participating in the study had to have at 

least one sales transaction per month. 

 

Finally, it should be noted that in addition to clustering the sales time series in which the 

sales were measured as sales volume, we also replicated the clustering with the sales time 

series in which the sales were measured as sales value. This resulted in a three-cluster 

solution, in which the first three clusters were more or less identical to the ones of the 

aforementioned four-cluster solution, but the fourth cluster with the clear upward sales 

trend was missing. This would seem to suggest that even though some stores were able 

to grow their sales in terms of sales volume, this did not necessarily result in a similar 

growth in sales in terms of sales value, potentially due to the price erosion associated with 

the growing sales volumes. Whether such price erosion actually exists and how severe a 

problem it is for online stores, would be an interesting and important topic of future 

studies. 

 

Another potential path of future research would be to concentrate more precisely on the 

causal explanations for the sales patterns found in this study through a more thorough 

control of the store parameters. These parameters do not have to be strictly quantitative, 

as they were in this study, but they can also be more qualitative, such as assessments of 

the usability and aesthetics of the stores as well as information on the primary product or 

service segment in which the stores operate and their level of diversification. In addition, 

instead of investigating the sales patterns within one common time period, one could also 

investigate them within a certain time period since the opening of each store (e.g., the 

sales of the first year). 
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Abstract Mobile payment has been predicted to become the “new normal” 

in the payments industry. However, such predictions have hardly been 

realized in the Euro area, since most payments at the point of sale (POS) 

are still conducted in cash. Mobile payment represents a specific case of 

multi-sided markets, where the functioning of the whole market relies on 

the interaction between several players – in this case at least two, i.e. 

merchants and consumers – on a common platform. As such, every 

innovation that is brought to this market has to be adopted by both sides in 

order to be widely diffused. For the successful dissemination of mobile 

payment, however, it is important that merchants are among the early 

adopters, as merchants are the ones who directly cover the costs of the 

system. Nevertheless, despite its importance, extant research on mobile 

payment has often neglected the role of merchants. Our research in progress 

is set to investigate the main features of competition that will eventually 

stimulate merchants’ adoption of mobile payment at the POS. Empirical 

evidence will be provided via a survey targeting merchants with at least one 

physical POS. The results are expected to contribute to the literature on 

mobile payment, as well as that on the diffusion of innovations and multi-

sided markets.  
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1 Introduction 

 

The "use of a mobile device to initiate, authorize or confirm a financial transaction" (Au 

& Kauffman, 2008, p. 141) was introduced in the late 1990s (Dahlberg et al., 2015) and 

since then it has accompanied the evolution of mobile phones. Mobile payment is 

expected to take on a central role in the payments industry. Nevertheless, the majority of 

payments at point of sale (POS) in the Euro area are still made in cash (Esselink & 

Hernández, 2017).  

 

This low adoption of mobile payment is certainly not due to a lack of technological 

opportunities. In effect, a range of new technologies that seem suitable for facilitating this 

service already exists, especially considering innovations to be used at the POS, such as 

Near Field Communication and Quick Response codes. The low level of mobile payment 

adoption is, therefore, rather the result of other historical factors, such as (1) the absence 

of promising business models (Au & Kauffman, 2008; Ondrus et al., 2009; Pousttchi et 

al., 2009), (2) the main stakeholders’ inability to cooperate (Oczan & Santos, 2015; 

Pousttchi et al., 2009), and (3) the failure to generate network externalities among the 

participants (Apanasevic, 2013; Au & Kauffmann, 2008; Diniz et al., 2011; Lao & Liu, 

2011; Pousttchi, 2007).  

 

Like other multi-sided markets, such as credit card payments, the use of mobile payment 

relies on direct interaction between distinct agents (in particular, merchants and 

consumers) on a platform. For the successful diffusion of mobile payment, however, it is 

not only necessary to generate network externalities among the parties involved; it is also 

important that merchants are among the early adopters, as they appear to be the most 

important group for the whole adoption process (Dahlberg et al. 2008; Ondrus & 

Lyytinen, 2011; Ondrus & Pigneur, 2007; van der Heijden, 2002). Merchants are thought 

to be the ones who will decide the future of the system, since in the payments industry 

merchants are usually the party who directly cover the costs of the system, which are 

eventually passed on to consumers.  

 

Nevertheless, despite the importance of mobile payment, past research on the topic has 

often neglected the role of merchants, and knowledge about the merchants' adoption 

process is currently lacking (Dahlberg et al., 2015). Similarly, research on diffusion of 

innovations, as well as on multi-sided markets, has not provided dedicated insights about 

the aspects of competition that might play a role in the adoption of a new technology. The 

environmental context (Tornatzky & Fleischer, 1990), and in particular external pressure 

(Iacovou et al., 1995), has already been identified as a key factor stimulating the adoption 

of innovations. Nevertheless, environmental aspects represent only a minor factor 

influencing decision makers, as indicated in classical theories on the diffusion of 

innovations. In fact, further key factors need dedicated attention, especially when 

considering the role that the adoption of innovations can play in the creation of network 

externalities and the diffusion of innovations in multi-sided markets. Hence, our research 

in progress aims to contribute to this literature by analyzing the role that competition 

among merchants plays in the dissemination of mobile payment at the POS. Our research 
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project explicitly tries to answer the question: What are the key aspects of competition 

that motivate the adoption of mobile payment among merchants?  

 

Empirical evidence will be provided via a survey conducted among merchants with at 

least one physical POS. We plan to focus on Germany because around 80% of the total 

number of transactions made by consumers are still conducted in cash in this country 

(Esselink & Hernández, 2017), making it a suitable setting to answer the research question 

at the center of this project. Because mobile payment still represents an innovation for 

most merchants in this country, our study analyzes a payment system before it has gained 

widespread diffusion. This represents a valuable case through which to investigate the 

potential motivations to adopt mobile payment. Our research aims to add evidence to the 

stream of literature related to the diffusion of innovations and to multi-sided markets, in 

which the development of network externalities among participants is a necessary 

milestone for successful adoption. In particular, the results will contribute to 

understanding of key aspects of mobile payment diffusion. 

 

2 Theoretical Background  

 

Since its inception, mobile payment has been perceived as an innovation capable of 

providing new customer experiences. Advantages such as enhanced purchasing 

processes, as well as better benefits for consumers, have often been proposed as key 

within this argument. As such, mobile payment has attracted the interest of many 

companies and become the object of large investments. For instance, large groups such 

as Otto Group and Deutsche Telekom have founded their own ventures in an attempt to 

expand into this market. However, contrary to expectations, mobile payment has yet to 

really take off in Germany. 

 

Mobile payment can be identified as a particular example of a multi-sided market. A 

multi-sided market brings together agents from distinct groups via a common platform 

(Gazé & Vaubourg, 2011) where the exchange of products and services takes place. 

Consequently, the success of a multi-sided platform depends on direct interaction 

between the agents.  

 

The concept of network externalities (or consumption externalities, as per the original 

terminology) has been used to identify the increase in benefit that an agent derives from 

other agents joining the network (Katz & Shapiro, 1985). Network externalities can be 

distinguished into direct and indirect, depending on whether the increased number of new 

joiners that bring additional value come from the same group as the agent, or from a 

complementary group (Katz & Shapiro, 1985). Consequently, fertilization of the 

interdependence between merchants and consumers is important for reaching a critical 

mass of mobile payment adopters (Ondrus et al., 2015) at which a typical multi-sided 

market becomes self-sustained and the propensity toward establishing a specific standard 

is increased (Clements, 2004; Mahler & Rogers, 1999). 
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Conversely, a lack of participants may undermine the market existence. In the past, the 

low number of merchants adopting mobile payment technology resulted in a lack of 

customers willing to use it, and vice versa (van der Heijden, 2002). The subsequent 

slowdown effect generated a circumstance defined as a wait-and-see status (Goldenberg 

et al., 2010), in which potential users wait for the early adopters who will eventually 

develop more demand for the product or service. This status can ultimately lead to an 

increasing number of users abandoning the system if they wait too long for others to join, 

and eventually the network disappears (Evans, 2009; Ondrus et al., 2015).  

 

To overcome this standstill, a typical strategy adopted to further the dissemination of a 

new platform is to subsidize the product or service for one of the agent groups, and thus 

build a solid base that will make it attractive for the other side to join as well. This kind 

of strategy has been used by Diners Club, for instance, which gave its cardholders a card 

for free and let merchants indirectly bear the cost of it. Eventually, the large number of 

consumers adopting this card incentivized merchants to accept it in order to increase their 

customers' satisfaction. However, previous trials of mobile payment that followed a 

similar approach were ineffective, suggesting that there might be other reasons 

stimulating mobile payment adoption.  

 

Generally, theories about the diffusion and adoption of innovations can be divided 

between those centered on consumers and those embracing a firm perspective. A model 

clearly focusing on the diffusion of innovations at firm level is the Technology 

Organization Environment (TOE) framework (Tornatzky & Fleischer, 1990). The TOE 

identifies the technological context, the organizational context, and the environmental 

context as those aspects of a firm that play a relevant role for the adoption of innovations 

(Tornatzky & Fleischer, 1990). The model has been enhanced over time, and further 

aspects have been introduced to the framework. For instance, Iacovou et al. (1995) added 

organizational readiness, external pressure toward adoption, and perceived benefits as the 

main factors influencing the adoption of innovations among small firms. In particular, 

external pressure includes pressure from trading partners and competitors.  

 

Nevertheless, the influence that the behavior of competitors has on a decision maker 

represents only a minor factor in the above-mentioned theories concerning the diffusion 

of innovations. This study provides an important opportunity to generate further 

knowledge on the topic. Moreover, given the peculiarities of mobile payment as a multi-

sided market, the setting of this study adds a distinct perspective. Since the first 

publications focusing on multi-sided markets or platforms, literature on this topic has 

advanced. However, there are still aspects, such as competition, that need to be explored. 

Furthermore, with the increasing role of the “platform economy” and the dominance of 

platforms including Airbnb, Uber, etc. this research aims to address a topic that has highly 

important implications.  

 

The classical literature (on micro economics) has tended to propose competition as the 

main factor forcing companies to reduce their surplus and eventually pass it on to 

consumers. Furthermore, a blind observer might even believe that competition is the force 
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shaping companies’ behavior. Nevertheless, the role of competition can be less intuitive 

than expected (Dufwenberg & Gneezy, 2000). For instance, whether competition will 

provide incentives for managers to perform better is still a matter of debate in the literature 

(Karuna, 2007). Likewise, it remains unclear whether competition stimulates investments 

(Yang et al., 2015). Yet, as for other kinds of innovation (Iacovou et al., 1995), we 

hypothesize that external pressure exercised by competitors will stimulate decision 

makers to embrace mobile payment. We then try to expand this concept in order to better 

define which aspects of competition might be important for the adoption of mobile 

payment.  

 

3 Methodology 

 

Via a thorough analysis of previous studies focusing on competition, we identified the 

most relevant theories that could be applied in our setting. We then developed a specific 

questionnaire that we tested via interviews and an initial online survey among a small 

sample of merchants. The main aspects of competition addressed in the questionnaire 

were intensity of competition, competitors' orientation, competitors' innovation 

propensity, spatial proximity, and organizational proximity to competitors. While 

intensity of competition is used as an independent variable impacting the adoption of 

mobile payment, the other factors are used as moderators of this relationship. This 

implies, in addition to the central hypothesis that a more competitive environment will 

stimulate the adoption of mobile payment, that competitors' propensity to innovate, being 

acquainted with competitors' moves, having shops in similar locations, and perceiving 

competitors as similar organizations to one another will positively moderate this impact. 

In addition, the costs of introducing mobile payment are included as a further moderating 

variable, since costs often represent a critical motive in investment decisions. The 

questionnaire ended with questions on the merchants’ background information. Answers 

to the questions were based on a seven-point Likert scale ranging from strongly disagree 

to strongly agree. The model used for this research is illustrated in Figure 1.  

  

 
Figure 14: Model used for developing the questionnaire 

 

To test the suitability of the questionnaire, first, interviews were conducted with 

merchants having a physical POS in Germany. Second, a test was conducted among 26 

merchants responding to the questionnaire via an online tool. The results of both were 

used to refine the questionnaire and eliminate any misunderstandings of the text. In the 
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next step of our project, the survey will be mailed to a representative number of merchants 

with a physical POS in Germany. 

 

4 Conclusions 

 

Mobile payment has long been predicted to revolutionize the payments industry. 

Nevertheless, in Germany and in most other European countries, the majority of payments 

at the POS are still conducted in cash. Mobile payment represents a specific example of 

a platform for a multi-sided market in which merchants and consumers are expected to 

interact. Importantly, however, the success of a platform depends on the network 

externalities that can be created among and between the different sides. Since merchants 

have been identified as the main agents determining the diffusion of mobile payment, this 

research aims to contribute to the literature on mobile payment through an analysis of 

specific aspects of competition that are hypothesized to impact the adoption of mobile 

payment among merchants. Figure 2 describes the status of this project and the course of 

action that will be taken until completion.  

 

 
 

Figure 15: Steps of the research project 
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Abstract Ways to influence emotions have always been an area of interest 

within the scientific community. The objective of this research is to find the 

role of technology in order to improve emotional wellness for the elderly 

population. We conducted a qualitative and quantitative study with the help 

of interviews and a survey. A sample of 24 respondents is selected 

randomly from the elderly population. The results showed a strong 

correlation between emotional, psychological and social wellness 

dimensions and elders comfort with the use of technology. Based on our 

study, we present a co-creation model to design wearables for monitoring 

and improving emotional wellness for elderly. There is a need for focused 

efforts to develop digital interventions for emotional wellness for elderly. 

It is important to include elders as co-designers to form effective solutions 

for elderly through a co-creation process.  
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1 Introduction 

 

The emotional wellness of individuals emphasizes the importance of a positive outlook 

towards life circumstances, the capability to cope with stress and ability to maintain 

fulfilling relationships with others (Foster and Keller, 2007). With age, several factors 

contribute towards the emotional wellness of an individual, for example, loneliness, 

isolation etc. In addition, deteriorating health conditions may add extra stress to older 

adults (Garzo et al., 2010). WHO defines the mental health of individuals as an equally 

contributing part of the overall wellness of an individual and considers emotional 

wellness as one of the most important and overlooked parts of overall health (WHO,2010). 

In recent years, we have seen a significant increase in efforts by individuals and healthcare 

sectors to promote digital solutions to increase overall wellness. The digital intervention 

to improve the emotional wellness of older adults is still an underexplored area (Warraich 

and Rauf,2017). Research shows that emotional self-regulation helps to improve the 

quality of life in patients with different medical problems, like diabetes, immune 

functions, etc. (McCraty et al., 2010).  

 

The need to provide digital interventions for emotional wellness is further highlighted as 

the segment which needs mental and emotional support is becoming large worldwide. 

According to Techcrunch (Techcrunch, 2017), in the year 2015, market sizes (USD) for 

meditation was 1 billion, yoga was 27 billion, addiction treatment was 35 billion, self-

help was 10 billion and budget related to depression, stress and anxiety drugs was 22 

billion. The annual cost of stress in the US alone is estimated to be 300 billion 

(Techcrunch, 2017). Regardless of this, 27% of the population living in EU countries 

have mental health issues. Out of this number, 74% of the patients are not getting any 

treatment or care services (Schoenberg, et al., 2014). The increase in stress across 

countries, cultures, and ages is creating high impact on healthcare cost. This, when 

combined with the aging problem which is growing worldwide (Sell et al., 2017), 

motivates the need for focused and efficient approaches to developing a digital solution 

for the elderly. In addition, when it comes to emotional wellness of older adults, their 

emotional health propagates to their caregivers (friends and families) creating negative 

feelings in individuals. Thus, the emotional wellness of elders provides an important 

measure of the wellness of a society. 

 

Many software applications and digital devices currently exist that track activities, sleep 

quality, breathing patterns and other attributes of individuals to assist in improving the 

wellness of an individual e.g. Fitbit, Jawbon, Apple watch etc. Most of these digital 

interventions do not consider the needs of elderly which are entirely different from 

another age group. 

 

In this paper, we study the emotional wellness of elders to identify factors that can 

contribute to the development of digital interventions for the elderly. We adopt the 

strategy for value co-creation by identifying the factors that contribute to emotional 

wellness of elders. We carry out with questionnaires and interviews and subsequently 

match with the outcome functionality offered by wearables. The process of value co-
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creation emphasizes joint target sets for the entire process that give benefits to both the 

service providers and consumers of the service (Vargo et al. 2008). In doing so, we 

involve the target of our wellness services, i.e. the elder population as co-designers of the 

service. Co-designer is one of the co-creation approaches in which the users of the service 

are involved in the design of the service (Voorberg et al., 2015). 

 

The paper is organized as follows: Section 2 explains motivation. Section 3 and section 4 

explains research questions and research methodology respectively. The results of this 

research, on the basis of the research questions that we have formulated, are in section 5. 

In section 6, we discuss what we learned from the review and section 7 presents a co-

creation model. Section 8 concludes the paper and discusses our future work. 

 

2 Wearables and Emotional wellness 

 

2.1 Technology 

 

Plenty of areas are emerging on the Internet.  One of them is the Internet of the Future 

context which is known as Web Squared (Web 2.0) (O’Reilly and Battelle, 2009). The 

aim of web squared is to integrate web and sensing technologies together, to enrich the 

content. This is obtained with the help of information of user collected from the sensors 

(microphone, cameras, GPS, etc.) deployed in the user terminals. Web Squared can be 

one of the applications running on IoT (Internet of Things). IoT is connecting physical 

world of things with the virtual world of the Internet with the help of RFID, sensors, 

wireless communication devices and the software and the hardware platforms (Attridge 

et al., 2013). Wearables are increasingly being used as technological interventions to 

connect human world to virtual world through the use of sensors. Wearables refer to small 

electronic devices that are used as accessories that enable processing of personalized 

information (Sazonov et al., 2014).  Technology interventions can improve user’s 

wellness. They are very helpful in cost reduction for social services, medical care and 

furthermore, important technological remedies with different applications and devices are 

verified for decrease in mortality and increase in the quality of life (Schwartz and 

Andrasik, 2017). We are now living in a time where people can get their personal, real-

time insights about stress, increase in heart rate, breathing and even headaches. Technical 

devices are acting like a coach (Tracker, 2017). According to WSJ, technology and 

innovations can make life better, though at the same time aging population and the right 

use of technology to make it more productive poses many challenges (WSJ, 2017). 

 

2.2 Human emotions and technology 

 

There are many wearables in the market and it is not easy to select the best wearable. Best 

activity tracker is based on the user needs. The wearable technology market is drastically 

increasing. In the year 2012, wearable technology revenue was approximately 8.5 billion 

dollars with 96 million devices (Techcrunch, 2017). By the year 2019, the revenue is 

expected to be 32 billion dollars with more than 230 million devices. Wellness wearables 

are attracting both individuals and organizations. All wearable supporting technologies 
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are playing an important role in the growth of these wearables. Applications where users 

can view the status of their activities and give them targets are a great support for 

wearable. Different physiological signs (e.g., facial muscle tension, blood volume 

pressure, skin conductance which measures electro-dermal activity, etc.) can be collected 

using wearables and sensors (Picard et al., 2001). This data can be interpreted as 

emotional data and analysed further by experts or intelligent applications to provide 

recommendations to users to improve their emotional wellness. The work presented by 

(Farooq et al., 2011) and (Korda and Itani, 2013) also show how physical health relates 

to mental health and emotional states. Sanches et al. (2010) presented stress management 

applications based on wearable biosensors. Their work suggests that instead of taking an 

expert role in interpreting bodily data, users should be mirrored back the short-term stress 

reactions to help them manage their stress better as every individual has a different stress 

coping ability. 

 

There exists a considerable amount of research articles that address emotional wellness 

with wearables; however, most of them discussed this provision for the general audience 

e.g. (Sanches et al., 2010). Researchers discuss the provision of emotional wellness to 

individuals, however, when it comes to validation of the works, authors mostly validate 

their work on young adults or population in general e.g., (Gruebler and Suzuki 2014), 

(Majoe et al. 2007), Tajadura et al. 2015). Providing one-size-fits-all solutions, however, 

may not yield the best possible results nor can they fully exploit the potential that 

wearables have to offer. The complexities of human emotions have been explored by 

technologists for decades. The concept of using technology to monitor things like stress 

and happiness is not new. Many consumer technology products are developed with 

advanced biometric sensors so that they can seamlessly synthesize complex information 

taken from our bodies, minds and digital habits. Currently, some devices which are 

mainly designed to measure emotions are: 

Spire Stone: Spire stone is a small molten rock which can be attached to a waistband and 

women can use with the bra strap. It uses your breathing patterns to determine if you are 

feeling calm, focused or tense (Spire, 2018). 

Muse: It is a brain-sensing headband and it tells how to overcome distraction and provide 

real-time information (Muse, 2018). 

Feel: A bracelet which uses body temperature, heart rate, and skin conductance to track 

emotion and provide information about better wellness (Feel,2018). 

Bellabeat Leaf Urban: A bracelet, necklace or clip for women that measures stress, 

breathing patterns, sleep quality and tracks menstrual and ovulation cycles (Bell,2018).  

Pip: It monitors changes in skin pores to track stress levels and then recommends 

strategies to reduce stress through activities in its companion applications (Thepip, 2018). 

Emotional wellness is subjective in nature and different individuals may have different 

reactions and coping abilities to untoward incidents in life. This is the reason, we can find 

many studies in the literature that provide targeted approaches that cater to different target 

groups,  e.g., those that provide emotional wellness using wearables at work(Hänsel et 

al., 2016),  in sports, e.g., (Jones et al., 2016) and for young adults e.g., (Fahim et al. 

2014). However, there is an obvious research gap in research for wearables that address 

emotional wellness for the elderly (Warraich and Rauf 2017). 
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There are many health and wellness services in general that elderly population may use. 

However, we need to identify the need, as we know elderly people cannot perform 

physical activities as young people can do. People of this age have memory problems 

(dementia), lack of social interaction, mental wellness issues etc. These issues can be 

addressed and resolved by engaging them in physical, social and intellectual activities. 

 

2.3 Needs and solutions 

 

As more and more players arise in this space of emotional technology, the challenge is to 

discover novel ways to address the needs of digital devices that integrate well with user 

routines and behaviours. 

 

Wellness service providers are providing customer solutions in order to monitor user’s 

daily activities, sleep patterns and suggesting and guiding users accordingly. It is needed 

that these wellness activities should become a part of the users daily routine, i.e., healthy 

eating, healthy workout, and daily scheduling, socialization so that they remain active and 

healthy even in their later stages of life. Engaging in healthy behaviours, scheduled daily 

routines, and physical activities are part of wellness services that can slow functional 

decline in human behaviour and improve quality of life. Wellness services can assist in 

quitting different habits like smoking, drinking etc. 

 

3 Research Questions 

 

Based on our study of the literature, we identified the following objective and research 

questions for our study. Our primary objective is to identify factors that can contribute 

towards the emotional wellness of elderly with the help of digital technology. With this 

objective, we formulate the following research questions: 

 What kinds of emotions are typical for the elderly? 

 Does emotional wellness have any relations to psychological and social 

wellness? 

 Can we use digital technology to improve emotional wellness? 

 What could be a co-creation model for wellness wearables? 

 

4 Research Methodology 

 

In order to find answers to these research questions, we follow a two-step approach to 

study the factors that affect emotional wellness of elderly. In the first step, we conduct 

survey with a group of elders to get some understanding of their emotional, psychological 

and social wellness. In the second, step, we conduct interviews with the same participants 

to get a better understanding of their emotional wellness. The first step qualifies towards 

the quantitative study and the second step provides the qualitative study of the research 

problem. The details of the study are given below. 

 

  



520 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

M. U. Warraich, I. Rauf & A. Sell: Co-creation Model to Design Wearables for Emotional Wellness 

of Elderly 

 

4.1 Participants 

 

The participants of the study are elders from an elder meet-up place in Turku, Finland. In 

total 24 respondents participated in the study. All the respondent were volunteers and 

their permission was taken for this research study. We visited that place four times in 

order to complete the survey and interviews. Of 24 respondents, 14 were female and 10 

were male. The average age was 68 years and the range was from 50 to 81. All the 

participants were familiar with the use of computers.  

 

4.2 Survey 

 

The survey was carried out with a questionnaire to collect data on the perceived 

understanding of elders on emotional, psychological and social wellness, followed by the 

questions on the use of technology. Emotional wellness recognizes the positive sense of 

self-regard, psychological wellness addresses one’s perception that he/she will 

experience positive outcomes to the events and circumstances of life and the social 

wellness is defined as the perception of having support available from family or friends 

in times of need and the perception of being a valued support provider (PWS). 

 

The questionnaire had 20 questions: the wellness dimensions questions were 18 in total 

with 6 questions in each dimension and 2 questions were for the use of technology. The 

questions are scored from 1, “Strongly disagree” to 6, “Strongly agree” (Matell et al., 

1972). The wellness dimension questions were from the Perceived Wellness Survey 

(PWS) presented by Adams et al. (1997). The PWS survey has been widely used in the 

literature e.g. (Carter, 2004) (Bezner and Hunter, 2001). 

 

4.3 Interviews 

 

The questionnaire was followed by individual interviews of the participants. The semi 

structured interviews (design research) were conducted with open-ended questions and 

the interviewer made notes on the answers and their general behaviour towards the study, 

i.e. how willing they were to share their personal information. The interview questions 

are formulated to study participant’s interest towards various interventions of wellness 

and self-awareness. 

 

4.4 Threats to Validity 

 

The survey and the interviews were conducted with utmost care to get clear insights into 

the factors influencing emotional wellness and the elder’s attitudes towards technology; 

however, there may be certain things that may effect the validity of the results. 

 

The participants of the study are all from socially and financially independent segments 

of the society. These participants were selected to see the behaviour, habits and mental 

state of individuals from a ‘happy’ society. The selection of the participants may affect 
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the results; however, utmost care has been taken to involve participants from both genders 

and covering a relatively-wide range for elderly, in order to better reflect the society. 

In addition, small sample sizes reduce the power of tests and increases the margin of error. 

The can make the results meaningless. However, we try to address this by reducing the 

diversity of the study participants.  

 

5 Results 

 

5.1 Survey Results 

 

The survey results show a strong correlation between emotional and psychological 

wellness, (0.6), emotional and social wellness (0.55) and psychological and emotional 

wellness (0.65). This means that all these factors collectively affect an individual’s 

outlook towards life. 

 

We further analysed the results of questions individually for each dimension. 

Collectively, on average the answers of participants for each dimension were above 4. 

This means that the participants generally perceived themselves to be emotionally, 

socially and psychologically well. We further divided our participant's data into two 

categories Gender-wise, and Age-wise, < 70 and >= 70. The results of the questions are 

shown in Figure 1. 

 

 
Figure 1: Results of survey-(Left) Gender-wise (Right) Age-wise 

 

Gender-wise 

We compared the average answers for each dimension gender-wise. While both the 

genders scored almost the same on psychological (F=4.1, M=4.2) and social (F=4.53, 

M=4.50) wellness, the female participants scored relatively less than male on emotional 

wellness (F=3.8, M=4.4). The question that scored the least for the female was: I will 

always be secure with who I am. Females also generally scored less in all the other 

questions of emotional wellness, compared to male participants. The male group scored 

highest on the question, “In general, I feel confident about my abilities”, whereas this 

question scored second lowest in the female. 
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Age-wise 

The age-wise categorization was done as < 70 and >= 70. This categorization was done 

to reflect a difference between data of elderly in both early and later stages of aging. The 

elderly group that is also known as the young-elderly age group (Carlsson and Walden, 

2015) (Warraich, 2016) is generally found to be the healthier portion of the elderly 

population that has not declined in their cognitive and functional abilities. The 

distribution of data, with 70 as the middle line, also resulted in an equal number of 

participants in both categories. The average answers on each dimension were scored as: 

Psychological: < 70: 3.95, >= 70: 4.18, Emotional: < 70: 3.9, >= 70: 4.21, Social: < 70: 

4.45, >= 70: 4.45. 

 

Thus both categories, generally scored equal in all the dimensions, indicating a healthy 

society with a good social care system. 

 

5.2 Results of Digital Use 

 

According to Duh et al. elderly can benefit from engaging with technology. They need 

more attention to get familiar with the use of technology. Ijsselsteijn et al. (2007) 

suggested a digital interface game design in which they hade addressed the functional 

limitations with age. They also explained the requirements to design digital interface for 

elderly, which can be enjoyable and easy to use. In this work, to study the role of 

technology for the elders, the following two questions were asked: “Do you think that the 

use of technology distracts you?” and “Do you think technology/social media is the only 

reason that you are in touch with your friends?”. These questions were asked to see 

whether technology has positive or negative effects on this age-group and to study their 

use of technology. 

 

The results showed that technology does not have a negative effect on this age group. In 

the current era of digital revolution, technology is said to play a critical role for the lost 

of focus and distraction in the younger generation. However, since the elderly age-group 

has lived their lives before the digital-boom age, the use of technology does not have an 

adverse effect on them and they can use it more intelligibly. This is an important finding 

since all the elder that were part of the group were educated and computer literate giving 

them enough hands-on on today’s technology. Despite this, the elders did not feel that 

technology distracts them. 

 

In addition, although the role of social media in people’s life is increasing, the elders did 

not consider that it to play any major role in staying close to their friends.  
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5.3 Interview Results 

 

The interviews were carried out with open-questions and asked the interviewees about 

the activities that made them feel better, their willingness to seek emotional support when 

necessary and the means of such support and also their attitudes towards adopting new 

healthy habits. 

 

The analysis of interview answers showed a wide range of activities that elders 

participated in to feel better. These activities generally included physical activities like 

exercising and walking, mental activities like listening to music, yoga, painting etc. Most 

of all elders participated in social activities that included meeting friends and doing 

volunteer work. People at this age also visit church or other religious places in order to 

improve their spiritual wellness. Figure 2 shows a ‘word cloud’ of the activities 

mentioned by the participants of the study. A word cloud emphasizes the words based on 

the frequency and their occurrences. Figure 2 shows that socializing with friends 

dominated all the activities that elders participated in to get emotional support. 

 

 
 

Figure 2: Word cloud of the activities that elder’s engage 

 

We observed that for emotional support, elders generally talked with their friends, or 

family members, in most cases grandchildren or they participated in religious or 

meditation activities. The majority of the participants also showed interest in identifying 

and adopting new healthy habits. The general observation by the interviewer also showed 

that elders were talking about technology, smartphones, social media and computers. 

They were technology friendly and wanted to learn and experience new services and were 

also willing to change habits if they are healthy for them. 
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6 Discussion 

 

In this section, we attempt to answer the research questions in the light of study result. 

 

6.1 Emotions Experienced by Elders 

 

Elders belong to the age group of society who are generally not active contributors to 

society and are going through the aging process. This can lead to emotionally unwell 

elders which can lead to physical and social problems. However, our study indicates that 

if the elders are offered means to stay active, their emotional wellness can be more stable 

than that of the middle-aged and young adults. This is further supported by (Warraich and 

Rauf, 2017) in which elders were found to be more emotionally and psychologically well 

than other age groups. This can be linked to the fact that with age, people’s expectations 

towards life become less and they learn to be satisfied with what they have compared to 

younger adults who are expecting more from life and get disappointed on getting results 

(Etxeberria et al., 2017). This is also evident from our survey results in which the question 

“In the past, I have expected the best.” scored the lowest among all questions showing 

disappointment. 

 

6.2 Emotional vs. Social vs. Psychological Wellness 

 

The three dimensions studied show strong correlation with the limitations of small 

samples. We looked at each individual data in detail to find out values that did not 

correlate well with each other, i.e., scoring high in one dimension and not in the other. 

We found that those participants that did not mention involvement in any activity did not 

seek emotional support or did not show any interest in improving current habits, scored 

considerably lower in all or more than one of the wellness dimensions studied, compared 

to more active participants. 

 

6.3 Role of Digital Technology for Emotional Wellness 

 

The use of digital technology, in the lives of elders is very selective and they are not very 

aware of the functionality and use of technology. The limited use of technology is evident 

from the survey results. The elders in the study are willing to change their habits to 

improve their overall health. Thus, we see that the limited use of technology but a 

willingness to change one’s behavior for better physical and mental health provides good 

opportunities for digital intervention to improve emotional wellness. 

 

7 Reflections on Sample 

 

The participants of our study are taken from a meet-up place for elderly that is allocated 

by the city of Turku in Finland. Finland is among the world’s best places for the wellness 

of elderly (Kang et al., 2008). The elders in Finland have more access to social benefits 

including services like meet-up benefits, financial support, etc. For this reason, we believe 

that our study with elders generally showed positive results for emotional, psychological 
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and social wellness. From the reflections of the participants, we identified attributes that 

can contribute to developing a co-creation model for wearables for the elderly.  

 

8 Co-Creation Model 

 
 

Figure 3: Co-creation Model for Wearables for Elderly  

 

The value co-creation provides opportunities for digital services that benefit both the 

service provider and consumer of the service, emphasizing joint target sets for the entire 

process (Vargo et al. 2008), (payne et al. 2008). Based on our studies and reviewed 

literature, we propose a co-creation model for wearables for elderly. Below, we discuss 

the factors identified: 

 

Unobstructive: Our user studies show that elders are comfortable with technology, 

however, since they are from the pre-digital boom era, they do not rely much on 

technology and they do not find it distracting. This implies that a technology intervention 

that could be obstructive in their daily life and could distract them continuously may not 

be adopted or welcomed by the elderly. Wearables can be designed to be unobstructive 

as a passive recorder of individual’s activities and to notify or interact with the user when 

important.  

Social Needs: The word cloud in Figure 2 shows ‘friends’ as the main intervention that 

elders use to feel better, followed by ‘talking’ and ‘walking’. This shows that elders put 

a lot of emphasis on their social needs; interacting with friends and talking about their 

problems to friends and family. Thus, the wearables should be designed in such a way 

that they fulfill the social needs of adults without being distracting, uncomfortable and 

obstructive. 

Deployment Strategies: Adoption of wearables is significantly affected by the 

deployment strategies used to encourage users towards their use. Preusse et al. (2017) 

suggests deployment strategies for wearable activity trackers like creating tutorial videos 

that facilitate the learning of new/ difficult features, allowing trial-of-use periods etc. 

These deployment strategies should be customized towards elders. At a certain age, 

elderly people may develop bad eyesight, arthritis and stability problems among others.  
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The elderly person may not be able to hold a mouse, click a mouse or press a button. Their 

performance on a computer is generally slower. Similarly, the design of wearables and 

their use can be complex or simple. Elders should be encouraged to participate in 

technology-related interventions. They can embrace different information technology 

applications if given appropriate and customized training. The interventions should be 

designed with hardware and software features that address potential functional limitations 

and inexperience of elders with wearables as digital interventions. 

Usability: Most interfaces proposed so far for smart watches offer limited accessibility 

to older adults: screens are small and the information is often shown with small 

characters; small buttons are used to navigate in the interface. Differences between 

younger and older people should be taken into consideration during application 

development (Hough and Kobylanski, 2009). Designing an interface that takes into 

account common impairments of older adults is important to increase the desirability of 

the whole product. Choosing the best modalities to interact with the wearables could 

reduce errors and thus frustration during the utilization. In order to figure out user need 

and design applications according to his/her desires, it is important to know what is 

needed by analyzing user behavior. Joe et al. (2016) described older adult’s behavior 

towards multifunctional technology and expectations and preferences that can maximize 

the usability of the technologies. It has been concluded that participants are positive 

toward a multifunctional wellness tool and users are willing to use it if they can have 

reliable health-related information on the device. Changes in behavior and lifestyle is a 

long-term process endeavor that permeates daily life (Consolvo et al., 2009). If designers 

have not done it properly then it will result in abandoned technology. Technology has 

high potential to support and motivate healthy living (Grimes et al., 2010). 

Trust: An important point observed during our interview sessions was that elders were 

generally restrictive to talk about their emotional wellness. The developed digital 

intervention should be able to keep users motivated in the management of their wellness 

while also developing user trust in its use. Changes in behavior, routines and habits can 

be changed with time but an important aspect which needs to be addressed is trust.  

Personalized thresholds: Existing digital interventions mostly generalize the treatment 

and recommendations or ask too many questions to personalize the experience that affects 

their usability. However, emotional wellness of an individual depends on various factors 

that may differ from one individual to another. Different aspects of one's personality, 

environmental factors, and behavior traits may affect the well-being of an individual and 

all the features collectively affect the emotional wellness (Foster and Keller, 2007). 

Wearable activity trackers, as technical interventions, have great potential to influence 

wellness of individuals in everyday life as they provide means to collect, quantify, analyze 

and monitor different attributes of the wearer and her environment. Thus, they can help 

to provide personalized wellness services to wearers. It is important that the analysis of 

the personal data of individuals is done on the thresholds suitable for elders since physical 

threshold values may vary with age.  
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9 Conclusion and Future Work 

 

The elder population is increasing worldwide. It is important to address the emotional 

wellness of elders, which is an under-researched area since emotional wellness has 

propagating effects on other dimensions for wellness. In addition, low emotional wellness 

of elders cause negative feeling on their caregivers as well. Elders are generally 

considered to be challenging and it becomes difficult to change their habits and addictions 

with age. Loneliness is playing an important role in worsening the overall condition of 

elders. In this paper, we study different dimensions of wellness related to the mental 

health of elders and also their attitudes to digital technology. Our study indicates positive 

results and based on that we identify contributing factors that affect the emotional 

wellness of individuals. We present a co-creation model for wearables that contribute to 

emotional wellness of elderly. 

 

The participants of the study are from Finland that is considered one of the best places in 

the world for the wellness of elderly; therefore, it is not possible to generalize the 

conclusions for older people across all of Europe. However, based on the lessons learnt 

from the study, different factors can be identified to develop digital interventions for 

emotional wellness of elderly. Further study designs can expand and include participants 

from different cultures in order to reach deeper conclusions. 
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Abstract Many organizations are striving for a structural and professional 

approach toward business information management (BIM). With help of 

BiSL they can shape the BIM responsibilities and processes, but they 

struggle with the required capacity for the BIM activities necessary for their 

particular situation. Therefore, research was started to develop an 

instrument to determine the required capacity of the BIM activities in an 

organization. In this paper the construction of the instrument will be 

described. A limited set of factors may be of importance to identify the 

required capacity of BIM activities that is needed: complexity of business 

processes, complexity of IS/IT, dynamics of the organization and its 

environment and the size of the organization are examples of relevant 

factors. However, factors that appear relevant may prove useless in practice 

due to the fact that organizations have no data on these indicators available. 

Furthermore, the relationships between the present and desired quality of 

information and information services are part of the instrument. The 

instrument was tested in practice to determine the usefulness. The results 

show that the instrument has the potential to determine the required 

capacity of BIM.  
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1 Introduction 

 

Information systems and information technology (IS/IT) have a still increasing impact on 

organizations. IS/IT is becoming a crucial factor to more and more organizations by 

penetrating into the core of organizational performance (Markus and Loebbecke, 2013). 

Usage of IS/IT is still growing, as are the expenditures on IS/IT. Management of IS/IT is 

considered pivotal in ensuring successful use of IS/IT in organizations (Pult, 2013). From 

a business point of view management of IS/IT is responsible for a wide range of activities, 

from system initiation through design and implementation to direction of deployment and 

use (Booth and Philips, 2005). This comprises the care for the entire lifecycle of IS/IT.  

To provide guidance for this crucial responsibility, in 2005 the Business information 

Services Library (BiSL) was published (Van der Pols, Donatz, Van Outvorst, 2012). BiSL 

describes a framework for business information management and has developed to an 

industry standard for business information management in the Netherlands. BiSL was 

developed for different purposes, such as an instrument for professionalization, 

establishing a common vocabulary for the field of business information management, and 

to create a connection between information strategy/governance and operational business 

information administration. Many organizations are striving for a structural and 

professional approach toward business information management (BIM). With help of 

BiSL they can shape the BIM responsibilities and processes, but they struggle with the 

question of the required capacity of the BIM department in order to deploy all activities 

necessary for their particular situation. This issue leads to the following questions in this 

research:  

 Which activities must be taken into account to determine the capacity of the BIM 

department? 

 Which factors are relevant with data available to determine the capacity of the 

BIM department? 

 How can service quality of the BIM department be measured? 

 

In the next section we discuss how the instrument to determine the required capacity of 

BIM is constructed and some results to validate the instrument. 

 

2 Theoretical Background  

 

2.1 Required Capacity Factors of Business Information Management 

 

In the domain of Business Information Management several studies have been carried out 

to determine the required capacity for the BIM department. These studies are discussed 

and summarized by Van Outvorst, De Vries and De Waal (cf. Van Outvorst, De Vries 

and De Waal, 2016),  Based on these studies and theories, a set of 20 factors were 

classified in three main categories: 1) complexity of the user organization, 2) complexity 

of the BIM department, and 3) complexity of the information systems landscape (Van 

Outvorst, De Vries and De Waal, 2016). Their research showed that the three categories 

were useful and usable to determine the required capacity of BIM. However, there were 

also some points of attention. In practice it turns out that not every factor within one of 
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the three categories leads to sufficient data. Organizations do collect a lot of data in this 

area, but not all data were found suitable for the purpose to determine the required 

capacity. Therefore, further research was necessary to define the ultimate set of factors 

on each of the three categories.  

 

To determine these factors expert interviews were conducted with three professionals in 

the field of BIM. Two of these experts were found by mediation of the ASL BiSL 

Foundation which is a Dutch society that aims to improve professionalism in the field of 

business information management. A third expert was found within the working 

organization of the Utrecht University of Applied Science. So one expert was employed 

in an educational organization, one in a government organization, and one in a financial 

institution. All persons had more than ten years of experience in the field and work for a 

large organization. During the three interviews the 20 factors were assessed on relevance 

and availability of data. For the interviews a semi structured questionnaire was used to 

ensure that in all interviews all 20 thought-to-be relevant factors were addressed in a 

similar way. Besides focus on the 20 factors the interviews also gave room to the experts 

to bring in additional factors and other relevant issues. All interviews were tape-recorded 

and fully transcribed (Patton, 2002). After the expert interviews, the findings were 

classified by two junior and two senior researchers, by using the following schema: 0 = 

not mentioned properly, 1 = not relevant, 2 = moderately relevant, and 3 = highly relevant. 

After the factors of each experts were classified, the average score was calculated. A 

factor with a score of 2.3 or more was rated as relevant. In the same way, from the selected 

factors the availability of data was classified. The classification schema was in this case: 

0 = not mentioned properly, 1 = not available, 2 = moderately available, and 3 = highly 

available. Factors with a score of 2.0 were rated as sufficient availability of data. 
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Table 1: Relevance and data availability of factors 

 

Factor Relevant Data Available 

Number of applications 2,7 2,7 

Number of business domains 1,3   

Number of projects 1,3   

Annual budget for changes 1,7   

Number of end users 2,7 3,0 

Functional stability of applications 3,0 2,0 

Technical stability of applications 2,3 2,0 

Number of (sub) processes 3,0 2,3 

Size and Impact of business domain 1,7   

Stability of business domains 2,0   

Number of stakeholders 3,0 2,0 

Maturity of BIM responsibility 2,0   

Size of projects 2,3 2,3 

Success rate of projects 1,5   

Maturity of project management 2,3 1,7 

Maturity of user organization 3,0 1,7 

Organization of the BIM responsibility 1,7   

Information intensity in primary process 2,7 1,0 

Ratio customization or standard application 2,5 1,3 

Annual budget of IT 1,7   

 

The results of the expert interviews are presented in Table 1. As shown, 11 factors were 

assessed by the experts as relevant. From seven of these factors, the experts indicated that 

hereof data is available. After discussion between the researchers it was also decided to 

add the factor ratio customization and standard application. The reason was that from the 

available data about the number of applications this ratio can be calculated. 

 

2.2 Required Capacity Model of Business Information Management 

 

Besides the factors to determine the required capacity of BIM, Van Outvorst et al. (2016) 

mentioned also to consider the desired information quality and service quality of the BIM 

department. The capacity of BIM workers can be different if the service quality is high 

or low (Van der Pols, 2009). In the construction of the instrument to determine the 

required capacity, we need to know how information- and service quality is appreciated. 
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The conceptual model of the proposed instrument is depicted in Figure 1. As can be seen, 

a restricted set of factors will lead to the required capacity of BIM workers for a specified 

set of BIM activities. This relationship is intervened by the factor of information quality 

and service quality. In the next section we describe how the instrument is constructed and 

how the first validating research is conducted. 

 
Figure 1: Conceptual model 

 

3 Research method 

 

3.1 Instrument construction 

 

To construct the proposed instrument a literature review was conducted to precisely 

define the selected factors and to find a way to measure information- and service quality. 

Full-text articles were searched in a combination of 28 databases, including Academic 

Search Premier, Business Source Elite, Cochrane Database of Systematic Reviews, 

Communication & Mass Media Complete, Directory of Open Access Journals, 

EBSCOhost, ScienceDirect, and Web of Science, with topic-related keywords for articles 

published between 2010 and 2016. Keywords used for the search were a combination of 

Dutch and translated equivalents in English. 

 

Articles were selected to use in this study after perusal of abstracts. Thereafter, the 

snowball method was used to find more relevant publications. 

 

Table 2 shows the keywords and the corresponding search results. 
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Table 2: Search results literature study 

 

Keyword Number of hits Used hits 

Users of information system / users 

BiSL 

5.325 3 

Stakeholders 515.000 3 

Sub process 37.000 2 

Number of applications 12.400 1 

Type of application 10.700 2 

Functional change 36.000 2 

Technical change wijziging 17.200 1 

Size of projects 437.000.000 3 

Quality of IS/IT 5.800.000 4 

 

As a result of the literature review, the definitions of the selected factors are presented in 

Table 3.  
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Table 3: Definitions of factors 

 

Factor Definition 

End user An end user is a person in the organization who is authorized 

to produce or use information form an information system. 

(Bon, 2011) 

End users can be divided into active and inactive users. 

Active users use applications daily, inactive users limited 

and irregular (Bon, 2011; Zijlstra, 2011). 

Stakeholders People or groups that influence the design of information 

systems and benefit of it (McGrath and Whitty, 2015). 

Processes A process is chain of activities and is initiated by a clear 

trigger and ends with a result (Camunda, 2015; Oliver Kopp, 

2010). 

Size of projects A project is a set of unique, versatile and related activities 

with a goal that should be achieved within a certain time, 

within cost constraints and according to specifications 

(Rikowski, 2015). The size is determined by costs, risks 

impact, strategic priority, duration and dependency. 

Applications An application is a software program that offers direct 

support to business functions, processes and / or procedures 

(Clarke, 2002).  

Type of application Type of application is divided in three categories: (1) 

mission critical (business interest is high), (2) business 

critical (impact on the business) and (3) nice to have (not 

necessary for the core business) (McCabe, 2007). 

Functional stability of 

applications 

Functional stability is defined as the number of functional 

alterations within the current applications in the business 

(Van Faassen, 2010; McCabe, 2007). 

Technical stability of 

applications 

Technical stability is defined as the percentage uptime, 

determined by two factors: Reliability and Manageability. 

Reliability is the frequency with which a network and/or its 

components are expected or unexpectedly unavailable.  

Manageability is the average time it takes from shutdown of 

a system to complete workability after planned maintenance 

or failure (McCabe, 2007). 

 

To define the activities of BIM in the conceptual model, the BiSL Framework is used. 

This framework exists of three layers: the strategic layer, the managing layer and the 

operational layer (Van der Pols, Donatz and Van Outvorst, 2012). The strategic level is 

concerned with the long term plans for information systems and specifies how control 

over / governance of   information will be organized in organizations. This is mainly the 

role of the business information manager and CIO (chief information officer). The 

managing level deals with profits, costs, planning, contracts with IT service providers and 

quality of information and quality of IS/IT services. Roles at this level are system owner, 
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quality manager and budget holder. The operational level is concerned with (supporting) 

the daily use of information systems and the definition and implementation of changes in 

information systems. For the construction of the instrument the operational layer is most 

relevant, because the main body of the BIM activities take place in this layer (Van 

Outvorst and De Waal, 2015). 

 

To measure information- and service quality several studies were conducted (cf. De Waal, 

Breman and Batenburg, 2012). A leading study in this area is the DeLone and McLean’s 

(D&M) model of IS success (DeLone and McLean, 2016). In this model, IS success is 

dependent of six interdependent constructs: (1) quality of information (e.g. completeness, 

ease of understanding, relevance); (2) system quality (e.g. usability, availability, 

reliability); (3) service quality (e.g. the empathy and responsiveness of the IT 

department); (4) use (intended or actual); (5) user satisfaction; and (6) net benefits. The 

authors assume that the quality constructs will directly affect IS/IT use and user 

satisfaction. For the purpose of this study (and the construction of the instrument) it is not 

possible to measure the quality construct directly in organizations. Therefore, in the 

instrument the information- and service quality is measured indirectly by asking the 

perceived value. 

 

3.2 Data collection 

 

To test the instrument, a survey was conducted. The aim was to collect data on the selected 

factors and the current capacity of BIM employees. The survey was conducted using a 

web-based tool that held 22 questions. An invitation with a link to the tool was sent to the 

corporate mail address of  IT professionals in the Netherlands. They were approached 

through an IT branch network, a network of IT master students and a network of an IT 

service provider. Roughly 500 people were approached. Only the invitations that were 

sent through the network of the IT service provider were adressed to specific persons. 

After a week a reminder was sent. The data was collected in December 2017 – January 

2018. Unfortunately, only nine organizations responded. These organizations were active 

in the field of consultancy, culture and sport, public services  and education. 

 

Questions in the survey were on name and industry of organization and present number 

of BIM workers (in FTe), numbers of users (daily and incidental) and stakeholders, 

budget for IT projects, number of people involved with IT projects, risks, impact, 

priorities, duration, dependencies and number of IT projects, number of processes 

(divided into categories mission critical, business critical and nice to have), number of 

functional and technical changes and period of down time of information systems over a 

certain period, appraisal of the quality of information systems and the desired appraisal.   

 

4 Results 

 

In this section the results of the survey will be discussed, despite the low response rate. 

In Figure 2 the present BIM capacity is compared to the complexity of IT projects. The 

complexity is calculated by multiplying the value of project size with the number of 
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projects. The value of project size was composed from the scores on costs, risks impact, 

strategic priority, duration and dependency. When these two factors are compared to each 

other, we see that whenever the project size becomes higher, the capacity of BIM slowly 

rises. 

 

 
 

Figure 2: BIM capacity and Project complexity 

 

In Figure 3 the data of the number of the different applications and the BIM capacity is 

shown.  

 

As can be seen, almost all organizations distinguish between different types of 

application. In organization I the number of applications is low, compared to the BIM 

capacity. On the other hand, in organization B the number of applications is high 

compared to the BIM capacity. However, the applications in this organization are mainly 

‘nice to have’. Overall  
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Figure 16: BIM capacity and Applications 

 

The data on the other factors were too diverse to compare and therefore offer no 

possibility for further analysis. 

 

5 Conclusion and Discussion 

 

In this study an instrument is demonstrated to determine the required capacity of the 

operational activities of BIM in an organizations. From earlier work we took the idea of 

a 20 factor 3 dimensional model and had this model assessed by three experts. This 

assessment revealed that not all 20 factors might be equally relevant. Furthermore this 

assessment showed that not on all factors accurate data would be available. Based on the 

expert review, eight relevant factors were selected.  

 

To define and operationalize these factors a literature study was conducted. This resulted 

in a preliminary instrument that was tested by several organisations. Although only nine 

organisations responded, some conclusions can be drawn. 

 

One of the most important findings of the survey responses was that a relation  between  

project complexity and BIM capacity is visible. The higher the overall score of project 

complexity, the more Business Information Administrators are active in a company. A 

second finding of this study was that there was some relation between BIM capacity and 

the number and type of applications. The study shows some evidence that ‘nice to have’ 

applications need little BIM capacity.  
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Although the response was low, this is not an indication that there is no interest in a 

predictive model for the capacity of BIM. On the contrary it was quite easy to get 

cooperation from the platform organizations through which the survey was launched and 

from professionals for the expert reviews . We learned the obvious lesson that careful 

planning and design of research is necessary in order to get reliable data.  

 

Even in the case of a low response the suggestion of certain relations between factors and 

BIM capacity comes forward. From these results we can conclude that the instrument has 

potential to determine the required capacity of the operational activities of BIM. Further 

validation and development of this model seems appropriate.  In the further development 

of the instrument at least the factor of quality of information and service needs to be 

addressed. Minimal attention was paid to this factor in the survey as described in this 

paper. Further research and operationalization of this factor is needed.  

 

All in all further research is needed. This research needs to be accompanied by 

sponsorship of more organizations in order to gather the relevant data.  
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1 Introduction 

 

Research on Business Models (BMs) really made a breakthrough with the emergence of 

Information Technology and the broad acceptance of the Internet. Since then different 

academic disciplines like strategic management, innovation management and Information 

Systems have adopted the BM concept as an important object to study (Bouwman et al., 

2012). The early days of BM research is characterized by studies searching for a clear, 

broadly accepted common definition of BM; by development of typologies and 

ontologies, all with their own BM components; and design projects with a focus on how 

to design a BM. Until today there are still debates on the demarcation of BM versus 

strategy, on the relation of a BM with a business architecture or enterprise architecture, 

or on what a BM design implies (DaSilva & Trkman, 2014).  One issue nowadays agreed 

upon is the definition of a BM: BM is defined as the logic to creation, capturing and 

delivering value for customers and business. 

 

By mid 2010, BMs were already seen by the academics as an approach to the abstract 

representation of a company's business (Al-Debei et al., 2008). Wirtz et al. (2016) 

analysis of BM literature from the period of 1965-2013 shows that the previous 

heterogeneous understanding of authors from various scientific disciplines was gradually 

uniting into a converging BM understanding -  the BM concept was comprehensively 

defined in the literature, as well as the components of a BM were identified. Wirtz et al. 

(2016) concluded that the main future research areas are design, innovation and change 

of BMs.  

 

Research on BM Innovation (BMI) has emerged and quickly evolved during the last 

years. BMI is described as an activity or process in which core elements of a firm and its 

business logic are deliberately altered (Bonakdar, 2015; Bucherer et al., 2012; Hartmann 

et al., 2013; Lindgardt et al., 2009; Pohle and Chapman; 2006). Empirical research mainly 

focused on cases, and then mainly discussing large corporations or well-known start-ups. 

The number of studies based on samples of companies are limited.  The latter studies are 

often focused on theory testing and basic descriptive understanding on BM Innovation, 

especially in SMEs, is often lacking.  

 

The research question in this paper is to study the extent to which BM Innovation is 

actually an issue for micro, small and medium -sized companies (SMEs), in which 

industries and what kind of SMEs BM Innovation is a relevant phenomenon (size, 

ownership, etc.). Therefore, we provide basic descriptive data on quantitative and 

qualitative research as executed over the last three years among SMEs within Europe.  

 

The paper is structured as follows: section 2 is a literature review, section 3 is about our 

Research Methodology for collecting the data. This is followed with result section where 

we provide descriptive results based on data. Finally discussion and conclusions ends the 

paper. 
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2 Literature review  

 

Even though SMEs are the driving force behind the economy and de facto employ the 

most people (EASME, 2015), few studies have thus far focused specifically on innovation 

of BM at SMEs. Scopus search for SME and ”Business Model Innovation” results in only 

16 articles: Guo et al. (2017) survey on Chinese SMEs shows that BMI serves as a key 

construct through which SMEs can take advantage from the business opportunities they 

have recognized and improve their performance.  Still, it is still relatively unclear how 

SMEs actually innovate their BMs (Barjak et al., 2014; Foss and Saebi, 2017). In general, 

BMI is seen to be derived from the strategic activities of a SME (Cortimiglia et al., 2016), 

and managers are expected to maintain consistency between their strategic goals and the 

core components of the BM (Demil and Lecocq, 2010). Arbussa et al. (2017) show that 

strategic sensitivity is less natural and therefore more critical to SMEs, while 

resourcefulness enables SMEs to overcome limitations of size. An empirical study by 

Cortimiglia et al. (2016) involving small, medium-sized and large firms found that when 

BMI is used alongside a formal strategic approach, most companies tend to focus first on 

the design or improvement of their key activities and resources (i.e. the value creation 

dimension of BM), after which they innovate the other BM components. However, 

previous studies indicate that most SMEs do not have a formal strategy process, do not 

implement a structured process when engaged in a BMI process (Lindgren, 2012), and 

typically experience BMI as a highly emergent and often unintended process (Laudien 

and Daxböck, 2017). A multicase study involving SMEs innovating their BMs (Heikkilä 

et al., 2018) evidence that strategic goals (start new business, seek growth or seek 

profitability) lead SMEs to alternative innovation path in terms of BM components 

affected: Growth seekers start from the right-hand side of a BM Canvas, while 

profitability seekers start from the back end, the left side of a Canvas; and new businesses 

adopt a cyclical approach considering BM components in turn, while at the same time 

redesigning and testing the BM. 

 

There are some studies on SMEs in specific geographical or industry sectors: Survey 

results by Anwar (2018) on manufacturing SMEs operating in Pakistan indicates that BMI 

has a significant positive impact on competitive advantage and performance. A multi-

case study in the Dutch food and beverage industry shows that SMEs wishing to develop 

a BM for sustainability must make sustainability the key principle upon which the SME 

is founded (Long et al., 2018). A sample of 68 German SMEs from three industries 

(automotive suppliers, mechanical and plant engineering, as well as electrical engineering 

and ICT) show that internal motivation and external pressure towards implementation has 

an impact on which BM elements are innovated (Müller et al., 2018).  An in-depth 

qualitative study on four plastic-producing SMEs analyses application of social media in 

B-to-B (Brink, 2017), study on four Slovenian SMEs, coming from different sectors, 

show very limited usage of ICT for BMI, except in SME from ICT industry. In addition, 

observations have confirmed that there is little or no awareness in SMEs on how to 

systematically approach BMI (Marolt et al, 2016; Pucihar et al., 2016). Lastly, a survey 

on European food industry shows that medium sized firms engaged in collaboration with 
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competitors and suppliers are more likely to innovate their BM compared to micro and 

small firms (Minarelli et al., 2014).  

 

From the above literature analysis, we can conclude that at least some SMEs are engaged 

in BMI. But we are still missing the big picture – therefore in this paper we want to find 

out how common is BMI within SMEs? are there any differences between e.g. industry 

sectors?  And which BM components do SMEs change? 

  

3 Research Methodology  

 

We used a mixed method approach, by focusing on large scale survey data as well as 

multiple case studies. Although both approaches have different epistemological roots, i.e. 

theory development and theory testing, in this paper we take a pragmatic and descriptive 

approach.  We first discuss the quantitative data collection, and then the qualitative case 

study survey. All data was collected in 2015-2018. 

 

3.1 Quantitative research 

 

To collect statistically representative data we made use of a longitudinal research design 

to collect data on European SMEs. We will discuss the questionnaire, the sample 

approach, and the way we selected the companies which we considered being engaged in 

BM Innovation.  

 

The questionnaire contains several concepts related to BM and BMI. The questionnaire 

starts with a generic selection question, asking if the SME under study has changed its 

BM in the last 24 months. Next, four specific selection questions were posed giving 

examples of BMI related to (a) value proposition and market; (b) ecosystem; (c) 

information technology, that is related to BMI, such as use of social media and/or big 

data; and (d) pricing and related financial issues. These questions were included to make 

sure SMEs were actually involved in BMI (Langerak et al., 2004; Lee and O’Connor, 

2003). Next, the key respondent from each SME had to prove that he/she was 

knowledgeable about BMI practices in their company (Atuahene-Gima, 2005). 

 

The questionnaire was iterated and pretested. The questionnaire was developed in English 

and then translated into 11 languages. In order to detect potential problems (e.g., 

ambiguous expressions) and cultural issues, back-translation of the questionnaire into 

English was done to prevent any bias. Minor changes were made between the years in 

which data was collected, in 2016, 2017 and 2018. A final check on translations and 

consistency was done by the research agency that collected the data using native speakers 

and computer-assisted telephone inquiry. The countries included in this research are 

spread over Europe and contain, for all European regions (North, West, Central, South, 

and East), a large country with a large number of SMEs and a small country were selected. 

Quota for micro, small, and medium enterprises was established as 33%, −33%, and 

−33%, respectively. There is no quota defined for industry sectors. Agriculture, public 

administration, and nonmarket activities in households are excluded. Companies were 
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randomly selected from the Dun and Bradstreet database and key respondents (owner or 

BMI manager) were interviewed. Normal non-response rates were achieved. 

 

The research agency also took into account the incidence rate that provides the hit rate, 

that is, the number companies that responded to the four selection questions discussed 

above, before continuing the survey with those SME that were classified as doing BMI. 

Results obtained showed similarity patterns between countries. As a further test, 

respondents’ suitability (Atuahene-Gima, 2005) to answer the questionnaire and their 

degree of knowledge (1 = very limited knowledge, 7 = very substantial knowledge) 

regarding the product/service on offer, business process, and new product/service 

development was assessed, which indicates adequate knowledge levels. 

 

3.2 Qualitative research 

 

We also conducted 123 qualitative SME case studies. To study BMI in SMEs, we defined 

the following case selection criteria: 

 SME which is/has been innovating its BM. Sometimes this innovation is very 

explicit, sometimes there are minor changes in the BM. 

 SIZE: Micro enterprise, Small or Medium-Sized Enterprise (using definition by 

EU, 2003/361/EC).  

 LOCATION: Representation of geographical regions, i.e. North, East, West, 

South and Central Europe.  

 FAMILY: family businesses from each region and firm size.  

 FEMALE: some SMEs with females in crucial managerial positions fom each 

region and firm size.  

 

For qualitative study we first wrote a case study protocol, which was used by all 

researchers of the project. The protocol contains instructions for interviews, a fixed case 

report format and guidelines for the use of triangulation techniques, both in data collection 

and data analyses. In qualitative research the data informants were primarily the owners, 

core managers or people responsible for BM Innovation or business development. The 

interviews lasted on average lasted about an hour. Following standard procedures in case 

study research, we further triangulated our primary data source with secondary documents 

and website information to cross -validate factual information about the cases. The 

reliability of our data analysis was improved by involving all the original researchers in 

reviewing our analysis and by researchers who had not been engaged in the specific case. 

The case reports were also send to the case organizations for validation and for informed 

consent. The data, around 600 documents (interview recordings, transcripts, the case 

reports, etc.), are stored in a structured and secure database. 

 

In this report, we analyse the qualitative case data using Case survey approach. Case 

survey provides a quantitative overview of the set of cases based on simple quantifications 

(Larsson, 1993). Case surveys combine advantages of survey research and qualitative 

case studies, as they enable quantitative analyses, while at the same time capitalizing on 

the richness of case material (Larsson 1993). Yin and Heald (1975) argue that case 
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surveys are particularly suited when there is a heterogeneous collection of case studies 

and researchers are interested in their common characteristics. It should be noted that, in 

a case survey, the aim is not to generalize in a statistical sense, but to show the width of 

the phenomenon as illustrated by the diversity of the cases. 

 

4 Results 

 

First, we discuss some generic findings for the quantitative research and next we present 

some data on the case survey, before we discuss some generic findings based on both. 

 

4.1 Quantitative data 

 

The most important insight we gained is related to the salience of BM Innovation for 

SMEs. Based on spontaneous responses of the respondents 38% (2016), 36 % (2017) 

and 37% (2018) of SMEs are innovating their BM. If we use the selection questions we 

see that the respondents answer as follows. 
 

Table 1: Selection questions and number of companies that indicate that they are actively 

involved in BMI 

 

 2016 2017 2018 

S2. A company no longer wants to sell products but earn money by 

renting them out, or make money by bundling the product with 

services. Did your company make this type of change during the 

last 24 months? 

24% 20% 16% 

S2b. A company enters a new market or starts working with new 

type of partners. Did your company make this change during the 

last 24 months? 

69%   

2b1. Or a company offers a new product or service, or focuses on a 

new group of customers. Did your company make this change 

during the last 24 months? 

 65% 62% 

2b2. Or a company starts working with new type of partners, 

suppliers or advisors. Did your company make this change during 

the last 24 months? 

 67% 67% 

S2c. Changing the pricing strategy, that goes beyond the regular 

price adaptations. Did your company make this change during the 

last 24 months? 

50% 42% 39% 

S2d. Incorporation of IT for business purposes for example using 

social media or big data IN SALES CHANNELS or IN 

MARKETING. Did your company make this change during the last 

24 months? 

58% 58% 65% 

N  1604 1686 1402 
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Based on this set of indicators we decided if the SME was going to be included in the 

dataset. For the three years we included the following numbers of SMEs in our final 

dataset that was analysed in more detail; in 2016 N = 586; in 2017 N = 560; and in 2018 

N =451. The lower number of observations for 2018 can be explained by the fact that we 

didn’t include Sweden for 2018, seen serious problems with response rate in Sweden (see 

figure 2), the huge effort needed to collect the data, specifically in finding sufficient mid-

sized companies. 

 

 
 

Figure 2: Number of companies per country of the three years 

 

The oldest SME in our sample is established in 1700. On average the SME are established 

in 1984, the median score is 1993, while the most companies (modus) are established in 

2003. Of the companies 15% are established in the last ten years, potential qualifying as 

a start-up as defined by the EU. Age distribution for survey data is provided in table 2. 

 
Table 2: Age distribution survey data 

 

 Frequency Percent 

Before 1950 186 12  

1951 - 1990 484 31 

1991 - 2000 371 24 

2001 - 2010 390 25 

>2010 141 9 

Total  100 
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Next to confirm the distribution per year per size as strived for, we see some deviations. 

Micro companies are a bit overrepresented, while mid-sized companies are slightly less 

than we wanted. Of the SMEs engaged in BMI 57% is a family business, 45% is manged 

by a family member, 51% of the SME is (co-)owned by females, however only 17% of 

the SME have a female CEO or core manager. 

 
Table 3: SMEs that are involved in BMI per year 

 

Size 2016 2017 2018 N 

Micro: 0-10 210 

(36%) 

203 

(36%) 

160 

(36%) 

573 

(36%) 

Small: 11-50 194 

(33%) 

182 

(33%) 

155 

(34%) 

531 

(33%) 

Mid-size: 51-

249 

182 

(31%) 

175 

(31%) 

136 

(30%) 

493 

(31%) 

 586 

(100%) 

560 

(100%) 

451 

(100%) 

1597 

(100%) 

 

With regard to distribution over industry sector we see that BM Innovation can be found 

in Other service activities, manufacturing, wholesale and retail and construction (see table 

4). 

 
Table 4: BMI as found per industry sector 

 

Industry Frequency % 

Manufacturing 249 15,6 

Electricity, gas, steam and air conditioning supply 36 2,3 

Water supply; sewerage, waste & recycling 17 1,1 

Construction 169 10,6 

Distributive trades 231 14,5 

Transportation and storage 49 3,1 

Accommodation and food services 116 7,3 

Information and communication 67 4,2 

Financial and insurance activities 54 3,4 

Real estate activities 33 2,1 

Professional, scientific and technical activities 45 2,8 

Administrative and support service activities 36 2,3 

Education 65 4,1 

Human health and social work activities 81 5,1 

Arts, entertainment and recreation 38 2,4 

Other service activities 308 19,3 

Total 1594 100% 
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Typical is that BM innovation is taking place in the service industries, followed by 

distributive trades (whole sale and retail). Strikingly most of the SMEs don’t make use of 

a formal method. Only 19% use a formal method, 7% use Canvas, 3% use Lean 

CANVAS, and 9% another method. SWOT is the most mentioned alternative method. 

Other BM specific tools, like roadmaps (De Reuver et al, 2013), stress- testing (Haaker 

et al, 2017) or other ontologies than CANVAS, like STOF, VISOR or others, are not 

mentioned. 

 

The BM changes are related to all elements of a BM. Although changes in product or 

service definition are often leading, the increasing role of ICT is important (enables 90%), 

as well as variable and fixed costs are affected (87%, 89%), and do lead to changes in 

pricing mechanisms (69%), new revenue streams (81%) and profitability (91%). 

 

 
 

Figure 3: Components affected by BMI 

 

In order to mirror these findings we will present the results of the case survey. 

 

4.2 Qualitative data 

In this section, we present an overview of the 123 case studies, based on a case survey 

approach (Larsson, 1993). 
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Figure 4: Geographical  of spread of cases. 

 

The case companies come from 17 European countries. From the map we see that the 

distribution over European regions is not even. The most cases are based in West Europe 

(35%), next North (26%), East (15%), South (12%) and Central Europe (12%). 

 

On average the companies are about 20 years old, but this can be attributed to some very 

old companies in the case sample. One SME is established in 1696, and other in 1887. 

Eight are established before 1950 (Table 5). However, the most companies in our case 

sample are established in 2010 or 2014 (modus), while the median score is 2009. Of the 

SME’s in the case study sample 54% are younger than ten years. Ten years is considered 

to make the difference between a start-up, and scale-up. Although often additional criteria 

are used like growth rate and entrepreneurial culture. In three cases the research was on a 

start-up that in the end was not established or still in a very early conception phase, 

therefore the N = 120. 

 

Table 5:  Case companies’ age distribution 

 

 Frequency Percent 

Before 1950 9 8 

1951 - 1990 14 12 

1991 - 2000 14 12 

2001 - 2010 36 30 

>2010 47 39 

Total 120 100 

 

Some case organizations (eight, 6%) are active in agriculture or forestry (NACE2 A01-

03), mainly with a focus on horticulture or support of the agriculture companies. 15% of 

case SMEs are active in manufacturing (C 10-33), 11% in retail and wholesale (G 45-47), 

five cases are from the transport sector, three from travel, and five from the hospitality 
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industry (together 11%; H 49-53, I 55-56 & N 77-82), 30% of the cases are from the ICT 

domain (telecom and It, J63 58-), 12% are active in the service industry (M 69-75), and 

7 cases are related to education, social work or arts (5%, P 85, Q 86-88 and R 90-93).  

 

About 38% of the companies are micro-enterprises (less than 10 employees), 35% are 

small and 26% are mid-sized. One firm is large, but we included this SME because it was 

a very fast-growing SME, also labelled as a gazelle, that received quite an impressive 

support from Venture Capitalist. Of the case SMEs 30% were family businesses and in 

43% women were either owner or involved in management. 

 

The distribution over Europe is presented in table 6. Most family businesses in our sample 

are from the Southern parts of Europe, while female led enterprises can be found in 

Norther, Eastern and Southern Europe in our sample. Be aware that this is no way a 

random or other type of sample on basis of which generalisations can be made. We only 

sketch the back ground of the cases based on a selective approach as used to engage 

SMEs. 

 
Table 6: Case companies’ geographical distribution in Europe 

 

 Micro Small Mid-sized Family Female 

 Central 9 19% 3 7% 2 6% 3 8% 5 10% 

East 5 11% 10 24% 3 9% 6 17% 11 22% 

North 14 30% 9 21% 9 27% 14 34% 16 31% 

South 5 11% 7 17% 4 12% 10 28% 11 22% 

West 14 29% 13 31% 15 46% 3 8% 8 16% 

Total 47 100% 42 100% 32 100% 36 100% 51 100% 

The relation between region and family business in the sample is significant (chi2 =24, 

467, df = 4, p< .001). Most family businesses as studied are from Southern Europe: 2 out 

of 3 is a family business. In Northern parts this is almost in balance (17 non-family versus 

14 family businesses) while in other parts of Europe Family businesses are less 

prominent. Specifically, in the Western and central parts of Europe Family business are 

less present in our case selection.  

 

Also, the relation between presence of women in management or as owner and region is 

significant for our sample (chi2 =17,186, df = 4, p< .01). In East and South, the ratio is 2 

out of 3 SMEs a woman is involved in ownership or management. In the North, the ratio 

is in balance, while in Central Europe the balance is 1 out of 2, and in West Europe it is 

1 out of 3. So be aware that this a select sample and no way representative for real data.  

The companies make use of BM ontologies to describe their BM (79%), however a 

considerable share of SMEs discuss BM but don’t have their BM formally described (to 

our knowledge). If an ontology is used then BM Canvas is by far the most popular (56%), 

followed by the STOF approach (28%), VISOR (10%) and CSOFT (6%). The 

intervention of the researchers may play a role. Based on our experience we have the 
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impression that if a BM was already analysed by SMEs themselves then this is the case 

for start-ups and SMEs where stakeholders are higher educated. In almost all cases this 

was done by making use of BM Canvas. In five cases, multiple ontologies were used for 

instance combining BM Canvas with STOF, or VISOR with STOF.  

 

The objective of the SMEs is to become profitable, create growth, or to start a new 

business. Every case SME has its almost unique formulation what they want to achieve. 

Seldom, this is formulated in short direct statements. Examples are for instance 

 “Design BM for my new invention” 

 “Create metrics for my BM” and 

 “Enter to the UK market” 

 

But there are also very detailed descriptions, like 

 “I want to shift from free service to paid services (commission from each sale is 

charged). The strategic objective is to become a world leader (be the first of the 

world) and to be a leading company in each country. The company has chosen 

the principle of “divide and rule” and has been developing its activities in Europe 

and the USA first. The further development of the principle will depend on 

marketing research that is performed in a given area before entering a new 

market. The company’s target is to grow continentally”. Or 

 “To diversify customer portfolio in order to mitigate risk of losing one or a few 

key customers (government entities). Improve operations through real and 

meaningful integration of units and operations (culture, procedure, flow of 

subject matter experts between projects, i.e. improved project and program 

management).” 

 

In the analytical cases stress-testing as a tool was used by 29 SMEs, metrics in 18 cases, 

VIP by 16 SMEs and roadmaps by 14. When we focus on combinations of ontologies 

with tools, the cases reveal that BM Canvas is combined with a broad range of tools like 

stress-test (12 times), roadmap (2 times), BM Canvas with metrics (10 times), and other 

tools like partner analysis, viability radar, roadmap, SWOT and VIP. CSOFT is almost 

always combined with metrics, as this is also one of the core foci of the CSOFT ontology. 

STOF is also quite often (8 times) combined with stress test and roadmaps.  

 

Table 7 shows the cases categorized according to the SMEs’ strategic goals (start new 

business, growth and profitability). of the studied SMEs, 35 (30%) aimed primarily at 

improving profitability, while growth was the strategic target in 46 cases (37%), and 41 

SMEs (34%) considered themselves as starting up a new business. One of the case SMEs 

was excluded, because it did not want to change at all. The table shows that most Southern 

European SMEs want to improve profitability, while many Northern European SMEs are 

interested in starting new businesses. Family businesses and companies with females in 

crucial managerial positions are less interested in starting new businesses. 

 

Businesses usually start small – in our case selection, they are either micro-sized or small 

companies – while the other two strategy groups, profitability and growth, consist of 
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micro-sized, small and medium -sized companies in equal shares. As expected, the 

profitability-seekers are on average the oldest group, while the youngest group consists 

of those who are starting a new business. This would appear to be in line with literature 

relating firm maturity to strategic goals. 
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Table 7: Strategic objectives that drive BMI of  SMEs 

 

Descriptive 

data 

 I want 

to start 

new 

business 

I want 

to grow 

I want to 

be more 

profitable 

Total 

Geographical 

Location in 

Europe 

South 3 4 8 15 

West 16 18 10 44 

North 13 12 6 31 

East 3 8 7 18 

Central  6 4 4 14 

SME size Micro <10 employees 27 10 9 46 

Small <50 employees 11 18 12 41 

Medium <250 employees 3 19 14 35 

Industry Agriculture, fishing, 

forestry and mining 

3 4 2 9 

Manufacturing 4 8 7 19 

Electricity & 

Construction 

1 0 1 2 

Trade 2 6 5 13 

Transport 1 2 2 5 

Accommodation, food 0 2 3 5 

Information and 

communication 

19 15 8 42 

Professional, scientific 

and technical activities 

3 6 5 14 

Administrative and 

support service activities 

2 0 2 4 

Education 0 1 0 1 

Human health and social 

work activities 

5 0 0 5 

Arts, entertainment and 

recreation 

0 2 0 2 

Other Services 1 0 0 1 

Family Family SME 5 15 16 36 

Female in mgmt. position 11 21 17 49 

SME Age Mean 4,2 

years 

22,4  19,6    32,3 

Std. Dev 3,5 29,3 36,6 55 

Total 41 46 35 122 

34 % 37 % 30 % 100% 
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To illustrate the differences in the BMI foci of the three strategic goal groups, Figure 5 

lists which BM components the SMEs want to change. In average each SME mentioned 

2,3 specific focuses they wanted to concentrate in their BM innovation. The Figure shows 

how many percent of SMEs in each group focuses on improving the specific BM 

components. 

 
 

Figure 5: Centre of attention of BMI for the three SME groups 

 

Looking at figure 5, we see that half of the SMEs want to improve their value proposition, 

followed by the customer relationship component. Surprisingly, the costs and revenues 

components come in last.  

 

Moreover, the figure reveals clear differences between the groups. Profitability-seekers 

want to improve the excellence and efficiency of their key activities component. They 

typically also want to change their value proposition component. By contrast, Growth-

oriented companies focus their main BMI effort on providing better value to their 

customers. They focus on both customer relationships and value proposition. And last, 

most Business start-ups pay great attention to the value proposition, followed by customer 

relationship. It is also noteworthy that they often mentioned that they ‘want to develop 

viable Business Model’, indicating that they want to improve the BM as a whole, not just 

individual components. 

 

5 Discussion and Conclusions 

 

The objective of this paper was to present descriptive findings on BM Innovation based 

on (1) a survey data from a longitudinal study and (2) set of 123 cases of European SMEs, 

which are analysed in this paper using case survey method. This paper doesn’t try to 
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develop or test theory. We used cases for theory development in other papers (Heikkilä 

et al, 2018) or tested research models making use of advanced statistics (Bouwman et al, 

2018). We felt that a more descriptive paper would put discussion on BM Innovation in 

perspective.   

 

First, we find it important to emphasize that many SMEs engage in BM Innovation while 

not being aware that they do so; Our survey indicates that 37% of European SMEs are 

innovating their BM. Two thirds of them start working with new type of partners, 

suppliers or advisors. More than 60% of them offer a new product or service, or focuses 

on a new group of customers. We see also a rising percentage of SMEs incorporating IT 

for business purposes. 

 

Second, contrary to general belief that only start-up companies and recently established 

SMEs engage in BMI, we found that also older SMEs are innovating their BMs. However, 

still 15% of SMEs involved in BMI are less than 10 years old. 

 

Third, comparing our survey results to EU statistics on the number of SMEs in different 

industries (Eurostat, 2011), we find that the share of Manufacturing SMEs innovating 

their BM is considerable higher than expected. Further research is needed to uncover the 

reasons for this, but one potential explanation for this can be that the industry 4.0 and 

similar programmes are driving manufacturing SMEs to innovate their BM (see e.g. 

Müller et al., 2018). Other finding is the lack of BMI within professional and scientific 

services, which becomes evident from the quantitative survey. However, in our BMI case 

studies this industry is well represented, which suggest that also SMEs in this industry 

are actively innovating their BMI. Similarly, more research is needed about BMI within 

ICT sector. The quantitative survey indicates that ICT companies would rank rather well 

measured in percentage of SMEs doing BMI within the industry. In our case survey ICT 

companies were also over represented. 

 

Fourth, BM Innovation affect almost all components of a BM. To what degree is not yet 

evident. According to the case survey, in average the SMEs are focusing in their changes 

on two BM components at the time. This suggests that they are changing the BM 

gradually, tackling the most urgent changes first. The focus differs depending on the 

strategic aim of the SME: Profitability seeking SMEs tend to put their BMI effort in 

streamlining their activities and they also pay, compared to other two SME groups, most 

attention to costs. Growth oriented SMEs emphasise the customer need by focusing on 

customer segments and relations. The new businesses mainly focus on value proposition 

and then designing the other BM components in a rather iterative and dynamic way.  

 

This paper provides rather basic analysis of the research data. The collected data provides 

a lot of opportunities to do fine grained, more expanatory analyses combining quantitative 

and qualitative research. 
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Abstract Advances in Information Technology provide opportunities for 

totally new business. However, we are facing not only growing number of 

new ventures, but increasing restructuring of existing businesses. This can 

be perceived e.g. in shortening life-cycles of the companies. The 

restructuration and birth of new companies means changing or even 

disrupting existing businesses. Therefore, companies, regardless of their 

maturity, should be prepared to evaluate these threats and opportunities 

actively.  

Against this backdrop, we suggest to combine business modelling with 

systematic Business Continuity Management. We discuss the two 

approaches and their usefulness under different circumstances and illustrate 

their use when implementable, rapid reaction to changes is required, such 

as in industry restrucutration, or business merging and reorganization. We 

coin this combination as Strategic Busiess Continuity Management.  
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1 Introduction 

 

We have recently witnessed numerous occasions where the technological progress has 

enabled new companies to innovate business models (BMs) that have severely threatened 

incumbents’ business continuity (BC) (Eggers & Park, 2017). These disruptions have 

established business models obsolete by shaking the industry boundaries. While the 

newcomers are bringing their business models to the markets, also the incumbents are 

under severe pressure to renew their own business models, or gradually fade into non-

existence. This means that business modelling is of importance not only for start-ups, 

which build their business model from scratch and adapting their model based on 

feedback from the markets, but also for more established companies facing needs to 

restructure their businesses, balancing with introduction of new business models and of 

securing the continuity of their existing revenue streams. 

 

In this paper our main question is whether we could make companies more adaptive by 

business modelling, and especially, by BC management? We focus specifically on the 

continuity of business models due to their central role for companies’ business strategies 

and for ensuring the continuity of revenue streams (e.g. Amit & Zott, 2001; Bouwman, et 

al., 2008; Chesbrough & Rosenbloom, 2002; Chesbrough, 2010). With BC Management 

we refer to a company’s ability to withstand and restore from intra- and extra-

organizational contingencies. And BM we define as the logic to creation, capturing and 

delivering value for customers and business (Teece 2010: 172). 

 

We integrate these two separate streams of literature - BC management and BM - to 

conceptually elaborate an approach coined as Strategic Business Continuity Management 

(SBCM) consisting two parts: (1) value preservation, as suggested by BC; and (2) value 

creation, a distinction also considered relevant in BM-literature (Demil & Lecoq, 2019), 

as suggested by BMI and Stress Testing. 

 

This paper is structured as follows: we start with description of literature on company 

survival, Business models and Business continuity management. Then we present the 

SBCM approach and provide some illustrative cases. Discussion and Conclusions, and 

future research sections end this paper. 

 

2 Combining Business Continuity Management and Business Modelling for 

survival and performance 

 

In this chapter we first describe the statistics regarding survival of the companies and the 

drivers for the business model innovation. We continue with the literature on Business 

Continuity and thereafter Business Model and Business Model Innovation research. 
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2.1 Survival of the companies and drivers for changing the Business Model 

 

 
Figure 17 Shortening Corporate Lifespan (Anthony et al., 2018) 

 

Increased use of Information and communication technology and big companies 

shortening life-span has happened simultaneously: The average lifespan of a company 

listed in the S&P 500 index of leading US companies has decreased by more than 50 

years in the last century, expected to go towards 15 years after 2020 (Figure 1). The 

majority of corporations is closer to the average of constant 10-years half-life (half-time 

means that 50% of companies are discontinued during their first ten years), because there 

are relatively speaking less long-living outliers (Daepp et al., 2015). This means that we 

can expect more than two-thirds of the S&P 500 to consist of companies that we have not 

heard of after 2025. Similar phenomenon can be seen within Small and Medium-sized 

enterprises (SMEs); typically, less than half of the new European SMEs survive for the 

first five-year period (Eurostat, 2015). 

 

The mortality of organizations does not, however, mean that the business is destroyed. 

On the contrary, the business ideas, intellectual property, and whole parts of the 

organizations may get traded and continue life after restructuration. The evidence 

emphasises the importance of company after-life: only in 8% of the publicly traded firms 

in North-America the closing of the company is due to liquidation or bankruptcy (Daepp 

et al., 2015). More often, the reasons are mergers and acquisitions, reverse acquisitions 

and takeovers, which mean continued business survival. However, the news is that 

reviving existing business have been only marginally more effective than incubating from 

the beginning (Laakso, 2012; Xi et al., 2017).  

 

What are then the drivers of these incontingencies, disruptions and business modelling? 

In empirical studies it has been found that the major reasons to dynamic business 
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modelling stem from technological development and especially from the market 

developments - in few cases regulatory drivers play a role (only 18% of all cases studied 

by de Reuver et al., 2009).  It has also been found that the changes of the virtuous, or 

vicious cycles may also arise from the business model itself, especially on its higher-order 

unintended direct and indirect side-effects on a company’s business drivers (Demil & 

Lecoq, 2010). On the other hand, restructuring and financial market mechanisms allow 

successful companies to buffer against extrinsic age-dependent sources of mortality by 

either raising capital or acquiring skill-sets of competitors (Xi et al., 2017) to meet the 

threats, a strategy discussed in one of the seminal papers on long term role of business 

models (Demil & Lecoq, 2010). So even though SMEs are not up to cope with latest 

advances in technology – the main disruptor - in the long run, SMEs are adaptive in the 

short term and targets for restructuring. 

 

To summarize, the survival rate of big corporations and SMEs are surprisingly similar 

and their survival rate over time does not seem to depend on initial conditions. But, of the 

vanished companies, the majority continue as part of an incumbent, many as spin-offs or 

otherwise in new ownership. Therefore, we find it useful to reconsider the role of business 

modelling practices against the backdrop of continuity management. It is thus imperative 

for companies – whether market leaders or challengers – to not contemplate but to be 

proactive with their business models (Demil & Lecoq, 2011; Heikkilä et al., 2016). They 

need to stay alert and periodically evaluate the viability of their business models against 

environmental contingencies, but also to keep their changes implementable internally. 

 

2.2 Business Models and Business Model Innovation 

 

BMs are studied especially in the fields of information systems science, organization 

science and management strategy (Zott et al., 2011; DaSilva & Trkman, 2014; Wirtz et 

al., 2016). Recently, term Business Model Innovation has emerged to describe an activity 

or process in which core elements of a firm and its business logic are deliberately altered 

(Bonakdar, 2015; Bucherer et al., 2012; Hartmann et al., 2013; Heikkilä et al., 2018; 

Lindgardt et al., 2009; Pohle and Chapman; 2006). The logic through which organization 

transforms its products and services into value is one of the most significant strategic-

level decisions (Foss & Lindenberg, 2013; Zott et al., 2011). The BMs are typically 

succeeding strategy (Casadesus-Masanell & Ricart, 2010) with a shorter temporal 

perspective (DaSilva and Trkman, 2014), and - from the perspective of BC Management 

– leading to improved, positive realization of the strategy.  

 

BM Innovation is a transformational approach to create new solutions for business (Demil 

& Lecoq, 2010). The aim is to specifically innovate new aspects of the business with BM 

techniques on continuous cyclical basis (Casadesus-Masanell & Ricart, 2010, 2011; 

Demil & Lecoq, 2010) even with trial and error (Sosna et al., 2010).  Thus, this may 

server as the means to circumvent the foreseen threats to value creation capacity ex-ante 

at least in theory.  
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A crucial component of BMI is stress testing. It is a kind of sensitivity analysis targeted 

towards identifying stress factors that may put elements of business model at risk. Stress 

testing consists of following stages (Haaker et al., 2017): 1) Describe BM, 2) identify and 

select stress factors, 3) map BM to stress factors, 4) create heat map, 5) analyze results, 

and 6) formulate improvements and actions (Haaker et al., 2017). From the point of view 

of this paper, the implementation of the changes are formulated, but not implemented. 

Furthermore, the value of Business Continuity Management is to have planned ahead and 

rehearsed optional courses of actions, whereas after completing stress testing, you are 

starting the preparations for change. 

  

2.3 Business Continuity and Business Continuity Management 

 

The early literature on Business continuity were about disaster recovery (Herbane, 2010). 

In practice, this meant that companies prepared detailed procedures that would support 

their recovery efforts should an IT system fail (Post & Diltz, 1986). Later on, Business 

continuity approach was broadened to business processes (Smith & Sherwood, 1995; 

Trček, 2003; Cerullo & Cerullo, 2004) where focus was on designing considerate 

redundancy in critical business processes and on the resources needed to run those 

processes to increase the resilience against contingencies (Butler & Gray, 2006). In this 

paper we follow the recent Business Continuity stream, BC Management, aims at holistic 

and socio-technical approach to proactively manage preparations and response to 

incidents (Herbane, 2010). It seeks to prepare organizations to all kinds of contingencies, 

although in any contemporary setting technological incidents are the priority. BC 

Management is seen as strategic as it “readies an organisation to preserve value derived 

from competitive advantage” (Herbane, et al., 2004, p. 439). This kind of value preserving 

thinking feels rather intuitive since, after all, unanticipated contingencies “threaten the 

strategic goals of organisations” (Richardson, 1994, p.63). Thus, operational disruptions 

do not only create immediate loss but, when prolonged, hamper reaching the set strategic 

goals. BC is thus seen as an essential part of the realization of the strategy that is 

implemented in practice through various resources (e.g., employees, servers, facilities) 

and processes (e.g., order handling, sales, IT service production). BC seeks to ensure these 

resources and processes are resilient such that they are able to continue even in the wake 

of adverse events, and restore promptly when disrupted. The resilience is inherently 

socio-technical in nature (Herbane, 2010; Järveläinen, 2012) and built both on diverse 

technologically redundant solutions (Bajgoric, 2006; 2010) and social and organisational 

arrangements (Niemimaa, 2017), such as high-availability servers, redundant network 

connectivity, deputy arrangements and so forth.  

 

Scholars and practitioners have brought forth several business continuity methods to 

assist organizations to improve their BC (e.g., British Standard Institute, 2006; 

International Organization for Standardization, 2012; Botha & von Solms, 2004; Gibb & 

Buchanan, 2006; Lindström et al., 2010). Generally, the preparations span across several 

methodological steps that involve 1) initiating a business continuity project; 2) identifying 

risks and their business impact; 3) designing continuity plan, processes, and procedures 

necessary for establishing a management system; 4) implementing the designed 
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measures; 5) testing their effectiveness and exercising for incidents; and 6) continuous 

maintenance and update of measures through the established processes and procedures 

(Pitt & Goyal, 2004; Stucke et al., 2010; Niemimaa, 2017), see Figure 2, right hand side. 

The generic frameworks are complemented with methodologies and approaches that 

focus on specific issues, such as achieving business continuity standard compliance 

(Freestone & Lee, 2008), integration with risk management (Nosworthy, 2000), 

managing supply chains (Benyoucef & Forzley, 2007), outsourcing (De Luzuriaga, 

2009), and building a resilient IT infrastructure (Bajgoric, 2006). 

 

There is a serious downside of BC Management in its original value preserving role, 

because strategy and its business model realization do not usually consider resilience. In 

the best case, BC can spotlight the potential contingencies of the present business model 

(Niemimaa, 2015) but fails to notice contingencies that may render the whole strategy 

obsolete. In the turbulent economy, business modellers have been better aware of the need 

to adapt to existing and upcoming contingencies or uncertainties strategically (DaSilva & 

Trkman, 2014; Haaker et al., 2017). A business model related approach for resilience is 

a form of sensitivity analysis called stress-testing (Bouwman, et al., 2017; Haaker et al., 

2017), in which business model elements are tested against future uncertainties using 

scenario analysis.  

 

BC Management uses sometimes scenarios, too (Herbane, Elliott, & Swartz, 2004; 

Tammineedi, 2010), but strategic issues have received only cursory treatment in BC 

literature (Herbane et al., 2004), and even then, the focus has been largely on finding 

compelling arguments to win senior management support (e.g., De Koning, 1995; 

Lindström & Hägerfors, 2009; Seow, 2009).  

 

We can summarise that multidisciplinary groups of BC Management scholars and 

practitioners have sought to provide companies with necessary tools and knowledge to 

help them proactively and holistically prepare for all kinds of contingencies. 

Consequently, they suggest combining BC Management with organizational strategic 

initiatives (e.g., Herbane et al., 2004; Niemimaa, 2015b), since strategic initiatives tend 

to be better resourced and win management buy-in more easily than separate operational 

initiatives51.  

As the above discussion suggests, through its history, BC has focused on either restoring 

or ensuring the continuity of operations. In other words, BC has essentially focused on 

value preservation (Herbane et al., 2004). We argue that due to the tendency to focus on 

the value preservation, the literature has overlooked an important source of contingencies 

which threaten the actual business logic through which the organization creates value to 

its customer. More specifically, these relate to environmental or internal contingencies 

that threaten the organization’s business model. Accounting for these contingencies, 

requires a shift in BC approaches from operational value preservation to strategic value 

creation. Otherwise, BC Management should be able to deal with some of the most 

                                                           

 
51 Both sufficient resources and management buy-in are broadly recognized as critical success factors for BC 

(e.g., Lindström & Hägerfors, 2009; Seow, 2009) 
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significant business continuity risks – risks that have potential to render business models 

ineffective, or when under restructuration to maintain an organization’s value creation 

capability (see the competitive cycles in Casadesus-Masanell & Ricart, 2011). This means 

that BC Management has to provide both the means to recover quickly, and to maintain  

performance during the disturbances.  

 

 
 

Figure 2. Strategic Business Continuity Management Framework 

 

This way BC Management relates to BM innovation. This leads us to consider the 

potential combinations of BC Management and BM Innovation together. which we coin 

as Strategic Business Continuity Management. 

  

3 Strategic Business Continuity Management 

 

Reflecting the identified shortcomings in literature, we propose an extension to existing 

approaches so that BC management would truly become a) holistic; and b) strategic. 

Figure 2 provides an abstract depiction of the approach we propose.  

 

Our extension proposes BM and Stress Testing as inter-related concepts to BC 

Management. In Figure 2, the right-hand side is the traditional, value preservation, 

approach of BC Management, explained above. The left side depicts the value of Business 

Model Stress testing by keeping the business model updated against disturbances by 

revising the business model elements. The proposed BM Management approach 

combines the both above to implement the changes faster, by helping to identify early the 

candidates of threats and response to them in advance.  

Business Continuity ManagementBM Stress testing

?

Creates value Preserves value



568 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

J. Heikkilä, M. Heikkilä, M. Niemimaa & J. Järveläinen: Means to Survive Disruption: Business 

Model Innovation and Strategic Continuity Management? 

 

The steps we propose in Figure 2 should feel rather intuitive to any BC Management 

expert - in the content rather than in the structure. By proposing an approach that makes 

use of transformational business model innovation and stress testing in BC Management 

context, the BM becomes itself as a potential disturbance for company’s business 

continuity. It directs our attention better on the potential elements under transformation – 

the benefit from the approach is that it mediates the strategy and transformational business 

model to BC Management. 

 

This is crucial under the circumstances of moving or disrupting markets. We typically are 

able to see and describe those threats we already have concepts for (Weick & Putnam, 

2006), and thus it is no wonder that these considerations have not easily emerged from 

the traditional BC Management methods. Next, we’ll elaborate the combination of Stress 

testing with Business Continuity Management with steps of Stress Testing (the steps 

adapted from Haaker et al.,  2017): 

 

Define Business Model 

 As suggested, if the organization has not already explicitly articulated its 

business logic, it should be done at this step. Articulating the static business-

model-in-practice can be a thorny quest. Though this can be done by building on 

any of the available (formal) business model methods and languages (Haaker et 

al., 2017), it is equally useful to freely describe the components of business 

model in common language with the help of an BM innovation expert. 

Identify Uncertainties 

 Identifying uncertainties for BC focuses primarily around issues that threaten 

operations and define feasible optional arrangements, e.g., how can we set up 

alternative customer service processes promptly, and what is the (absolute) 

minimum level of service we have to deliver and how long does it suffice (i.e. 

business requirements for recovery. Combined with business model stress 

testing methods such as using ready-made scenarios with SWOT analysis 

(Haaker et al., 2017) and/or on brainstorming with likely scenarios, such as 

merging with or acquiring a new company in this paper. Even though qualitative 

risk analysis methods are well-documented and often well-known for 

organizational planner, Stress Testing provides a feasible alternative for SBCM. 

Instead of enumerating and estimating all possible external uncertainties in the 

first place, the focus is on the level of business model, i.e., what risks does the 

uncertainty pose to the components of the business model (or to the 

transformational business model). Only thereafter the impacts on organizational 

resources and processes will be evaluated in the BC Management sense. 

Assess Impact 

 Assessing the impact of the identified uncertainties can be done during the 

business modelling using e.g., Stress Testing systematically the impact of the 

legislative change across the business model component parts (e.g., does it 

impact our customer base, how does it change the value proposition, do we need 

changes to technologies that deliver the product/service). Thereafter this can be 

juxtaposed with the company’s current business model and what modification it 
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will bring to BCM. This could be represented in tabulated form, as it allows the 

planners to start comprehending the potential impact of the business model’s 

transformation that they deem to have most potential for disrupting their current 

business. All identified impacts should be documented to be considered in the 

next phase. 

Design changes 

 After documenting the potential impact, practical measures for the change can 

be crafted. important point is to develop measures upon likely disruptions rather 

than estimate the feasibility of the strategic changes at this point. The power of 

BC Management is in the pro-actively planned measures against changes and 

maintaining performance during disruption and recovery, so the temporal effects 

should be articulated precisely – what are the signals of a disruption taking place, 

and when the continuity measures should start. The challenge here is to be 

generic enough and not going into too much details; but the measures must be 

specific enough to be practical. A feasible option is to define the changes in such 

a way that BC Management addresses the BM modification with the help of such 

adverbs as “redundant”, “resilient”, “backup”, and “alternative” that remind of 

the high-availability requirements for “sustaining”, “corrective”, “revising” and 

“redirecting” outcomes. These adverbs give an idea of the BC Management 

methods that account the risks and cushion the business impacts. 

Execute changes 

 BC Management plays a major role in maintaining the way the company 

operates and makes revenue under changes, and prepares for rapid response to 

changes, by sustaining the existing situation, or by getting prepared to alternative 

operations. Some advocate “trial-and-error” discovery approach to BM 

innovation (McGrath, 2010), or consider it a vital part of the BM evolution 

(Sosna et al., 2010), but in SBCM thinking the response should be also 

implementable, and this is where BMs and Stress Testing fall short. The decision 

on which changes to execute and which “fights to fight” on the markets is largely 

a decision for the senior management, but the espoused strategy, current 

resources and operations are an important constraint to the extent of change. For 

the actual execution of the plans, standard project management methods and 

quality function deployment are useful in designating resources and 

responsibilities and feasible measures in practice. This provides the senior 

management grounds to prioritize feasible alternatives under the prevailing 

internal and external circumstances. 

 

4 Evidence from the practice: need for SBCM 

 

During the years 2014-2018, we conducted 123 case studies studying innovation of BMs 

in European SMEs.  Out of these cases, 29 were Action Design Research Cases (ADR) 

carried out in close collaboration with companies.  

 

A tool for Business Model Stress Testing combining future scenario planning with BM 

thinking was developed in four of these ADR studies. The companies considered Stress 
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Test as a structured, mature and generically applicable tool. Stress Testing appears to 

bring forth relevant and critical issues of BM components, and to lead towards agile and 

iterative BM innovation. In addition, five cases tested the Stress test without the help of 

us researchers. These cases show that if entrepreneurs use the Stress Test tool, they use 

the tool according to their own convenience and tweak the steps and the content of 

scenarios to what is convenient and what does make sense to them. Stress test helped 

them to focus and to see where changes in their BM are required.  

 

Thereafter, Stress testing tool was tested in twelve more case companies. These cases 

show that users had difficulties in deciding the abstraction level of the scenarios, but on 

the other hand the usage of the tool was becoming more creative, implying that the tool 

is utilised by users in ways, which were not originally intended by the developers. The 

overall conclusions from these cases was that the BM Stress Test increases awareness of 

BM’s viability.  

 

Looking carefully in some of the other case studies, we notice further complications that 

justify combining BC Management and BM Stress Testing for Strategic Business 

Continuity Management. First, the case of a company, which provides solutions for 

improving in-door air and atmosphere with plants: It utilized BM tools and thinking for 

transforming and innovating its product-based business towards services. After 8 years 

of operation, it focuses heavily on financial calculations and follow carefully its success 

in monetary terms. Business model is nowadays utilized only implicitly, but the emphasis 

is clearly on the value preservation of the present business model. As the time passes and 

low-end disruption competition emerges they should move to the transforming side of the 

SBCM model, while simultaneously maintaining their profit-making capacity against 

profit reducing competition. 

 

Another case is the Sport Prescription case, where the entrepreneur proposed an 

innovative business model, requiring close collaboration with several incumbent 

companies. He was not willing to anticipate the uncertainties of the networked mode of 

operations, but instead wanted to handle them one by one when he faces them. This led 

him to stick to his original BM and consequently, denial of alternative, transformational 

business models. In this case there was no Business Continuity Planning - not to mention 

BC Management – and the business models could not be implemented. As a consequence, 

there was now plan B, nor any systematic way to tackle the inevitable options for merging, 

trade-sales, or solvency. The business idea is still owned by the founder, but it does not 

generate any revenue. 

 

The case of Pain Meter involved a serial entrepreneur, who understood from the very 

beginning the difficulties of introducing a new instrument for clinical follow-up. In 

retrospect, a kind of BCM started from the exit-plan, but it soon emerged towards SBCM, 

when the founder and partners were considering alternative plans to implement 

alternative transformational business models. The focus was on the partner network and 

securing for funding to run proofs-of-concepts with subcontracted prototypes to create 
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further value and additional options for investors, whenever they are willing to move. The 

company is soon to be traded for integrated with a medical company. 

 

A case of a mature company in maritime sector brings up an interesting aspect regarding 

selection of potential future scenarios – bury one’s head in the sand -phenomenon. When 

the company decided against which uncertainty they stress test their current BM, they did 

not want to take into account the trend of autonomous shipping. This was because the 

owner simply did not believe that ships could be autonomous and refused to even consider 

such option. 

 

With these anecdotal evidence, we wanted to highlight the importance to have optional, 

concrete plans that ensure/preserve profitability, or create additional value while being 

under the pressure to perform against the evitable, disruption or restructuring. 

 

5 Discussion and Conclusions 

 

In this article, we have proposed an extension to the BC approaches that aim to increase 

the scope of BC and its organizational significance in the landscape of accelerating 

restructuring of industries and merging and fusioning companies. These extensions match 

with the aims of other scholars that have argued for holistic and strategic BC (Herbane et 

al., 2004; Gerber & von Solms, 2005; Zuccato, 2007) by combining it with BM 

Innovation. The discussions have, however, largely focused on the former arguing how 

value preservation can be viewed as strategic (Richardson, 1994; Herbane et al., 2004). 

Here we broaden the scope to range of threats to the value creation, while under the 

inevitable disruptive and restructuring pressure. 

 

The benefits of BC in general stem from the preparedness to circumstances measures of 

fast recovery from contingent situations, whereas its handicap is the loose connection 

with strategy. In this article, we illustrate, how to combine it with static business models 

and transformational BM innovation to realize the ideas of Demil and Lecoq (2010) and 

iterative approach suggested by Casedesus-Masanell and Ricart (2011). BMs serve as 

proxies for the strategy and provide the necessary granularity and vehicle for 

communication with actual implementation and strategic direction (Heikkilä, 2010).  

 

We see the contingencies of disruption and restructuring particularly contemporary and 

current markets as the technological progress has enabled organizations to innovate new, 

radical business models that can render obsolete in an instant any incumbent’s value 

creation logic (Eggers & Park, 2017). The rapid technological change combined with new 

innovative business models provide both possibilities and serious threat to organisations, 

and the role of BC Management is increasing in maintaining the profitability and survival 

during the change. The question of  “why some incumbents do well and adapt, while 

others struggle?“, under these technology-driven changes has become a key question of 

our time (Eggers & Park, 2017). When viewed from the perspective of BC, the new BMs 

represent (abrupt) contingencies in the environment that appear as risks threatening the 

business continuity of a company, and that, consequently, require organizations to make 
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preparations. To respond to these changes, SBCM serves as a promising tool for business 

continuity threats. 

 

The proposed two-part approach of Strategic Business Continuity Management (SBCM) 

differentiates between BC activities that focus on value preservation and those that focus 

on value creation, but are simultaneously linked to each other through business models. 

While value preservation focuses on sustaining (by BCM) those processes and resources 

that implement a particular existing business model, the value creation part focuses on 

exploring threats to business model innovation (by Stress Testing) that can directly 

contribute to how the organization can implement the additional value creating changes 

faster. When this combination becomes a part of the company’s strategic, value creating 

activities, we expect that it can secure more resources and gain management buy-in more 

easily that are needed for effective value preservation but that are often recognized as 

significant challenges (Lindström et al., 2009; Seow, 2009). That is, we’d like to stress 

that the importance of the value preservation part has not diminished neither have we 

sought to reduce its importance. When the implementation of the new BM through 

technologies, resources and processes is designed, the value preservation part of SBCM 

should be used to ensure that they meet the organization’s BC targets (such as maximum 

time to recovery) and communicating about the strategic intent and the feasible 

possibilities of innovative changes.  

 

The latter is especially important in the context of business modelling, as indicated by 

Sosna et al. (2010) in their analysis of trial-and-error during business evolution: “We have 

seen that the ‘who’ was as important as the ‘how’ in Naturehouse's business model 

development process. The level of resilience and commitment to change of the OM 

[operational management] and top-management team were absolutely critical to the 

success of the business model experiments. In this context, the role of centralized decision 

power can be seen as a two-edged sword: if a leader with significant (or complete) 

decision power is committed to business model experimentation, the chances for success 

are significantly increased. But if they are obstructive to business model re-designs or 

innovations, it will be nearly impossible for other managers to run any experiments, set 

up learning processes, or implement a new business model effectively.” (Sosna et al., 

2010). 

 

Last, we have merely started to explore this area emerging at the intersection of BC and 

BM and call for more contribution between the scholars and practitioners working in these 

areas. Indeed, this paper is an outcome of a fruitful collaboration between scholars from 

both “camps”. We argue that such interdisciplinary efforts are needed to prepare 

organizations and respond for the significant technology-driven reconfigurations that take 

place both at organizational and societal level. 

 

5.1. Future Research 

 

In this research, we have opened a new discussion between Business Continuity 

Management and BM (especially Stress Testing). The approach we provide focuses on 
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high-level, abstract phases, by supplementing Stress Testing with the features of BCM 

and taking Stress Testing output to the benefit of Business Continuity. This we provide a 

Strategic Business Continuity Management framework that covers both value 

preservation and value creation in Business Modelling, especially for the situations like 

re-structuration of industries and merging of companies, which we expect to increase 

along the progress of digitalization. 

 

While the phases of SBCM are already readily applicable (see figure 2.) for business 

benefits, more research needs to be taken to provide more effective tools for different 

circumstances. Identifying uncertainties and contingent circumstances is a crucial part of 

the whole approach as it largely determines the content of the subsequent phases. But, 

how well do our existing business continuity methods perform when dealing with 

environmental contingencies pertaining to BMs? For BC to be truly proactive (Butler & 

Gray, 2006) companies need to (optimally) recognize uncertainties already before they 

actually unfold, so this could be mainly in retrospect. However, the relevant approach, 

would be to develop methods to surface potentially disruptive BMs to effectively help 

companies to prepare before the BMs transform from potentially disruptive to disruptive. 
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1 Introduction 

 

In recent years BMI is increasingly gaining attention in academic literature as well as in 

practice (Haaker, Bouwman, Janssen, & de Reuver, 2017). Research on BMI has mainly 

focused on large enterprises, only several studies (Barjak, Es-Sadki, & Arundel, 2015; 

Bouwman, Nikou, Molina-Castillo, & de Reuver, 2018; Heikkilä, Bouwman, & Heikkilä, 

2018) have focused on SMEs. However, as SMEs represent key players of the European 

economy, more attention is needed in the understanding of their practices, innovativeness, 

and competitiveness in the global marketplace (OECD, 2017). However, even though 

SMEs seems to improve business performance by innovating their business model (BM), 

a little is known about SMEs business model innovation practices (Hartmann, Oriani, & 

Bateman, 2013). Furthermore, the research methods applied in studies related to BMI in 

SMEs are predominantly case studies (Laudien & Daxböck, 2017), which do not allow 

generalization of results. 

 

Past research has mainly focused on defining a business model (Teece, 2010; Christoph 

Zott & Amit, 2008) and studying the antecedents and barriers to BMI (Amit & Zott, 2001; 

Hartmann et al., 2013). There has been less attention on the impact of BMI on 

performance (Desyllas & Sako, 2013; Christoph Zott & Amit, 2007). According to 

Hartmann et al. (2013) past work has also looked at internal and external factors of the 

business model innovation success.  

 

Based on the past work this study is trying to derive drivers and outcomes of business 

model innovation. Therefore, in this paper, we strive to answer the following research 

questions: What factors play a role in BMI? What is the performance outcome of BMI? 

We build upon the BM literature to guide our theoretical development and to formulate 

relevant hypotheses. To test our model and hypotheses, we used qualitative data collected 

in the H2020 Envision project. A data set of 71 Slovenian SMEs engaged in BMI was 

used. Data were collected in 2017. A PLS-PM statistical approach was used to test 

hypotheses. 

 

This remaining of the paper is organised as follows. Firstly, we present literature that 

guided research model development, secondly, we formulated hypotheses. Thirdly, the 

research methodology is discussed, followed by the presentation of research results. 

Finally, the findings are discussed and conclusions are made. 

 

2 Theoretical Background and Hypotheses Development 

 

BM and the level of BMI 

BM generally refers to a representation of firm’s logic to create, distribute and capture 

value for its stakeholders (Bouwman, Zhengjia, Duin, & Limonard, 2008; Chesbrough & 

Rosenbloom, 2002). While BM has been investigated by many researchers from various 

disciplines there is a wide variety of definitions (DaSilva & Trkman, 2014). In this paper, 

we define BM as a description of how an enterprise or network of enterprises intends to 

create and capture value for both, (networked) enterprises and the customers (Bouwman, 
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Vos, & Haaker, 2008). The definition of BMI according to Zott & Amit (2010) is the 

activity-based perspective of BM, resulting in a changes in an enterprises BM that is new 

to the world or just new to the enterprises under analysis. 

 

BMI includes changes in BM components which are the building blocks of a BM. Several 

researchers (e.g. Lambert & Davidson, 2013; C. Zott, Amit, & Massa, 2011) provided an 

overview of BM components. Furthermore, some researchers provided BM ontologies, 

for example, BM Canvas (Osterwalder & Pigneur, 2010), STOF (Bouwman, Faber, 

Haaker, Kijl, & De Reuver, 2008), and VISOR (El Sawy & Pereira, 2013). The 

practitioner-oriented BM canvas (Osterwalder & Pigneur, 2010) consist of nine building 

blocks, including value proposition, key partners, key resources, key activities, customer 

relationship, communication and distribution channels, customer segmentation, revenue 

streams, and cost structure. These components have been used by several researchers. For 

instance,  Haaker et al. (2017) have used all these nine components of BM as well, while 

Hartmann, Zaki, Feldmann, & Neely (2016) have used only six components (key 

resources, key activities, value proposition, customer segment, revenue model, and cost 

structure). This study follows an approach by Osterwalder, Pigneur, & Tucci (2005) 

suggesting BMI as a development or even a modification of BM components.  

 

BMI components are measured differently by several authors. For instance, Santos, 

Spector, & Van Der Heyden (2009) considered changes in the architecture of BM as an 

indicator of BMI. Furthermore, Huang, Lai, Kao, & Chen (2012) used a list of randomly 

selected components of BM. According to Foss & Saebi (2017), BMI literature provides 

two diverse perspectives of BMI, including changes in the architecture of BM and 

changes in one or more components in BM.  Therefore, they suggested two-dimensions 

of BMI: scope and novelty. The scope dimension is characterized by architectural and 

modular changes of BM while novelty dimension describes BM changes as novel to an 

enterprise or an industry. Another valuable conceptualisation is provided by Clauss 

(2017) who developed a validated scale for BMI. In our study, we perceived 4 levels of 

BMI: BM new to the industry, BM never implemented by competitors before, BM not 

found in dominant BM in industry, BM not invented by other enterprises.  

 

It can be concluded that there is no consensus regarding definitions and 

conceptualisations of BM and BMI. Moreover, there is a lack of understanding of what 

drives BMI and how BMI impacts on performance outcomes. 

 

Drivers of the level of BMI 

There have been many previous discussions and studies on drivers, influencing BMI 

activities and practices. Drivers of the level of BMI can be internal as well as external 

(Andreini & Bettinelli, n.d.; Foss & Saebi, 2017b). In this study, we perceive environment 

and technology as external drivers and innovation as an internal driver, influencing SMEs 

level of BMI.  

 

The environment consists of competitive intensity (Jaworski & Kohli, 1993) and market 

turbulence (Jaworski & Kohli, 1993) and is one of the external drivers that influence the 
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BMI. However, in one of the recent studies (Bouwman et al., 2018) the correlation 

between competitive intensity and BM experimentation was not supported. Even though 

there are mixed results related to the impact of environment on the level of BMI, we aim 

to re-evaluate its impact and thus we hypothesise that: 

 

H1: Environment has a positive effect on the level of BMI. 

 

According to Johnson & Christensen, C. M. Kagermann (2008) and Bouwman et al. 

(2018) technology turbulence has a direct impact on BM experimentation. The 

technology innovation has been identified as an important determinant of effective 

business in many previous studies. Therefore, we hypothesise that: 

 

H2: Technology has a positive effect on the level of BMI. 

 

Innovation in this study is seen as a driver and is defined as enterprises ability or capacity 

to introduce new processes or new product/service in the enterprise (Hult, Hurley, & 

Knight, 2004). The innovation can drive the SMEs experimentations in BMI. For 

instance, Bouwman et al. (2018) have shown a positive relationship between innovation 

activity and BM experimentation. Hence, we hypothesise that: 

 

H3: Innovation has a direct effect on the level of BMI. 

 

Outcomes of BMI 

Level of BMI refers to the level of novelty of BMI for the enterprise or the industry. 

According to Heikkilä et al. (2018) in the context of SMEs BMI is related to BMI 

outcomes. Therefore, we hypothesize that: 

 

H4: Level of BMI has a positive effect on BMI outcomes. 

 

The relationship between BMI and business performance has been confirmed by several 

previous studies (e.g. Cucculelli & Bettinelli, 2015; Christoph Zott & Amit, 2007). For 

example, studies have shown that different types of BM changes can lead to improved 

business performance (Giesen, Berman, Bell, & Blitz, 2007). Hence, we hypothesise that:  

 

H5: BMI outcomes have a positive effect on performance. 

 

Figure 1 presents a research model proposed in this study. It consists of above-defined 

concepts and correlations.  
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Level of BMI BMI outcomes Perfromance

Figure 18: Research model 

 

 

3 Methodology 

 

Sample and data collection 

The empirical data for this paper were collected in H2020 Envision project using a 

questionnaire. The questionnaire consists of several questions regarding BM and BMI, 

including BMI drivers, type of innovations, changes of BM, methods, and tools used for 

BM, BMI outcomes. Data were collected through a professional research agency based 

in the Netherlands. There were 11 countries (the Netherlands, France, Finland, Austria, 

Italy, Lithuania, Poland, Portugal, Slovenia, Spain, Sweden) included into the research. 

The SMEs (using definition by 2003/361/EC (2003) were randomly selected from Dun 

and Bradstreet database that collects data on enterprises on a regular basis from chambers 

of commerce and other organizations. Respondents in each enterprise were collected in 

2017 from owners or managers who are involved in BMI, innovation or business 

development. A seven-point Likert scale (1 = totally disagree, 7 = totally agree) was used 

to measure the level of agreement with a given statement.  

 

In this paper, only the data from SMEs in Slovenia that are engaged in BMI were used. 

71 useable responses were utilized for the statistical analysis. For the descriptive statistics, 

we used SPSS, while the hypotheses were tested with R. The PLS-PM method was 

applied to find and identify the relationship among constructs.  

 

Measurement model  

In order to set up the empirical analysis, we defined relevant constructs for the regression. 

Items to measure constructs were selected from previously validated measures and are 

presented in Table 1. A seven-point Liker scale was used in this study. 

 

Independent constructs. To capture the Environment and Technology constructs 

Jaworski & Kohli (1993) items were adopted and used in this study. For the Innovation 

construct, five items were adopted from previous studies (Hult et al., 2004; Subramanian, 

1996). 

 

Dependent constructs. To measure a Level of BMI the four items considering the novelty 

of BMI were adopted from Christoph Zott & Amit (2008). Ross, Weill, & Robertson 

(2006) items were used to measure BMI outcomes construct. This construct consists of 

four items that reflect changes in BM that potentially cause the business performance. For 
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the performance construct, six items were adopted from previous studies (Cucculelli & 

Bettinelli, 2015; Venkatraman & Ramanujam, 1986). 

 
Table 7: Constructs and items used in this study 

 

Construct  Items Sources 

Environment Competitors starting to offer similar 

products/services 

(Jaworski & Kohli, 

1993) 

Competitor’s reaction to our initiatives 

Frequently changing customer preferences 

Technology Rapid changing technology (Jaworski & Kohli, 

1993) Increasing technology development 

Innovation Corporate culture focused on constant 

innovation 

(Hult et al., 2004; 

Subramanian, 1996) 

Aim to create multiple innovations annually 

Introduce innovations completely new to 

the markets 

Creating more than one innovation at the 

same time is common practice 

Our enterprise is one of the first to introduce 

innovations 

Level of BMI 

innovation 

BM new to the industry (Christoph Zott & 

Amit, 2008) BM never implemented by competitors 

before 

BM not found in dominant BM in industry 

BM not invented by other enterprises 

BMI outcomes Changes in BP standardization (Ross et al., 2006) 

Changes in BP integration 

Changes in ICT applications 

Changes in ICT infrastructure 

Performance Sales growth (Cucculelli & 

Bettinelli, 2015; 

Venkatraman & 

Ramanujam, 1986) 

Profit growth 

Market share 

Market penetration rate 

Market value 

Net income 
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4 Results 

 

Descriptive statistics 

Out of 71 respondents, 37.1 percent represented micro enterprises, 38.5 percent small 

enterprises, and 24.4 percent medium-sized enterprises. Among the respondents, only 25 

percent claimed that they have innovated their business model in last two years. Figure 2 

shows what changes in the business model they have made in last year. According to data, 

the focus was on collaboration with new business partners, development of new 

products/services, the introduction of new distribution channels, the introduction of new 

ways to reduce fixed and variable costs and the introduction of new ways to be profitable. 

 

 
Figure 19: Area of business model innovation in last year 

 

The changes in business model mainly lead to changes in internal controls to monitor 

processes, business processes standardization, ICT applications, ICT infrastructure, and 

business/organisational structure (Figure 3). 

0% 20% 40% 60% 80% 100%

Our enterprise last yearintroduced new…

Our enterprise last year introduced new…

Our enterprise last year started to…

Our enterprise last year shared new…

Our enterprise last year introduced new…

Our enterprise last year created new…

Our enterprise last year introduced new…

Our enterprise last year introduced new…

Our enterprise last year introduced new…

Our enterprise last year introduced new…

1 Totally disagree 2 3 4 5 6 7 Totally agree
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Figure 20: Impact of business model changes 

 

As regards to the drivers, the following drivers prevail: offering products/services at low 

prices, minimize costs, to scale up their business, customer needs different to traditional 

customer needs, price competition.  

 

Validity and reliability 

We used R software to analyse data. Using Dillon-Goldstein’s rho (DG. Rho), average 

variance extracted (AVE) and composite reliability (CR) the convergent and discriminant 

validity and internal consistency were examined. Table 2 illustrates the items loadings 

(the items that have loadings less than a threshold value of 0.60 were dropped), DG. Rho, 

AVE, and CR for the model components. All displayed acceptable validity and reliability 

of the used measurements. 

  

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Changes in our business model lead to…

Changes in our business model lead to…

Changes in our business model lead to…

Changes in our business model lead to…

Changes in our business model lead to…

Changes in our business model lead to…

Changes in our business model lead to…

Changes in our business model lead to…

Changes in our business model lead to…

1 Totally disagree 2 3 4 5 6 7 Totally agree
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Table 8: Measurement items and internal validity 

 

Construct Items Factor loadings DG. Rho AVE CR 

Environment 

Q12_4 0.78 

0.78 0.54 0.78 Q12_5 0.71 

Q12_6 0.71 

Technology 
Q12_7 0.94 

0.95 0.9 0.95 
Q12_8 0.95 

Innovation 

Q13_2 0.75 

0.86 0.55 0.86 

Q13_7 0.67 

Q13_8 0.81 

Q13_9 0.67 

Q13_10 0.78 

Level of BMI 

Q6_1 0.84 

0.87 0.62 0.87 
Q6_2 0.80 

Q6_3 0.71 

Q6_8 0.81 

BMI outcomes 

Q9_4 0.84 

0.91 0.71 0.91 
Q9_5 0.90 

Q9_6 0.85 

Q9_7 0.78 

Performance 

Q14_1 0.88 

0.95 0.74 0.94 

Q14_2 0.92 

Q14_3 0.87 

Q14_5 0.80 

Q14_6 0.85 

Q14_7 0.85 
 

Dillon-Goldstein’s rho values were all above the threshold of 0.70. The AVE values 

ranged from 0.54 to 0.95, which is above the recommended threshold of 0.50. Therefore, 

we can conclude that there is the internal consistency of the items. After the internal 

consistency was tested, we examined discriminant validity. Table 3 shows that values for 

established discriminant validity are larger than other correlation values among the latent 

variables (Fornell & Larcker, 1981). Based on this we can determine that discriminant 

validity is not an issue. 
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Table 9: Discriminant validity of measurement model 

 

  ENV TECH INNOV LBMI BMIO PERF 

Environment 0.74      
Technology 0.63 0.95     
Innovativeness 0.38 0.40 0.74    
Level of BMI 0.46 0.40 0.54 0.79   
BMI outcomes 0.40 0.54 0.49 0.56 0.84  
Performance 0.33 0.32 0.29 0.38 0.29 0.86 

 

Structural model analysis and hypotheses testing 

The conceptual research model has been examined using PLS-PM technique. We 

obtained Goodness-of-Fit index value of about 0.41, which is considered as the slightly 

large effect size of R², thus, indicating an adequate global validation of the overall PLS 

model.  

 

The results are presented in Figure 4 and show that four out of five hypotheses were 

supported. Environment and innovation are positively associated with the level of BMI 

(β=0.26, p<0.05 and β=0.41, p<0.01 respectively), while technology in our case is not 

associated with the level of BMI. Moreover, the level of BMI was found to positively and 

significantly contribute to BMI outcomes (β=0.56, p<0.01). Similarly, BMI outcomes are 

positively associated with performance (β=0.29, p<0.05). 

 

Environment

Technology

Innovation

Level of BMI BMI outcomes PerfromanceNS
0.56
**

0.29
*

NS: Non-significant path** p<0.01   * p<0.05

R²=0.37 R²=0.31 R²=0.08

 
Figure 21: Empirical results 

 

5 Discussion 

 

The empirical results revealed that environment as external factor and innovation as an 

internal factor have an effect on the level of BMI. Therefore, this research results support 

theoretical foundations that combination of internal and external drivers stimulates BMI. 

Furthermore, a non-significant relation was found for the relation between technology 

and the level of BMI. This finding counters existing research (e.g. Bouwman et al., 2018) 

which found that technology is positively associated with BMI. A possible explanation is 

that this study has focused on the tangible technology, while the intangible technology 

assets (e.g. specialized IT personnel) may be more crucial than tangible. Therefore, the 
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results of this study support the idea that technology per se does not play a key role in the 

BMI.  

 

The level of BMI construct is presented by the level of novelty of BMI for the enterprise 

or the industry. The results suggest a positive relationship between the level of BMI and 

BMI outcomes. This finding supports previous research suggesting that BMI is related to 

BMI outcomes (Heikkilä et al., 2018). Therefore, the characteristics of the level of BMI 

make it suitable to enhance efficient BMI, which, in turn, leads to higher BMI outcomes.  

The BMI outcomes are necessary changes in BM. As hypothesized in this study the BMI 

outcomes have a positive impact on enterprise overall business performance. The results 

are consistent with the study conducted by Giesen, Berman, Bell, & Blitz (2007) that 

provides insights on how different types of BM changes can lead to improved business 

performance. Our study has confirmed that the cogent changes in BM lead to the 

improved overall business performance of the SMEs. 

 

Practical implications 

Our study confirmed that environment (competitors’ behaviour and changing customer 

preferences) and level of enterprise innovativeness (dynamic of innovation) have a 

positive impact on the level of BMI (the level of BMI novelty). Level of BMI mainly 

resulted in changes in business processes and ICT (outcomes), which have a positive 

impact on overall performance.  

 

These results confirm that in the digital economy, business model innovation is one of 

the key activities, that has to be continuously undertaken in every enterprise, either to 

survive or to achieve growth (Hanelt, Hildebrandt, & Polier, 2015). However, systematic 

approach with proper methods and tools is a key to successful BMI.  

 

Our observations and awareness of challenges that many SMEs face with (e.g. limited 

number of employees, knowledge, and skills) have confirmed the limited use of BM 

methods (e.g. Canvas) and tools (e.g. spreadsheets like Excel) for BMI. Consequently, 

SMEs managers/owners do not have a complete overview on how they create, capture 

and deliver value for enterprises and the customers. This may lead to inefficient decision-

making, overall inefficiency, and lower competitiveness. Therefore, if SMEs want to 

successfully innovate their BM they need to use available BM methods and tools more 

systematically and comprehensively. Systematic and cogent changes in the individual 

elements of BM are not only made to satisfy customers but also to differentiate from 

competition and achieve competitive advantages.   

 

Furthermore, it seems that more innovative SMEs are more prone to innovate their BMs 

and are able to change them in a way that are different from BM of their competitors. The 

environmental pressure is another driver that motivates SMEs to innovate their BM 

differently than their competition. Surprisingly, information technology was not 

recognized by SMEs to have an influence on the level of BMI novelty. Information 

technology is often identified as an enabler and supporter in realization of enterprises 

strategy and goals. While there is a variety of information technologies and solutions 
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targeting SMEs needs available on the market it is often quite challenging for SMEs to 

recognize their needs and adopt the most appropriate ones. According to a recent report 

from OECD, the lack of investments as well as also lack of personnel, knowledge, and 

skills hinder the adoption of digital technologies in SMEs (OECD, 2017).  Therefore, the 

government should support SMEs in a form of tax relief and alternative funding ways.  

Furthermore, SMEs should put more emphasis on continuous learning and ICT skills 

development.  

 

As regards to BMI outcomes and performance, the findings indicate that the level of BMI 

novelty impact the changes in the way SMEs are doing business and consequently help 

them to be more successful on the market. Therefore, if SMEs want to achieve 

competitive advantage they should try to make changes in BM that will differentiate them 

from competitors. 

 

6 Conclusions 

 

This paper aimed to explore the external and internal drivers and outcomes of BMI. 

Among 71 Slovenian SMEs that have participated in the study, only 25 percent have 

innovated their BM in the last two years; however, all of them had experiences with BMI. 

Interestingly, the majority of SMEs who have experimented with BMI did not dedicate 

specific funds or established team for this purpose. Furthermore, the majority of SMEs 

claimed that they are not using specific methods and tools for BMI. Nevertheless, they 

are using computer-based tools, especially spreadsheets.  

 

Overall, the results of hypotheses testing suggest that internal as well as external drivers 

have a positive impact on SMEs level of BMI. Noteworthy, the technology was not 

recognized as a BMI driver. Furthermore, the level of BMI has a positive impact on BMI 

outcomes. Moreover, the BMI outcomes positively associate with overall performance 

outcomes. 

 

Even though this study has focused on several BMI issues, there are several limitations 

which highlight opportunities for further research. First, the research findings are based 

on one geographical region. The comparison of these finding with other European 

countries could provide insights regarding differences in BMI. Second, the responses 

were provided only by the owners or managers who are involved in BMI. Therefore, 

further research could include different roles (not only owners/managers but also other 

employees who are involved in BMI) in the enterprise, which may reflect in different 

perceptions of BMI. Third, this study offers only partial insights on a vast area of BM and 

BMI research. Therefore, the future studies should give more emphasis on different 

drivers, more detailed BMI practices as well as BMI outcomes. 
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Abstract Recently, the sharing economy continued growing and creating 

new business models (BMs) and in turn, generating new challenges for 

traditional business models. As existing studies usually compare sharing 

economy business models versus more traditional ones in the 

accommodation sector, this study aims to explore differences of 

accommodation sector shared economy business models. This study used a 

comparative analysis following a framework of Business Model Canvas by 

Osterwalder and Pigneur (2010). The data on two shared economy business 

models (global Airbnb and local Trumpam.lt) was collected from 

secondary sources. The findings indicate that the analysed BM of Airbnb 

ensures their success in comparison with local company’s BM. The main 

differences involve many components of BM such as segments, value 

propositions, customer relationships, communication channels, key 

activities, partners, revenue streams, and costs. This study offers a starting 

point for accommodation sector researchers to contribute to the shared 

economy business models. Future research may include interviews with 

sharing economy company’s founders and provide a more detailed case 

analysis.  
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1 Introduction 

 

The rapid development of information communication technologies (ICT) has 

empowered users to create their content, share information, collaborate, and make 

transactions through digital platforms (Wang and Nicolau, 2017). Sharing economy has 

emerged recently as a response to the environment, socio-cultural and globalization 

concerns (Bratianu, 2018; Cohen and Kietzmann, 2014). The sharing economy describes 

organizations that connect users/renters and owners/providers through diverse types of 

digital platforms, such as consumer-to-consumer (C2C) (e.g., Airbnb) or business-to-

consumer (B2C) platforms (e.g., Zipcar) (Parente et al., 2017). 

 

Nowadays sharing economy is in the process of transforming the diverse range of sectors 

including accommodation, mobility, and logistics, labour,and service, food, and dining, 

financial services, goods and equipment (Akbar and Tracogna, 2018; Mody et al., 2017; 

Plenter et al., 2017). As a result, the new type of business models (BM) known as sharing 

economy has emerged (Wang and Nicolau, 2017). The pioneer of the sharing economy is 

Airbnb that connects owners of diverse types of accommodations with customers looking 

for a place for stay (Gyódi, 2017). Moreover, previous studies paid more attention to new 

types of BM such as social BM and data-driven BM (DDBMs) (Hartmann et al., 2016; 

Rantala et al., 2018; Spiess-Knafl et al., 2015). Thus, the recent study by Li (2018) has 

provided a detailed analysis of the new BMs and traditional BMs of the creative industry. 

However, the BM of sharing economy remains poorly explored in the literature. 

 

Only a few studies to the date focused on accommodation sector, despite the growing 

number of studies in sharing economy BM in many other sectors, such as financial (e.g., 

Lending Club) and transportation services (e.g., Uber) (Lee and Shin, 2018; Cohen and 

Kietzmann, 2014; Yang et al., 2017). However, Tussyadiah and Sigala (2018) argued that 

the accommodation sector is one the most important sectors in the travel and tourism 

industry.Few studies used a comparative analysis and showed similarities, and differences 

between sharing economy BM (Airbnb) versus traditional BM (Booking.com or a Hotel 

chain; see Gyódi, 2017; Parente et al., 2017). Nonetheless, no studies analysed various 

sharing economy BMs in accommodation sector, to the best of authors’ knowledge. 

Therefore, this context presupposes the research question: what are peculiarities of shared 

economy business models in accommodation sector? To tackle the research question, this 

study aims to explore differences of accommodation sector shared economy business 

models. 

 

Following Laudien and Daxböck (2017), the study uses a qualitative research design 

because it enables to gain rich data and more in-depth understanding of sharing economy 

BMs. More specifically, this study has applied a comparative analysis of two cases: a 

global one (Airbnb), and a local one (Trumpam.lt). 

 

The main contributions of this study are twofold. First, this study will contribute to the 

theoretical discussion about sharing economy BMs. Second, to the best of authors 

knowledge, this is the first attempt to compare sharing economy BMs in the 
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accommodation sector. Further, this paper contributes to research on travel and tourism 

industry and accommodation sector more specifically. 

 

2 Literature Review on Sharing Economy Business Models, and 

Accommodation Sector 

 

Recently, the notion of “sharing economy” has received attention from researchers and 

practitioners. Sharing economy (or crowd-based capitalism) has occurred at scale around 

2010 (Sundararajan, 2016). Botsman and Rogers (2010) note that sharing (or 

Collaborating Consumption) is not a niche trend or even the response to the 2008 global 

financial crisis but its growing movement with millions of people participating from the 

entire World. Despite the popularity of the term, academic literature identifies some 

common misconceptions which are related to its novelty (Frenken and Schor, 2017). 

Historically, the term “sharing” does not present anything new (Sundararajan, 2016). 

Indeed, long time ago people tended to share their food, room with their community 

members. 

 

The new phenomenon of sharing economy is associated with the term “strangers sharing” 

(Frenken, and Schor, 2017). This new phenomenonis mainly driven by ICT and is 

enabledthrough social networks. For instance, community (peers) are connected through 

ICTs and can share their resources such as goods and services on digital platforms 

(Bernardi, 2018). However, this digital community empowered by technologies is 

extended far beyond the traditional community members such as family, relatives and 

close friends. Indeed, sharing economy companies are specialised in the virtual 

environment, use data-driven platforms targeted to reduce users' search and information 

costs and increase their opportunities to monitor transactions or evaluate risks (Parente et 

al., 2017). For instance, users do have a capacity to read reviews and ratings. Therefore, 

these changes create new opportunities for companies that can launch new BMs in sharing 

economy while are disrupting traditional BMs. 

 

Scientific debates on the concepts of business models began several decades ago. Despite 

the attention, the understanding of BM still has diverse interpretations in literature. Most 

often, researchers have focused on one or several facets of the entire BM definition. For 

instance, Baden-Fuller and Haefliger (2013) have noted BM as a system and provided a 

typology with four dimensions; namely, customer identification, customer engagement, 

value delivery, and monetization. Also, several authors propose a unified BM framework, 

synthesising the existing literature (Morris et al., 2005; Al-Debei and Avison, 2010). 

More specifically, Al-Debei and Avison (2010) reviewed 22 concepts of BM from 1998–

2008 and offered a comprehensive concept of BM. Following the concept, BM entails 

fourmajor facets (i.e., the four value dimensions of BMs; modelling principles, BM reach, 

and BM functions) and covers 13 classes. In essence, BM has been defined as “a 

presentation of how a business creates and delivers value, both for the customer and the 

company” (Johnson, 2010; p. 22; Osterwalder and Pigneur, 2010). Similarly, BM is 

defined by De Reuver et al. (2013) and Haaker et al. (2017). The study uses the definition 
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of BM by Osterwalder and Pigneur (2010; 14 p.): “A business model describes the 

rationale of how an organization creates, delivers, and captures value.” 

 

Traditional BMs and sharing economy BMs are diverse, and the latter BMs contain 

several key elements. For instance, Richardson (2015) provided three elements of the 

sharing economy such as digital ‘platform’, peer-to-peer and access-based. Moreover, 

Piscicelli et al (2018) noted that the success of sharing-based BMs assumes beyond 

traditional metrics such as financial profitability (i.e., revenue) and involve metrics such 

as the platform’s market penetration, the type and level of user engagement, and the social 

and environmental impact. 

 

Regarding accommodation sector, the sharing economy plays a vital role in different 

industries, but an impact on hotel industry is undeniable. The most prominent example is 

Airbnb (Ert et al., 2016). Airbnb is a digital platform (P2P) that enables individuals (hosts) 

rent their living space to other individuals (guests) who seek short-term accommodation 

(Ert et al., 2016). Recently, the Airbnb is growing exponentially and its impact 

remarkable. For instance, Airbnb’s supply is the highest in Austin (US) and the impact 

on hotel industry is approx. 8%-10% range (Zervas at al., 2017). Moreover, the impact is 

highest for the lower-priced hotels (Zervas at al., 2017). In other words, the Airbnb is 

changing the traditional hotel market. Indeed, due to the development and use of ICT in 

many industries, traditional BMs are disrupted, and new BMs occur such as social BM, 

data-driven BM (DDBMs) (Hartmann et al., 2016; Rantala et al., 2018; Spiess-Knafl et 

al., 2015) or even sharing economy BMs.Moreover, previous studies have mainly noted 

that the shared accommodation market is different from the traditional accommodation 

market because it offers different hospitality experiences (i.e., “authentic experience”) 

and thus, denotes new market (Sigala, 2018). Indeed, the traditional market includes 

tourist renting rooms from formal business (i.e., hotels) while Airbnb provides an online 

marketplace that enables a large-scale rental of spaces from one person to another (“peer-

to-peer” accommodation) (Guttentag, 2015). 

 

3 Methodology 

 

The objective of this paper is to explore differences of accommodation sector shared 

economy business models. The qualitative research design was chosen following Laudien 

and Daxböck (2017). The study uses a qualitative research design because it enables to 

gain rich data and more in-depth understanding of sharing economy BMs. Moreover, a 

qualitative research design was employed widely in the recent studies of BMs or 

combined with the quantitative survey (Cortimiglia et al., 2016; Heikkilä et al., 2017; Li, 

2018). However, this study has applied a comparative analysis. 

 

As a basis for the comparative analysis of business models, this study uses a Business 

Model Canvas (Osterwalder and Pigneur, 2010). It is the most popular approach widely 

accepted by practitioners and academics. Besides, earlier studies have applied a business 

model logic but used only six elements (Hartmann et al., 2016). The nine elements of 

business model empower to compare both companies and provide a more detailed 
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analysis of their features. The Business Model Canvas includes following building 

blocks: value proposition, customer segments, channels, customer relations, key 

activities, key resources, key partners, revenue streams, and cost structure. 

 

The cases for comparison were selected based on following criteria: 1) they have to be 

operating in accommodation sector, 2) have to meet the three main features of sharing 

economy companies as defined by Parente et al. (2017; p. 54): “a) the business focuses 

on unlocking the value of unused or underutilized assets; b) consumers pay for temporary 

access instead of ownership using an internet-based platform; c) it relies on C2C 

interactions and network effects for growth”.In addition to these criteria, authors sought 

to compare a business operating globally versus one operating locally. For global case 

Airbnb was chosen as to facilitate comparability of the findings to other existing research 

on accommodation sector shared economy business models (Gyódi, 2017; Parente et al., 

2017). To choose a local case a Lithuanian market was chosen because of the convenience 

of understanding sources in local language. 

 

To collect the data for the comparison of the selected cases authors have searched titles, 

keywords and abstracts for “sharing economy” (lit. “dalinimos iekonomika”), brand 

names of selected cases and “business model” through Emerald Insight, and (Scholar) 

Google. Researchers reviewed secondary sources one by one and narrowed the list of 

references based on its relevance to the main focus of the study and to ones that were 

more recent and up-to-date. For each case, selected sources were analyses and used until 

the sufficient information for the description of nine components of both BMs was 

reached. Therefore, this study uses a broad set of information sources and is sufficient to 

define BMs (Hartmann et al., 2016). 

 

4 Results 

 

In Lithuania, two local cases were identified that fit the two core criteria: Trumpam.lt and 

dayrent.lt. Further analysis revealed that dayrent.lt is one of the sub-brands of 

Trumpam.lt. Therefore Trumpam.lt case was chosen for further analysis. 

 

Data collection for the cases resulted in twelve sources in total for Airnbn, and three 

references for Trumpam.lt were retrieved. 
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Table 1: An overview of secondary sources selected 

 

Secondary sources Airbnb Trumpam.lt 

Research publications Akbar and Tracogna 

(2018); Bernardi (2018); 

Guttentag and Smith 

(2017); Parente et al. 

(2017); Zervas at al.(2017) 

- 

Online articles, blogs Gerdeman (2018); Martin 

(2017); Zadarackas 

(2016);Butler (2018); 

Jardine (2018); Kurdabar 

(2017) 

Galdikaitė (2018), 

Rudzevičiūtė, (2014) 

Company‘s web sites Airbnb (2018a) Trumpam (2018a) 

Company's social 

media 

Airbnb (2018b, 2018c, 

2018d) 

Trumpam (2018b) 

 

Airbnb is a provider of travel accommodation and has served thirty million consumers 

without owning even a single room but the reservation system (Akbar and Tracogna, 

2018; Parente et al., 2017). Airbnb has hosts share their living space in 191 countries and 

81,000 cities list home (Airbnb, 2018). Thus, Airbnb offers a vast variety of atypical 

places to stay, including treehouses, a seashell house, and even castles (Cheng and Foley, 

2018). For instance, Airbnb has nearly 1,400 treehouses and 3,000 castles (Airbnb, 2018). 

Recently, Airbnb has launched its offerings to an additional 1,000 cities (Gerdeman, 

2018). Parente et al. (2017) compared it to traditional hotels and highlighted that Airbnb 

has their reservation system but do not have properties. On the other hand, the hotel has 

their property but relies heavily on search engines for reservations. Hence, Airbnb 

presents a substitute to the hotel industry (Stone, 2017) and is the major player in the 

market. 

 

Trumpam.lt is a Lithuanian company which owns an online platform that enables users 

to lease or rent a short-term room, flat and/or apartment in Lithuania. The company covers 

a wide range of cities and resorts in Lithuania. Trumpam.lt also provides a great variety 

of accommodation choices. For instance, from a night at studio flat for 22 EUR to a night 

in an apartment for 204 EUR in Old Town of the capital city Vilnius. 

 

Table 2 summarises the comparison of the sharing economy business models of Airbnb 

and Trumpam.lt based on Business Model Canvas. 
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Table 2: A comparative analysis of business models of Airbnb and Trumpam.lt. 

 
Business Model 

building block 
Airbnb Trumpam.lt 

Customer 

segments 

- Global travellers (luxury 

(celebrities)1 (millennials) 

travellers, business travellers, 

family travellers, solo (group) 

travellers who enjoy contact with 

local, price-sensitive travellers 

- Global hosts (e.g., room, house, 

apartment, castles) 

- Travellers (business travellers, 

family travellers, solo (group) 

travellers). Mainly, local and 

neighbour (e.g., Russia, Poland) 

travellers and price-sensitive 

travellers 

- Local hosts (e.g., room, house, 

apartment, castles) 

- Small or medium-sized 

businesses that need their brand 

awareness or online presence 

(advertising) 

Value propositions Global travellers: A safe 

overnight stay with less money in 

any place in the World. 

Benefits of value: 

- Easy and fast way to get 

accommodation place (e.g., room, 

house, apartment) in any place in 

the World; 

- An opportunity to meet locals 

and know more about the local 

culture (e.g., food, the authentic 

experience7); 

- An opportunity to get a unique 

place. 

 

Global hosts: An opportunity to 

earn extra income by sharing 

room, home, apartment and reach 

travellers from different 

countries. 

Benefits of value: 

- Airbnb provides home 

protection Insurance for every 

host and full of control of house 

prices, rules; 

- Airbnb enables functionality 

that empowers them to enhance 

traveller experience. 

Travellers: Several hours or an 

overnight stay with less money 

(without commissions) in unique 

flats, apartments in Lithuania  

Benefits of value: 

- A convenient way to get 

accommodation in Lithuania 

(e.g., room, house, apartment). 

 

Local hosts: An opportunity to 

earn extra income by sharing 

room, home, apartment 

Benefits of value: 

- Trumpam.lt offers an 

opportunity to list host’ space  on 

the online platform with limited 

functionality; 

- Low prices. 

 

Smaller business: Advertising 

services on the website 

Trumpam.lt 

Benefits of value: 

- To promote products/ services 

on the websiteTrumpam.lt and 

reach brand’s awareness 

Channels - Collaboration with celebrities 

(endorsed marketing)1; 

- No special collaborations with 

famous people; 
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- Online media channels (e.g. 15 

min )2,3,4; 

- Social media channels (e.g. 

Facebook, Twitter, Instagram) 

- Online platform. 

- Online platform; 

- Dayrent.lt  (sub-brand) provides 

rent services for 3 hours and 

promotes Trumpam.lt); 

- Social media channel (e.g., 

Facebook). 

Customer 

relationships 

- 24/7 customer support;  

- Social media presence on 

Facebook, Twitter, Instagram 

- Limited customer support by 

email (i.e., specific form); 

- Social media presence on 

Facebook. 

Key resources - Airbnb brand; 

- Platform; 

- Information about hosts and 

travellers (global network); 

- Human capital (e.g., marketing 

professionals, IT specialists, 

Airbnb community members). 

- Trumpam.lt brand; 

- Platform; 

- Information on (local) hosts and 

travellers; 

- Human capital (e.g., owners and 

marketing specialist). 

Key activities - Updating the platform; 

- Maintenance of social media 

presence (e.g., Instagram, 

Facebook, Twitter); 

- Collaboration with celebrities, 

local bloggers5; 

- Public relations management. 

- Updating the platform; 

- Selling of advertising space on 

the website; 

- Maintenance of social media 

presence (Facebook) and 

dayrent.lt.  

Key activities - Updating the platform; 

- Maintenance of social media 

presence (e.g., Instagram, 

Facebook, Twitter); 

- Collaboration with celebrities, 

local bloggers5; 

- Public relations management. 

- Updating the platform; 

- Selling of advertising space on 

the website; 

- Maintenance of social media 

presence (Facebook) and 

dayrent.lt.  

Partners - Communication partners (e.g., 

Endorsed marketing); 

- Online payment service (e.g., 

PayPal, MasterCard), 

- Online payments providers 
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infrastructure providers (e.g., 

website maintenance) 

- Home protection insurance 

partners 

Revenue stream - A fee is applied both to hosts 

and travellers (hosts pay 3% 

administration fee, and travellers 

pay approx. 6% to 12% fee) 

- A fee is applied only for hosts 

(hosts pay for 2, 6 or 12 months, 

e.g., 2 months – 1,5 EUR) 

- Advertising services (companies 

buy advertising services on 

company’s website) 

Costs - Online platform maintenance; 

- Human resources (e.g., Airbnb 

community members, social 

media specialists, 24/7 support 

customer supporters); 

- Host insurance; 

- Celebrities sponsorship. 

- Online platform maintenance 

- Human resources (e.g., selling 

of advertising space, Facebook 

administrator, advertising on 

Facebook). 

Notes:1 For instance, John Legend, Ariana Grande, Britney Spears, and Lady (Butler, 2018; Martin, 2017)l 2 

Based on an article by Jardine (2018); 3 Zadarackas (2016); 4 Galdikaitė (2018); 5 Kurdabar (2017); 6 Bernardi 

(2018); 7 Guttentag and Smith (2017). 

 

The findings of the analysis indicate that both companies’ customer segments share 

similar characteristics such as young people who enjoy meeting locals and are price-

sensitive. Meanwhile, hosts are motivated to earn extra money for renting services. Thus, 

Trumpam.lt has a segment who is interested in advertising services on their website. More 

importantly, the company does not provide the information about advertising services and 

prices. 

 

Regarding value propositions for hosts, both companies enable hosts to earn some extra 

income for their renting services. More specifically, Trumpam.lt enables a smaller fee for 

hosts in compare to Airbnb (see Table 2) and does not include the unique functionality 

on their platform (e.g., the label of the new room, notifications about an experience of 

reviewers and their rating results). Additionally, Airbnb offers some extra benefits for 

hosts such as insurance. 

 

Travellers can get a vast range of different solutions for renting services in different towns 

in Lithuania. For instance, Trumpam.lt can offer more than 214 places for renting in 

Palanga city while Airbnb offers more than 225 places. Airbnb enables to select the type 

of trip and arrange the searching by using a specific filter (functionality). Thus, travellers 

pay less for the Trumpam.lt but they do not trust the hosts less because some hosts do not 

include images. 
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Airbnb uses more social communication channels such as Twitter, Facebook, and 

Instagram for both brand awareness and communication with customers, while 

Trumpam.lt uses the only Facebook channel for relations with customers. More 

specifically, Airbnb communicates with both segments hosts and travellers. Furthermore, 

Airbnb has the community members that do provide their opinions about Airbnb company 

or successful traveller’s stories. On the contrary, the Trumpam.lt does pay more attention 

only fortravellers on Facebook and avoid to communicate the value for local hosts. 

Trumpam.lt does not have any more presence on online media, except several attempts to 

give their brand awareness in the very early stage of their start-up (Rudzevičiūtė, 2014). 

 

Regarding key resources and cost structure, Airbnb does have more human resources than 

Trumpam.lt. Moreover, the Airbnb brand is more known than Trumpam.lt. Besides, 

Airbnb guarantees the insurance for all hosts and 24/7 customer support. 

 

Revenue structure is different for both companies. Trumpam.lt platform gets the fee only 

from hosts while Airbnb gets fees from both parties (hosts and travellers). For instance, 

hosts pay 3% of an administration fee, and travellers pay approx. 6 to 12 % fee. 

 

Finally, both platforms of Airbnb and Trumpam.lt have several differences which are 

associated with specific functionality on platform or features. For instance, Trumpam.lt 

does not include the feedback of previous travellers (e.g., rating functionality). Moreover, 

hosts have to provide their image on Airbnb while hosts of Trumpam.lt do not have the 

image. These mentioned features of platforms are important for P2P platforms and 

particularly for millennials (Bernardi, 2018; Ert et al., 2016). More specifically, the most 

recent study confirms that hosts with images are more trustworthy (Ert et al., 2016). 

 

5 Conclusions 

 

The study has explored differences of existing sharing economy business models in the 

context of accommodation sector. More specifically, the study investigated BM of Airbnb 

and compared it to the BM of Trumpam.lt. Findings indicated that both BMs have 

similarities such as primary customer segments (mainly millennials, price-sensitive 

travellers), communication channels (e.g., Facebook). Despite similarities, the most 

prominent differences lie with the customer segments (Trumpam.lt has a new segment of 

small and medium-sized companies which are interested in the advertising services), 

value propositions for hosts, communication channels, partners (Airbnb has more partners 

for their presence in ((local) global market), revenue streams, and different cost structure. 

Moreover, Trumpam.lt platform does not include some features (e.g., images or other 

relevant information of hosts) on their website as do provide Airbnb that ensures to meet 

millennials needs and wants. 

 

There are several limitations to the study presented. First of all, analysing and comparing 

of only two cases is not enough to identify generalisable peculiarities of sharing economy 

business models in the accommodation sector. Analysis of more cases is needed, covering 

a wider variety of sharing economy businesses from accommodation sector. The second 
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limitation is related to the fact that this study only used secondary sources to analyse the 

cases. This limitation was caused by limited availability of representatives of both 

companies during the time the study was conducted. In-depth analysis of the cases would 

enable a richer comparison of the cases and result in more significant contribution. 

Authors perceive current study as one of the first steps towards better understanding of 

sharing economy accommodation sector business models. Future research may include 

interviews with sharing economy company’s founders and provide a more detailed case 

analysis. 
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1 Introduction 

 

The use of electronic technology, especially the Internet, is increasing rapidly. Billions of 

people around the world now have access to the Internet. The rise of the Internet has 

resulted in the success of social media—a group of Internet-based applications created 

using Web 2.0 which allow the creation and exchange of user-generated content (UGC) 

(Kaplan & Haenlein, 2010). The content created by users while participating on consumer 

review sites, social networking sites, blogs and media-sharing sites is commonly known 

as UGC or consumer-generated media (CGM), but it is also regarded as electronic word-

of-mouth (Ayeh, Norman & Law, 2013b). There are strong psychological, social and 

utilitarian factors driving this participation in online social networks (Cheung, Chiu & 

Lee, 2011; Ukpabi, Onyenucheya & Karjaluoto, 2017; Kang, Tang & Fiore, 2014). For 

example, when travelling, people can use user-generated platforms like TripAdvisor, 

Fodor, Qunar, virtual tourist, and lonely planet (Ukpabi et al., 2017; Horster & 

Gottschalk, 2012; Luo, Remus & Sheldon, 2007) to evaluate and exchange information 

about the performance of travel companies (Horster & Gottschalk, 2012). Such sites also 

provide users with the opportunity to introduce themselves, and to communicate and 

maintain connections with others (Lilleker & Jackson, 2013). Likewise, customers have 

turned to UGC when making their travel-buying decisions (Blackshaw & Nazzaro, 2006). 

 

Clearly, the statistics indicate that there has been a rapid increase in the use of the Internet 

as well as in the uptake of UGC. A study conducted by the International 

Telecommunication Union (2014; 2015), reports that 3 billion users (40% of the world’s 

population) had access to the Internet by the end of 2014. This grew to 3.2 billion people 

by the end of 2015. In 2016, the number of Internet users worldwide reached 

3,675,824,813 (Internet World Statistics, 2016). As of June 2017, Internet World Stats 

reported that 3,885,565,619 people around the world were using the Internet—a 51% 

worldwide penetration rate. In 2014, TripAdvisor featured 150 million reviews and 

opinions (ETB Travel News, 2014). In 2015, this reached more than 200 million (Marine-

Roig & Clavé, 2015) and it now carries 570 million reviews and opinions (TripAdvisor, 

2018). Given such figures, UGC is recognised as a valuable source of information, 

capable of circulating reviews and opinions much faster than traditional journalism can 

confirm them. 

 

However, these participatory forms of interaction mean that the content uploaded by users 

may be incorrect or false, which can start false rumours spreading which, in turn, can 

negatively affect a company’s reputation and brand credibility on the UGC platform. 

Corporations are thus under increasing pressure to monitor the accuracy of information 

about them on UGC websites (Twentyman, 2015; America CGTN live, 2017; Naidoo, 

2017). The aviation sector, in particular, is concerned about the impact of inaccurate 

information. Reports suggest that the aviation industry is in crisis (da Silva Rocha & 

Pinto, 2006), due to quick spread of false rumour by people. Thus, the industry pays 

particular attention to the scope social media has to help circulate the truth as well as 

misleading information. For example, Emirates Airline—one of the best airlines 
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according to TripAdvisor (Smith 2016)—suffered as a result of a rumour on twitter. On 

August 3rd, 2016, Emirates Airlines flight EK521 took off from Trivandrum International 

Airport in India at 10.19 am and was scheduled to arrive at Dubai International Airport at 

12.50 pm. The flight took off with no problem. However, while landing in Dubai as 

scheduled at about 12:45 pm local time, there was an emergency. A tweet by the airline 

reporting this was shared more than 2,675 times. News broke at 1 pm Dubai local time 

that a plane had crash-landed and there was widespread panic on social media. Photos 

showing thick plumes of black smoke rising from a burning plane circulated on social 

media. At 2 pm, Emirates confirmed that the 282 passengers and 18 crew on board the 

plane were safe, in a tweet which read: “We can confirm that there are no fatalities among 

our passengers and crew. All passengers and crew are accounted for and safe. #EK521” 

(Ral, 2016). However, while companies can face problems from social media, those 

companies that avoid using social media during a crisis also come in for criticism from 

the public and news media across the world (Austin and Jin, 2017). 

 

2 Problem Definition 

 

There are three problems that need to be addressed in this study: first, despite the 

increasing popularity of UGC platforms in e-tourism and e-marketing (Buhalis & Law, 

2008; Hernández-Méndez & Muñoz- Leiva, 2015), only a handful of studies have been 

conducted into UGC and personality traits in tourism (e.g. Yoo & Gretzel, 2011). 

However, no existing research has been identified that sought to understand how people 

with different personality traits use UGC to contribute to conversations related to UGC 

in the aviation industry. Personality is defined as “the characteristics or blends of 

characteristics that make a person unique” (Weinberg & Gould, 2014, p. 27). Previous 

studies have argued that populations of Internet users are not all the same but, rather, are 

comprised of different personality types (Kraut et al., 1998; Amichai-Hamburger & Ben-

Artzi, 2003) who adopt the emerging information and communication technology (ICT) 

in different ways. Consequently, this study seeks to understand how people with different 

personality traits use UGC to contribute to conversations regarding aviation in tourism. 

 

Secondly, although factors that influence the use of Google applications in e-learning 

(Cheung & Vogel, 2013) and sports (Scherer & Hatlevik, 2017) have been investigated, 

another issue concerns the limited research done into the study of individual acceptance 

and the use of technology-related applications in tourism in general. Ayeh, Au & Law 

(2013b), for example, looked at the cognitive factors affecting online travel consumers’ 

intentions towards using CGM. A study by Ayeh et al. (2013b) focused on factors such 

as trustworthiness, enjoyment and similarity of interests. However, in the aviation 

industry, there is a general lack of studies looking at factors affecting user intentions. 

However, Legris et al. (2003) argued that it is very likely that factors which influence the 

acceptance of a new technology vary with the technology, its target users, and its content. 

That is why Wang et al. (2003) extended the Technology Acceptance Model (TAM) and 

introduced perceived credibility as a new TAM factor to reflect users’ security and 

privacy concerns in the acceptance of Internet banking, and examined the effect of 
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computer self-efficacy on the intention to use Internet banking. However, in tourism in 

general, understanding of the impact of credibility on the TAM is still lacking. It is also 

difficult to understand why a critical evaluation of people with different personalities has 

been omitted. Criticality is another factor that can be traced to other studies outside 

tourism research or mostly outside UGC content research. This study refers to De Cremer 

(2002) as a guide to understanding the criticality effect on a user’s contribution to UGC. 

Other factors to investigate in this study include novice skill, proficient skill, competent 

skill and expert skill, all of which relate to skill acquisition. Dreyfus & Dreyfus (1986) has 

been neglected in the understanding of UGC in tourism. Thus, this study will introduce a 

number of additional factors that may impact users’ attitudes and intentions towards 

participating in conversations in UGC in the context of aviation. By doing so, the original 

TAM model is extended to include additional constructs such as credibility, criticality, 

novice skill, proficient skill, competent skill and expert skill. 

 

The third issue identified is that within the tourism industry, researchers have conducted 

studies in the field of UGC and reputation (for example, Dijkmans, Kerkhof & 

Beukeboom, 2015; Ntalianis, Kavoura, Tomaras & Drigas, 2015; Phillips, Zigan, Silva & 

Schegg, 2015). However, it is important to recognise that it is not difficult to conflate 

reputation and brand; many companies do so. They are different, and conflating them may 

have cost implications (Ettenson & Knowles, 2008). Within the consumer service 

markets, a company’s reputation is likely to play a key role in the buying process that is 

different to the product-specific influence of the brand’s image (Berry, 2000). Berry 

(2000) further advised that there are extensive marketing investments in building brand 

image and in building a company’s reputation. However, other scholars have different 

perspectives and state that brand and reputation are similar. As recognised by Langley 

(2016, p.1): ‘The word “brand” has continued to evolve and encompasses identity. It 

affects the personality of a product, company or service.’ Langley (2016) further 

commented that, in practice, the term ‘brand’ is interchangeable with the term 

‘reputation’. Brand is preferred by marketers and reputation is preferred by those in public 

relations. Building on the argument that reputation and brand are not the same, no 

research has been identified in tourism that relates to the impact of personality trait 

behaviour on reputation and personality attractiveness to brand credibility. Hence, based 

on this gap, this study seeks to measure the effect of personality trait behaviour on 

corporate reputation as well as to measure the effect of brand credibility on different 

personality trait attractiveness. One of the problems companies are facing today on UGC 

websites is that of false reports and rumours, which impact on their brand and reputation 

online. Rumours can affect a company’s reputation and brand credibility online, and 

rumour has been understood to have a negative impact on reputation (Dentith, 2013). 

Hence, based on this gap, this study sets out to measure the effect of personality trait 

behaviour on corporate reputation. On the other hand, the credibility of a brand is built 

on consumers’ past experiences with it, either directly or indirectly (Kim, Morris & Swait, 

2008). Despite its obvious importance, brand credibility, and its effect on consumer 

response, has received little research in services literature, including literature on tourism 
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in general and aviation in particular (Jeng, 2016). Therefore, this study will seek to 

measure the effect of brand credibility on different personality trait attractiveness. 

 

2.1 Conceptual Development 

 

The study aims to fulfil the following three broad aims: to investigate how people with 

different personality traits use UGC; to investigate the factors affecting attitudes and 

intentions towards UGC; and to investigate the impact that these behavioural traits could 

have on reputation and measure the impact of brand credibility on different personality 

trait attractiveness. The study addresses these aims by adopting: 1) Eysenck’s Big Five 

Personality Traits Model (Eysenck et al., 1985); 2) the Technology Acceptance Model 

(TAM) (Davis, 1989); 3) Dreyfus & Dreyfus’ Skill Acquisition Model (Dreyfus & 

Dreyfus, 1986); 4) criticality (De Cremer & Dijk, 2002); 5) the Corporate Character Scale 

(Davies et al., 2004); and 6) Erdem and Swait’s model (2004). Table 1 below outlines the 

relevance of these models.  
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Table 1: Different Models Acquired (adapted from various sources) 

 
Model/Theo

r y 
Relev
ance 

Eysenck’s 
Big Five 
Personality 
Model 
(Eysenck et 
al., 1985) 

The purpose of this theory is to understand how the Big Five personality traits 
(surgency, emotional stability, agreeableness, openness and conscientiousness) 
relate to UGC. 

Technolog
y 
Acceptanc
e Model 
(TAM) 
(Davis, 
1986) 

TAM is important in this study because consumers’ adoption is a critical success 
factor for the operation of ICT in tourism. Understanding the theories and 
framework models is important for both academics and practitioners to keep 
abreast of the field (Ukpabi & Karjaluoto, 2017). 
 
In this study, TAM will help to understand factors affecting users’ intentions and 
attitudes towards contributing to UGC. This study strongly believes in TAM as a 
theoretical framework for examining the effect of credibility, criticality, novice 
skill, proficient skill, competent skill and expert skill to user acceptance of UGC 
in tourism. Researchers of task- technology fit suggest that perception of a 
technology varies in accordance with the type of task (Goodhue et al., 1995). 
Hence, TAM is considered one of the best frameworks for understanding 
technology- related adoption that can be extended and adapted to various features 
of many diverse situations (Belanche et al., 2012). 

Dreyfu
s & 
Dreyfu
s 
(1986) 

Acquiring novice, competency, proficiency and expert factors from Dreyfus and 
Dreyfus’ (1986) five skill levels. This study will examine the effect of novice, 
proficiency, competence and expert skill factors on intentions and attitudes 
towards contributing to UGC. By doing this, new variables are being introduced 
into TAM. 

Criticality 
(De Cremer 
& Dijk, 
2002) 

This study will examine the criticality (critical evaluation) factor on UGC 
contribution following De Cremer & Dijk’s (2002) approach to understanding the 
impact of criticality on contributions in UGC conversations and adding a new 
factor to TAM. 

Corporate 
character 

This model will help to measure how customers and businesses of the airlines 
selected perceive their online reputation and how this affects the personality trait 
behaviour on UGC. 
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scale 
(Davis et 
al., 2004) 

 

Brand Following Erdem & Swait’s (2004) model, this research will examine the 

credibility effect of brand credibility (trustworthiness

 and 

(Erdem & attractiveness/likeableness) on personality trait choice

 and 
Swait, 
2004) 

consideration on UGC. 

 

3 Potential Methodology 

 

This study will involve two main approaches to data collection: secondary and primary 

data collection. Secondary sources of information will be collected from books, academic 

journal articles and user- generated platforms, specifically, TripAdvisor and twitter in 

order to gain a general view of conversations and rumours about the chosen airlines. 

Following the results from the UGC search, primary data will be gathered through 

qualitative and quantitative approaches, known as ‘mixed method’ (Creswell, 2013). 

According to Creswell (2002), the mixed method is exploratory in nature. The exploratory 

design comprises first collecting qualitative data to explore a phenomenon, and then 

gathering quantitative data to explain connections found in the qualitative data (Teddlie 

& Tashakkori, 2003). Thus, the mixed method is considered appropriate in this study to 

achieve the proposed aims. The initial phase involves three stages: the first involves semi-

structured face-to-face interview with managers of the selected airlines to gain insight into 

their understanding of rumours about the company that circulate on UGC platforms and to 

understand their perceptions of the personalities of the users who participate. The second 

stage involves face-to-face interviews with airline customers. Questions will revolve 

around the topic of technology use, i.e. UGC (unstructured interview) and their feelings 

regarding their personality (structured interview), as well as their perceptions of the 

chosen airlines’ reputation and brand credibility. The third stage involves focus group 

discussions with the airlines’ customers. All interviews will be audio and video recorded 

with consent. Following the interview phase, the next phase will involve a structured 

survey questionnaire to test personality trait usage of UGC, users’ perceptions of the 

impact of their personality on reputation and brand credibility and the factors influencing 

the adoption and intention to contribute to UGC conversations. This will help to test 

hypotheses and improve the conceptual framework towards best practice. 

 

3.1 Selection of Participants and Data Collection 

 

This study will gather data through several interviews, focus groups and questionnaires. 

The study aims to investigate: how people with different personality traits use UGC; the 

factors affecting attitudes and intentions towards UGC; and the impact that these trait 

behaviour could have on reputation and brand credibility in the aviation industry. Airline 

customers who contribute to discussions on UGC are considered best suited as they are 
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thought to be able to offer a more in-depth response in view of their use of technology, 

their feelings and other factors that affect their use of technology, as well as their 

intentions and attitudes. Nevertheless, it is crucial to note that the initial interview will also 

be conducted with airlines managers to gain insight into how they see their airlines’ 

reputation and brand credibility as well as to know if the selected airlines understand the 

problems they are facing from rumours circulating on UGC platforms. Airlines based in 

two different cultures are selected. The reason for selecting the two different cultures is 

that cross-cultural studies can reveal crucial evidence of the importance of differences 

between biological and cultural factors in personality traits (Costa, 2001). Only a few 

studies have been conducted regarding personality traits across cultures. 

 

3.2 Method and Data Analysis 

 

The study proposes to use structural equitation modelling using Mplus software in 

analysing the data collected through the quantitative survey, while NVivo would be used 

to support the qualitative analysis of data gathered through face-to-face interviews and 

focus groups. Finally, comparisons, combinations and evaluations will be made using the 

results generated to better understand the impact of personality traits on UGC, and the 

factors influencing attitudes and intentions towards the use of technology, as well as the 

effect of personality traits on reputation and brand credibility in UGC within the context of 

airlines in the tourism industry. 

 

4 Preliminary/Expected Result 

 

At present, the study is at the methodology stage. This study expects to contribute to the 

research field of personality traits and the use of UGC, the factors that affect intentions 

and attitudes in contributing to the use of ITC (in this case, UGC). The impact of 

personality traits on reputation and brand credibility will be recognised. It is further 

expected that academics and practitioners in tourism will both be able to adopt the 

recommendations as a basis for understanding personality traits, UGC reputation and 

brand credibility. 

 

5 Future Development 

 

In terms of data analysis, the author has been trained in how to use structural equation 

modelling for quantitative data analysis. However, the study plans to expeditiously 

develop more advanced skills and expertise to improve the methodological aspect and 

data analysis. Skills include training to explore the most innovative methods of gathering 

conversations on UGC platforms. Kaisler et al. (2013) noted that digital data gathering is 

more relaxed and more accurate than the manual method. Moreover, the researcher is 

currently receiving training in NVivo qualitative data analysis software. However, the 

analysis method is continuous and dynamic as the researcher continues to enhance 

the ideas and thoughts. Once the methodology section is finalised, the plan is to conduct 

a meeting in collaboration with the airlines chosen. The aim is to gain insight into their 
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perspective of UGC and service user behaviour in order to inform the design of the survey 

questionnaires and interviews. Upon completing this initial meeting with managers, the 

researcher then plans to go through the research design to validate the information relevant 

to addressing the research questions and hypotheses. According to De Vans (2001, p. 9), 

research design ‘deals with a logical problem and not a logistical problem’. De Vans argued 

that before a builder can develop a work plan or order materials they must first establish 

the type of building required, its uses and the needs of the occupants. The work plan flows 

from this. Similarly, in social research, the issues of sampling, the method of data 

collection (e.g. questionnaire, observation, document analysis), and the design of 

questions are all subsidiary to the question: ‘What evidence do I need to collect?’ Too 

often, researchers begin interviewing far too early, before they have thought critically 

about what information is required to answer the research question (De Vans, 2001). 

Without attending to these critical issues of design at the beginning, the overall research 

problem will not be addressed adequately, and any conclusions drawn will run the risk of 

being weak and unconvincing, and the overall validity of the study will be undermined. 

In order to avoid the type of mistake highlighted by De Vans, this study will carefully 

attend to the research design before collecting data. 
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1 Introduction 

 

The roots of smart cities can be found in ancient Greece, with Plato’s philosophies of the 

Republic (circa 380 BC). Throughout history, cities have been economic, social, and 

cultural centres bringing about developmental changes. In the first half of the 20th 

century, the first and second industrial revolutions transformed Europe from a mostly 

rural and agricultural community into an industrial urban society. By 1950, more than one 

half of the European population lived in urban areas (UN, 2014). 

 

The development of ICT in the second half of the 20th century accelerated the 

transformation of the industrial economy into a technological developmental-oriented 

economy (Brynjolfsson & McAfee, 2014). 

 

In the same period, urban development influenced further migration to cities. According 

to the United Nations (2014), more than half of the world's population lives in cities and, 

in the coming decades, this proportion will continue to increase. It is expected it that will 

exceed 65% in 2050. Currently, the proportion of urban population is the highest in North 

America (close to 82%), and the smallest in Africa (40%). In Slovenia, around 50% of 

people live in urban areas, while in Europe the figure is 73%. 

 

Urbanisation, technological innovations, the rapid adoption of change in public and 

private sector organisations, climate change, and the diversity of natural resources 

demand a different model of the city. 

 

The fundamentals for smart cities can be found in the 1850s when the transatlantic 

telegraph was invented. This was a movement that changed the urban planning of cities. 

It represented a major shift in how urban development could be perceived. City planners 

had a new form of communication that helped them to overcome geographical boundaries 

(Abbott, 2008). 

 

The next breakpoint was in the 1960s when the second order cybernetic approach 

occurred. At that time, sociocybernetics, which encouraged the integration processes of 

the individual with society, was developed. This is a more subjective approach, which 

includes more than a one- way knowledge transfer (Bailey, 2006; Staehle, 1991). 

 

From this era, it is necessary to highlight two cases that are critical for understanding the 

term ‘smart city theories’. They also aid in understanding the phenomenon of people 

networking and inter-communicating in the human environment. 

 

Between 1959 and 1989, Soviet scientists were attempting to network their nation. Their 

attempts failed, and the project was abandoned with the end of the Soviet Union. At this 

time, ARPANET was invented in the USA in 1969; it was the predecessor of the Internet 

(Peters, 2016). 

The research focus of the second-order cybernetic was on the problems of the instability, 

flexibility, learning change, evolution, and autonomy. 
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In the 1980s in the USA, the Sociocybernetics movement theorised the concept of smart 

growth by the New Urbanism movement; they were discussing the concept of the 

technology-based intelligent city (Hollands, 2008; Vanolo, 2014). 

 

In recent years, discourse has emerged about urban development strategies that include 

the technological solutions of companies that have become key stakeholders in cities’ 

smart urban strategies. Specifically, IBM, Cisco, and Siemens are highly important 

players in cooperation with municipalities in providing new solutions for smart city 

initiatives (Niaros, Kostakis & Drechsler, 2017). They offer municipalities some 

proposals for creating smart models of urban management with the goal of solving the 

problems of sustainability in urban environments, which are expected to be resolved in 

the long run (e.g. the city strategies are prepared until 2050) (Soderstrom, Pasche & 

Klauser, 2014). 

 

In the 21st century, different concepts and theories about smart cities in Europe exist (e.g. 

sustainable cities). The smart cities practice and theory remain in a formation phase 

(Angelidou 2015; McNeill, 2016; Violi, 2017; Yigitcanlar, 2015). The literature is 

divided into two main categories. There are studies focused on the technological side, 

especially on energy efficient carbon emission. The second group is analysing the 

importance of the ICT infrastructure, e- government, mobile applications (public 

transport), e-health, and e-drive mobility. These articles aim at increasing 

competitiveness, administrative efficiency, and social inclusion (e.g. applications and 

portals for senior citizens). The fundamental problem is that politicians and companies 

have used smart cities more for their own self-promotion than for solutions that take into 

account the needs of citizens. It is regarding the processes of the smart urbanisation for 

further development of cities and citizens’ wellbeing. The critical literature after 2011 

examines the phenomenon from different viewpoints: socio-economic, ecologic, 

political, science and technology studies, governmental studies and ideological critiques 

(Morozov & Bria, 2018). 

 

From the municipal strategies, it can be determined that infrastructure has played a vital 

role in enabling urbanisation and facilitating growth and development. The smart city is 

understood as a complex mechanism, where we begin to realise the often-unintended 

human, environmental, social and economic consequences of a technological- and 

engineering-led approach. The latest thinking and smart urban projects are aimed at the 

comprehension of the smart and/or sustainable infrastructure as a networker between the 

places and people in order to create a more sustainable, healthy, and resilient future for 

citizens (e.g. project of the Vienna suburb of Aspern). They need to address the global 

socio-economic factors, processes of the innovation of new technology, constant 

adaptation in public and private sector organisations, and the diversity of qualified 

resources. The development of Internet of Things, Internet of Services, artificial 

technologies, blockchain technologies, new sustainable materials, new economic models 

(sharing economy, cycling economy), smart processes (e-mobility, e-health, e-
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governance), etc. leads to the continuous development and semantic features of the smart 

city (Han & Hawken, 2018; Roblek, Erenda & Meško, 2018; Santonen et al. 2017). 

 

It is expected that the smart urban regions will have more industrial competences and that 

universities’ spin-offs and starts-ups will be important for their development. This will 

help to compensate for the negative effects of smart technologies (e.g. reducing the 

number of employees) by investing in smart technology social innovation projects that 

will also improve the well-being and the development of society. 

 

This paper is structured as follows: it starts with the theoretical background of smart 

urbanisation and the concept of smart city, as given by different authors. In the second 

section, the research problem is defined. The third section presents the methodology. 

Finally, the main research results are presented and discussed, and conclusions, including 

limitations and directions for future researchers, are given.  

 

2 Problem definition 

 

This dissertation conceptually contributes to the development and meaning of the 

scientific theories that represent fundamental principles for understanding the complexity 

of European smart cities. 

 

The research is prepared primarily in the context of social systems theory, which is useful 

in understanding the social process of governance. Luhmann’s social system theory 

(Luhmann, 1995), using the complexity theoretical approach, explains the external 

context of impacts of smart urbanisation factors, with an emphasis on the (UN, 2014): 

 spatial distribution of cities in the EU (limited space and resources), 

 considerable differences in the size and spatial distribution of urban 

developments across the EU Member States, 

 the fact that in most EU Member States the capital city tends to outperform other 

cities and regions, 

 European policymakers are seeking ways to make urban areas more sustainable 

by encouraging smart city initiatives, 

 urban areas are often responsible for environmental damage (climate change, 

urban heat), large and compact cities can potentially deliver sizeable savings in 

terms of resource efficiency, 

 young generations tend to live in the suburbs of some of the largest cities in the 

EU, 

 employment rates for women tend to be higher in cities than in rural areas, 

 capital cities are often faced with considerable housing challenges, 

 foreign-born populations in the EU tend to congregate in relatively few, large 

cities, 

 34 million people living in EU cities are at risk of poverty or social exclusion 

(population growth, migration), 

 people living alone in cities had higher levels of life satisfaction than those living 

alone in more remote areas, 
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 slow economic growth, difficult framework conditions. 

 

Complexity theory aids in understanding the urban transformation predicated on cutting-

edge technology and, on their basis, prepares strategies for providing smart sustainable 

cities (Batty et al., 2012; Grandin, Haarstad, Kjærås & Bouzarovski, 2018; Grimaldi & 

Fernandez, 2017). The urban actors in smart city initiatives and stakeholders have a 

crucial role in establishing environments for innovation activities in the smart cities, 

which includes developing technological parks (Bibri, 2018; Kumar, 2017; Raten, 2017). 

Such holistic models include the promotion of sustainable development and applying the 

term ‘sustainable’ beyond its environmental dimensions (Rauter, Jonker & Baumgartner, 

2017; Starik & Kashiro, 2013). The information and communication technologies (ICT) 

that are based on the IoT and IoS represent a new wave of computing for urban 

sustainability as a structure of science and technology (S&T) within the concept of a smart 

sustainable city (Bibri & Krogstie, 2016). 

 

The valid urban sustainable structural reforms include economic and environmental 

perspectives and strategies of long-term planning to ensure continuity in policy through 

urbanisation, as well as socio-political and cultural aspects of development (Bibri & 

Bardici, 2015; Dent, 2017; Gibson et al., 2013). 

 

The research is focused on an overview of launching successful and unsuccessful 

conceptualisations of networked urbanism, innovation concepts (education, economy, 

research, governance, technology, and innovation), resources (energy, mobility, 

infrastructure, and buildings) and quality of living (social inclusion, participation, 

healthcare and environment). (Anthopoulos, Janssen & Weerakkody, 2016; Bibri & 

Krogstie, 2016; Letaifa, 2015; Morosov & Bria, 2018; Paulin, 2016; Peters, 2016). 

 

According to the literature review, we have developed the research question (RQ1): What 

are the premises that define the development of the EU smart and sustainable city? 

 

The research focuses on the complexity of the emerging ‘smart’ city paradigm, which has 

become common in the previous twenty-five years (Söderström, Paasche & Klauser, 

2014). The goal of the conceptual research is to develop theoretical grounds about the 

phenomena of the European middle and large smart city models and their influence on 

their citizens’ well- being. The research is focused on the concept of the social wellbeing 

of citizens based on economic, social, environmental, and technological factors (Berkman 

et al., 2014). Municipalities have to offer small and middle companies attractive locations 

and prepare funding programmes for R&D (Lawton, 2017). The companies’ drive 

innovations are based on the fact that increasing productivity achieved through the use of 

smart technologies can help to provide jobs and increase consumer demand with 

additional income (compensatory effect) (Willard, 2012). This means that essential 

measures will also be needed to transform and adapt the field of education and employee 

development (Weber, 2015).  
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Figure 1: A visualisation of an objective hierarchy for establishing the well- being factors of 

the citizens 

 

According to Figure 1, the research especially considers the factors and trends for 

increasing the liability, environmental quality, quality of life and sustainability in 

European middle-sized and large smart cities (Edelenbos et al. 2018; Caragliu, Del Bo, 

& Nijkamp, 2011; Garau & Pavan, 2018). 

 

We aim to answer the following research question (RQ2): How do the processes of the 

urban digital (technological) transformation influence the well-being of the citizens of 

smart cities? 
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3 Methodology 

 

We conducted an inductive qualitative study. The purpose of using such a methodology 

is to enable the interpretation of certain behaviours, events, the functioning of various 

entities (e.g. stakeholders), the social environment, and the interaction of mutual relations. 

We focus on social processes rather than on social structure (Dimovski et al., 2008). 

Bryman and Bell (2003) remind us that certain data are also quantitatively obtained, but 

the analysis itself is qualitative. This is a quantification of qualitative data. 

 

From Figure 2, it can be seen that qualitative research follows the sequence of the problem 

- planning, data capture - analysis - evaluation of results. The process ends with the theory 

based on the data. It should be emphasised that in the framework of qualitative theory we 

do not abandon the theorisation, and we do not allow it to be merely a methodological 

mechanical determination of isolated facts (Roblek, 2009). 

 

The study was designed according to the general method of case studies (Easterby-Smith 

et al., 2005). A study on the impact of ST in the future life processes contained elements 

of exploratory and descriptive case studies. According to Dimovski et al. (2008) and Yin 

(2003), a combination of both grounded theory and case study are appropriate for the 

design study model, which enables using the research results in practice. Narrative 

analysis and interpretation of the collected data have been carried out for interviews 

(Roblek, 2009). An inductive content analysis was used to analyse secondary documents 

in areas in which only limited knowledge exists (Neuendorf, 2016). This research is based 

on the primary and secondary data collected from multiple sources, which allows 

triangulation (Crowe et al., 2011; Jack & Raturi, 2006; Straus, 1987). 

 

In the inductive approach, the theory has to be developed after the data are collected. The 

expected cause and effect relations among the variable in the model are not known prior 

to the data analysis (Saunders et al., 2009). 

 

3.1 Data collection 

 

Data collection followed theoretical sampling and the half-structured interviews with the 

specialists involved in projects using smart technologies in the EU. We will develop the 

theory and identify themes by studying research papers, interview results, municipalities’ 

strategic documents, smart initiative reports, stakeholder’s strategies, study cases and 

reports, European Union documents, as well as web pages of the smart city initiatives and 

municipalities.  

 

3.2 Data processing and research findings 

 

According to the study of the half-structured interviews, secondary research documents, 

professional papers, web pages, recording materials and other printed and verbal material, 

the goal is to develop a theory and identify themes. Inductive content analysis relies on 

inductive reasoning. Themes emerge from the raw data through repeated examination and 
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comparison. The most important feature of the analysis was to create a category on the 

basis of which the acquired data were structured. It is essential that each category allows 

classification of the obtained data, given the importance of the meaning of the open codes. 

The definition of this was done on the basis of the units of analysis that were obtained 

from reviewing the text material. The open coding process often requires repeated reading 

of the material, after which the researcher transcribes the notes and headings onto a coding 

sheet. The next step involves grouping the data, reducing the number of categories by 

combining similar headings into broader categories. Through this process, researchers 

generate knowledge and increase understanding of the material. The documents will be 

analysed with the Atlas.ti software. 

 

Triangulation was used for improving the validity and reliability of the research study. 

Charmaz (2011) suggested triangulating and evaluating collected data for possible biases 

before inclusion in the analysis. 
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Figure 2: Preparation, organising, and resulting phases in the content analysis processes 

(Source: adaptation according Elo & Kyngas, 2008). 

 

4. Preliminary/Expected results 
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The new economic and political development models, such as the circular economy, the 

sharing economy, and Industry 4.0, will play an important role in ensuring a higher quality 

of living conditions, especially in cities with a high population density. In such an 

environment, citizens’ quality of life depends on the size of their living spaces. 

 

Urbanization is important because urban residents have higher incomes than their rural 

counterparts, and they are better educated. This urbanisation can result in greater 

consumer market gains (Zhang, 2016). 

 

The urbanisation factor is critical for the development of new models that include sharing 

and circular economies, which are based on phenomena such as green cities, smart cities, 

etc. In the next ten years (by 2030), 70% of households in the world will be urban 

(Lavesson, 2017). Municipalities are faced with the modernisation of the city. In their 

development plans, they must include the integration of the innovative (smart) 

technologies. According to their stakeholders and citizens, a city’s management has to 

identify the factors that influenced the municipalities decisions’ to approach to the 

implementation of those technologies. The future development and capabilities of the 

smart cities system and its adaptation to the citizens’ needs depend on these factors. The 

results of the literature review show that organisations that collaborate with other 

stakeholders in urban smart sustainability projects have the potential to create and sustain 

competitive advantage and simultaneously add value to society, thus enhancing its well-

being. In Table 1 an analysis of stakeholders is provided, in which we attempt to review 

some of the most relevant social, institutional and political factors that have significant 

roles in smart urban development (Bernardino & Santos, 2017; Bonaccorsi, 2017; 

Borowik, 2014; Joshua, 2017; Lawton, 2017).  
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Table 1: Smart cities development supporter’s analysis 

 

Supporte rs Inte re sts 

De sire d 

situation/obje 
ctive s 

Ex isting or e 
xpe cting 
situation/gap 

Ca use s 

Possibilitie s to 

influe nce /course 
s of solution 

Regional 

development 

agency 

More 

technological 

firms in 

region 

Economic and s 

ocial regional 

development 

No s trategic frame 
works for 
smart 

technological 

environment 

Not enough 

technological 
firms 

Inve s tment in non-

profit univers ity 

R&D as s 

ociation's 

 
 
 

SC local 
initiative’s 

 
 

 
De veloping s 

mart city 

projects 

Inte lligent and s 

ys tem- oriented s 

olutions to optimize 

energy s 

ys tems 

Moda l s 

plit 

Social and 

organizational 

innova tions 

through 

inc orporation of s 
takeholde rs 

 

 
De mo phas es 

of s ome 

technologies 

like s mart 

lighting, s mart 

mobility and 

energy s a vings 

 

 
Not 

enough 

inve s 

tors and 

knowledge 

in the re 

gion 

 
 

 
Building new s mart 

urban s uburbs 

and parts of the 

cities  

 

 
City 
municipalities 

 

Strategic 

pos itioning on 

the smart city 

map 

 
Economic and s 

ocial 

development 

Smart 
urbanization 

Le gis lation, 

Guarantee for the 

efficiency and s 

us tainability of 

local  

services 

Outdated 

infra s 
tructure, 

citizens 

interes ts , 

specifics of 

European 
cities , 
inve s tors 

 
Inve s tment in 

projects for s mart 

urbanization, 

preparing city 

projects and 

networking all 

stakeholders 

 
 

 
Citiz en’s 

Pers 

onalized and 

e fficient 

local  

services,  

low energy 

cos ts , 

City welfare, 

quality of life 

 
Jobs , high 

income, s ocial 

and 

environmental  

sustainability, 

efficient urban 

services for all 

generations 

Citizens ' 

preferences for 

urban s ervices : 

demographics 

factors , options  to 

facilitate  acces s 

to public s mart s 

ervices and infra s 

tructure 

 
Critical 

mas s of 

re gular us 

e rs , 

knowledge 

of 

citizens ' pre 

ferences and 

needs 

Emphas ize of the us 

e of s mart urban s 

ervices , providing 

citizens with the 

choice and detailed 

urban informa tion, 

Facilitate 

citizens infras 

tructure 

interactions 

 

Based on the analysis of the literature and sources of cities and technological companies, 

it can be concluded that an outbreak of technologies that will truly enable the development 

of smart cities will occur in the near future (Anthopoulos, 2017). The current technology 

is mostly inthe development and testing phase. It is necessary to be aware that, in 

particular, the technologies related to IoT will have consequences on the behaviour of the 

citizens. 
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Smart urbanisation provides not only added value to firms in the form of social capital as 

an internal adhesive for the creation of the organisational culture or an external 

relationship agent, but also affect the development of the products and services, raising 

the quality, focusing on the societal needs, and increasing employability and the growth 

of incomes (e.g. lower energy costs) of society and companies (Anthopoulos, Fitsilis & 

Ziozias, 2016). 

 

5 Future development 

 

In addition to municipalities’ urban development strategies, it also is necessary to 

consider the current and future needs and demands of the citizens regarding the 

functionality of the city's infrastructure and smart technologies role within it, in a context 

of the implementation of smart technology. It is necessary to determine under what 

conditions citizens are prepared to use the system frequently. Within this, the question of 

system security and citizens’ trust in it must be focussed on, because there is no economic 

justification to develop and implement a system that citizens refuse to use. 

 

The limitation of the research is that it is focused only on a review of secondary 

documents. Geographically, it is limited to the smart cities in the EU. It should also be 

noted that access to sensitive information on the development and implementation of 

technologies was limited. These limitations offer further opportunities for exploration and 

comparisons between cities from different continents (other geographical features, other 

cultures and different socio- economic development). Future research must determine 

citizens’ preferences for using smart systems. The research must also include 

demographics, sociological and environmental psychology perspectives. If we wish to 

understand how to move the system closed to citizens and other stakeholders, we must 

analyse not only their demands but also their attitudes, city attachment levels and 

demographic characteristics of their usage behaviour. 
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almost any industry. At the same time, especially large enterprises struggle 

with managing the associated complexity. Enterprise Architecture (EA) can 

be leveraged to structure and align transformation and consequently 

manage this complexity. Hence, EA has the potential to play a major role 

in the current times of digital transformation by enabling organizations to 

effectively manage and transform their architectures. However, to do so the 

discipline EA itself needs to evolve and adapt to changing conditions. This 

research investigates based on a Complex Adaptive Systems (CAS) 

perspective, how EA can be practiced effectively to support digital 
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1 Introduction 

 

In today’s economy constant change has become the new normal. Since 1960, the average 

lifespan of companies on Standard & Poor’s 500 has decreased from more than 60 to less 

than 20 year (Satell, 2014), which severs as one vivid indicator for a business world with 

increasing dynamics. A major driver for this development is technical progress which 

itself is accelerating. Moore’s law is a prominent observation of this acceleration, which 

outlines that the number of transistors in a dense integrated circuit doubles approximately 

every two years and hence is exponentially growing (Moore, 1965). 

 

Digital transformation is one of the latest effects driven by technical progress which 

disrupts existing business models in various industries (Iansiti & Lakhani, 2014; Porter & 

Heppelmann, 2015). Examples range from the financial industry, where young, digital 

first companies take away significant market share from long-year existing competitors 

with their online offerings, up to the transportation sector, where digital platforms enable 

entirely new business models such as car-sharing (Bughin & Zeebroeck, 2017). 

 

The increasing dynamics in both technology and economy impose significant challenges 

for enterprises since there is a constant need to adapt to changing conditions while at the 

same time ensuring internal alignment. Since the late nineteen eighties, the concept of 

Enterprise Architecture (EA) has evolved as a discipline and as a method to cope with 

these challenges and facilitate the management of information systems in alignment with 

corresponding business elements within complex organizations (Lapalme et al., 2016; 

Zachman, 1987). Today, a variety of practices and frameworks are available that help to 

manage existing architectures of enterprises and support the transition from a given to a 

future state (Buckl & Schweda, 2011; Matthes, 2011; Schekkerman, 2004). EA has been 

and still is a constantly evolving discipline which is shaped by social progress and 

technological advance as well as learning outcomes (Romero & Vernadat, 2016) 

 

The ISO/IEC/IEEE 42010 standard, defines architecture as: ‘‘The fundamental 

organization of a system, embodied in its components, their relationships to each other 

and the environment, and the principles governing its design and evolution.’’ (ISO/IEC, 

2011). This definition can be applied to EA by viewing an enterprise as a “system”. The 

result is a commonly used definition for EA, which is for example embraced in the 

TOGAF framework, one of the most popular EA frameworks (Matthes, 2011; The Open 

Group, 2013). This research also embraces the ISO/IEC/IEEE 42010 definition and 

considers EA as a discipline which manages the architecture of an enterprise resulting in 

the following definition: 

 

“Enterprise Architectures is a discipline which manages the fundamental organization of 

an enterprise, embodied in its components, their relationships to each other and the 

environment, and the principles governing its design and evolution.” 

 

Based on the definition of EA above this research investigates how the discipline and its 

methods can be applied in current times of increasing dynamics.  
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2 Problem Definition 

 

We live in times of increasing dynamics. The effects of digital transformation enable new 

companies to be founded and grow swiftly. At the same time, existing organizations have 

to adapt more quickly than ever to changing conditions in order to remain successful 

(Bughin & Zeebroeck, 2017). 

 

Information technology takes a special role within digitization since it is a core enabler for 

this transformation. Lately, various approaches have emerged in information technology, 

which help to cope with the more rapidly changing business world. Some examples are: 

Agile software development - The implementation of IT projects in short iterations with 

the goal to release a first version of the product as soon as possible (Beck et al., 2001); 

DevOps - A practice to bring software developers and IT operations personnel closer to 

each other in order to enable a more rapid and more frequent release of software (Debois, 

2009); Cloud Computing: The delivery of IT as a service over the internet on a pay per 

use basis which increases flexibility (Armbrust et al., 2010). 

 

One key objective of Enterprise Architecture is to keep the different facets of an 

organization aligned which includes business interests and the underlying information 

systems. Therefore, in a more flexible and more rapidly changing IT world also the 

approaches to Enterprise Architecture must be revised. 

 

The presented approaches from IT are reasonable attempts to cope with the increasing 

dynamics of the business world. However, to produce sustainable results not only short-

term flexibility needs to be pursued, but also long-term strategic alignment. EA has the 

potential to play a major role in these new realities of increasing dynamics by enabling 

organizations to effectively manage and transform their architectures. However, to do so 

the discipline EA itself needs to evolve and adapt to the changing conditions. This 

challenge has been recognized by both scholars (Korhonen, Lapalme, McDavid, & Gill, 

2016; Lapalme et al., 2016) and practitioners (Matthijssen, 2016; O’Neill, Macgregor, & 

Livadas, 2017). At the same time, the discipline EA is still relatively immature (Lapalme, 

2012). Consequently, immaturity can be also observed for the implementation of EA in 

many organizations. (Steenbergen, 2011; Winter, Legner, & Fischbach, 2014). The 

presented observations lead to the conclusion that the discipline EA will likely need to 

undergo changes in the upcoming years to be effective in the future, which presents the 

foundational problem for the research presented in this work. 

 

Individual authors have recently come up with first suggestions on how EA could be 

practiced in increasingly dynamic environments (Hinkelmann et al., 2016; Korhonen & 

Halen, 2017; Korhonen et al., 2016; Lapalme et al., 2016). However, exiting approaches 

have not yet been considered based on Complex Adaptive Systems (CAS) perspective 

which presents a suitable theoretical framework to assess the existing initial ideas. To 

address this gap, this research takes an integrative view and aims to validate, consolidate 

and enhance existing approaches based on a CAS perspective.  
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3 Methodology 

 

This research aims to address one main research question (MRQ), which is: 

 

“How can Enterprise Architecture evolve to be effective in times of increasing 

dynamics?” 

 

The underlying observation is that economic and technology dynamics are overall 

increasing which requires a different than the current way of working in EA to be 

effective. To find a solution to the MRQ, first the influence of increasing dynamics on 

the discipline EA needs to be formally understood and described. Afterwards, different 

approaches can be identified and assessed which ensure effectiveness of EA given these 

changing conditions. To address the main research question, this work applies a structured 

approach, which is also commonly applied in EA to develop and implement architectures 

(The Open Group, 2013). However, in case of this research it is applied not to an enterprise 

or a part of it, but to the discipline of EA. The structured approach considers two parts: 

1. The current state of Enterprise Architecture as a discipline and especially the 

challenges imposed by increasing dynamics 

2. The future state of Enterprise Architecture considering different approaches on 

how the discipline can evolve to better cope with increasing dynamics 

 

Figure 1: Research Structure 

 

This research applies a CAS perspective. CAS is grounded in complexity theory which 

presents a framework for understanding based on concepts such as non-linear systems 

and network theory. It can be applied in various areas, including social sciences (Byrne & 

Callaghan, 2013). For EA, complexity theory can be applied to understand, measure and 

optimize the complexity of architectures (Fu, Luo, Luo, & Liu, 2016; Schütz, Widjaja, & 

Kaiser, 2013). Moreover, in particular CAS can be applied at the methodological level of 

EA. CAS has been described to be a suitable theoretical lens to analyse the emergence of 

order in complex socio-technical systems as a result of individual actions (Anderson, 

1999; Schilling, Beese, Haki, Aier, & Winter, 2017). Therefore, the CAS perspective is 

chosen within this research to assess the current state of EA as well as evaluate approaches 

for the future state.  

 

4 Preliminary/Expected results 

 

The key result of the current state analysis within this research is a model which descibes 

the influence of increasing dyanmics on EA effectivesness. The current working version 

1 

Current State of 
Enterprise 

Architecture 

2 

Future State of 
Enterprise 

Architecture 
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of this model is depicted in Figure 2. It combines the general theoretical framework for 

EA practices and benefits by Foorthuis et al. (Foorthuis, van Steenbergen, Brinkkemper, & 

Bruls, 2016) with the ideas presented by Schilling et al. (Schilling et al., 2017) around 

dynamic complexity. 

 

Changes in both business and technology result in dynamic complexity for EA. The faster 

things are chaning, the higher is the dynamic compelxity which needs to be handled. EA 

approaches create benefits for organizations and projects by delivering an EA which is 

correctly used. This means that an EA is defined and actually used in the organisation. 

The correct use of EA is influenced by multiple contextual factors. The reserach model of 

this work considres both dynamic organizational complexity and dynamic technoligical 

complexity as contextual factors which influence the correct use of EA. 
 

 

Figure 2: Working version of the research model applied, based on (Foorthuis et al., 2016) 

 

5 Future development 

 

The next step within this research is to collect and consolidate approaches which improve 

the effectiveness of EA in environments with high dynamic complexity. This step will be 

supported by a series of expert interviews. Afterwards the identified approaches are 

assessed based on the given reserach model with the goal to define a reference 

architecture for the EA capability in environments with high levels of dynamic 

complexity. The resulting reference architecture will present guidance to EA 

practitioniers on how EA can be applied for current digital transformation initiatives.  
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Abstract The main problem of this research is, in general, Energy policy 

in EU. Current energy profile of EU and the prospects for the future are 

highly unfavourable and uncertain. During last two decades, energy policy 

in the EU have proved to be inefficient. European Commission adopted 

numerous legal and accompanying documents both at European and 

national level(s), but it is evident that energy policy does not provide the 

results expected by decision makers and satisfactory for EU citizens. The 

main results of this research can be summarize as follows: a) EU, in general, 

is not successful in achieving its goals related to energy policy; b) Reasons 

for such a performance are very complex and of different nature; c) The 

significant causes for short-term and long-term energy instability are 

identified in area of energy management, whose part is strategic control; d) 

Research shows that absence of unique methodology for measurement of 

energy strategy efficiency is important obstacle for current and future 

planning; e) This study suggests use of energy security as an indicator for 

measurement because its application on research sample (EU 28 member 

states, 2005-2015) proves its reliability, accuracy and applicability. 

Research also, points to main limitation for use of energy security indicator 

in strategic control.  
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1 Scope of the reseach 

 

The main problem of the research is the critical analysis of strategic energy management 

in the EU at all stages, with particular emphasis on strategic control, as a phase of the 

management process, which assesses the effectiveness of the implementation of the 

anticipated measures and decisions about necessary changes. Energy policy and strategic 

energy management in the EU have proved to be inefficient. Over the past twenty years, 

numerous strategies have been adopted in the field of energy policy, a number of 

measures have been proposed to improve energy security, but the results are not as 

expected. Regardless to the numerous directives and regulations in this area, all EU 

countries face the problem of the ability to provide enough energy for all their needs, 

from a reliable source and at an affordable price. The complex geopolitical changes and 

the specificity of the relations between the EU and the Russian Federation only further 

complicate the already high dependence of the EU on energy imports. In such a situation, 

some Member States are in a particularly unfavourable position. The EU's energy policy 

and strategic directions for further development of the energy sector (related to 

environmental regulations) are, in addition to the migrant crisis, the biggest subject of 

dispute between the European Commission and individual Member States. Common EU 

policies and interests of individual Member States are very often in conflict, which in turn 

leads to the deepening of energy security problems in the EU, and may have wider 

implications. 

 

The EU has defined energy security as one of the priority goals of long-term development, 

but on the other hand, neither the defined ways of achieving the stated objective are 

clearly defined nor accepted. One of the major causes of the problems that exist in the 

assessment of strategic energy management is the lack of a single approach to the concept 

of energy security itself, as well as the lack of a single consensus on the methodology for 

assessing (quantifying) energy security. All of this creates major problems in the energy 

management process because parameters for defining the success of its implementation 

are not clearly defined. In this situation, without adequate analytic, high data and clearly 

based data processing methods, there is a growing potential for making wrong decisions 

that are always far reaching in the sphere of energy security and have a major impact on 

national security as a whole. 

 

All of this creates major problems, both in the further direction of the EU's common 

energy policy and in the design of the energy management process at Member State level. 

 

2 Subject of the research   

 

Subject of this research is conceptualization and application of energy security as 

indicator for measurement of achieved energy security policy results.  
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3 Novelty of the research  

 

Main contribution of this research lays in three key novelties: 

 

3.1 Research will suggest new – improved definition of energy security 

 

Besides the fact that successful energy policy is one of the key priorities of all countries, 

there is still no single accepted definition of energy security. There are a number of 

definitions which can be divided into those focused on the security of supply (short-term 

energy security) and definitions which take account of a broader concept of energy 

security (long-term energy security). Wizner (2012) analyzed 36 definitions of energy 

security and he himself defined energy security as "the continuity of energy supplies 

relative to demand". A broader concept of energy security assumes that energy security 

is a complex issue based on multidisciplinary approach including economics, 

engineering, political and natural science (Mansson, Johansson and Nilsson 2015). Every 

discipline analyzes energy security from its point of view, so this could lead to conflict 

of assumptions. In addition, the very method of defining energy security is associated 

with a number of challenges because one cannot expect that all-important factors are 

relevant to all countries equally, whereby their importance changes over time (Vivoda 

2010). Therefore, it can be said that energy security is a dynamic category because the 

approach varies depending on the analyzed timeframe. Depending on the analyzed 

timeframe, the difference arises in the perception of the perspective (Cherp and Jewell 

2011) and in the national priorities in general, and in particular for energy security 

(Johansson 2013). 

 

3. 2 Research will suggest new methodology for measurement of energy security 

 

Due to a number definitions and different approaches to energy security, development of 

a methodology for its calculation is connected with a number of difficulties. This can 

certainly result from the previously mentioned limiting factors, but high-priority 

positioning of energy security on the agenda of all countries certainly deserves continuous 

efforts in finding a reference methodology to assess all aspects and to include the factors 

of importance. The existing methodologies are quite different from each another primarily 

depending on the dimension of energy security they analyze, on whether they evaluate 

energy security on macro (country, region) or micro level, on whether they are related to 

the security of supply or they include demand as well, and depending on the factors they 

include, etc. It is therefore necessary to develop new methodologies that will be more 

comprehensive and that will include as many factors that affect energy security.  

 

Each of the observed factors can have direct and indirect impact on energy security. An 

aggravating circumstance is the fact that many factors of importance to energy security 

are not quantitatively measurable. For example, geopolitical conditions, political 

instability and armed conflicts certainly affect the price and transport of energy, and hence 

energy security. Regardless of the great importance, it is difficult to quantitatively 

measure the countries' political stability. It should also be taken into account that energy 
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security is a dynamic category that follows global changes. Therefore, it is necessary to 

monitor the global changes but also the changes in the value of a defined indicator of 

energy security. Only monitoring of energy security over a longer period can certain 

changes to be established and certain conclusions to be made accordingly.  

 

A whole range of economic, political, social and environmental factors (Kruyt 2009) 

affects energy security.  There are many different approaches in literature for calculating 

energy security indices (Jansen, Arkel and Boots 2004; Martchamadol and Kumar 2013). 

The difference is most commonly made between the indices that recognize the security 

of supply and ignore the security of demand. Most of the indices recognize only some 

factors of energy security, such as economic and environmental factors (Bollen, Hers and 

Van der Zwaan 2010; Criqui and Mima 2012), while political and social factors are less 

common.  

 

Political and/or social aspects are often excluded because, inter alia, they are not 

quantitatively measurable. Political risks are notoriously hard to quantify because there 

are limited sample size values or case studies regarding when an individual nation. 

Geopolitical risk covers all kinds of risks that investors, for example, would take because 

of the political changes or instability in a country. Political instability affecting 

investment returns could stem from a change in government, legislative bodies, other 

foreign policy makers, or military control (Filipović and Petrović 2015). The outcome of 

a political risk could drag down investment returns or even go so far as to eliminate the 

ability to withdraw capital from an investment.  

 

3.3 Research will test applicability and validity of energy security as indicator 

for measurement of energy policy effectiveness 

 

Most of the existing indices are created for the purpose of country rankings. However, 

non-homogeneity among countries has the effect of inadequate comparison and thus loses 

its meaning in country ranking. In addition, if indices are analyzed per se and as isolated 

cases, then they make no sense and have no practical value. Decision-making and the 

creation of measures to improve energy security is meaningful only based on the analysis 

of parameters that gain importance over time and on monitoring of their mutual impact 

on energy security. Based on a critical analysis of the methods, a new Energy Security 

Index (ESI) was proposed and applied in a sample of EU-28 member states, with clearly 

outlined recommendations for decision-making in the future. 

 

4 The main objective(s) of the research 

 

On basis of research problem, it can be defined one primary and five secondary objectives 

of the research. 
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Primary objective  

Whether is the energy security as complex, composite and aggregated indicator applicable 

for the assessment of effectiveness of EU energy policy. 

 

Secondary objective 1: 

Energy profile of EU. Production and consumption of energy products in the EU by 

source (oil, natural gas, coal, renewable energy, nuclear energy). Energy infrastructure in 

the EU. 

 

Secondary objective 2: 

The EU's energy policy and strategic directions for further development of the energy 

sector. Critical analysis. 

 

Secondary objective 3: 

Researching modern approaches to energy security. Short-term and long-term energy 

security. 

 

Secondary objective 4: 

Researching contemporary approaches to strategic energy management, with the aim of 

achieving energy security. Strategic Energy Management. Strategic management phases. 

Control as a phase of strategic management. Techniques for qualitative and quantitative 

control of the predicted goals (in this case energy security), which is a very valid indicator 

of the efficiency of the implementation of strategic energy management. 

 

Secondary objective 5: 

Research of the achieved level of energy security. Defining the approach to quantifying 

energy security. Critical analysis of the quantification approach. Input and output 

parameters. Database. Data mining. Selection of data. Number of observations. Methods 

for data processing. Interpretation of individual results and trend analysis. 

 

5 Methodology of the research 

 

Research strategy can be defined as survey. Yet, since research will include data 

processing and results for EU member states and EU as a whole, it can be, to some extent, 

seen as case study. 

 

For the research of this kind, two main group of methods will be used: 

 

1. Method of literature survey 

 

First stage of research includes survey of existing literature sources and reliable and 

official data bases.  

  



648 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

B. Vasić: Energy security as an indicator of the efficiency of strategic energy management in the 

European Union 

 

Data collection will be done by using following sources: 

 official EU database (Eurostat), 

 International Energy Agency database, 

 World Bank database and 

 relevant scientific literature.  

 

Having in mind difficulties connected with collection of reliable data, it is necessary to 

use three mentioned data sources (for comparison). 

 

2.Methods of data processing 

 

Research predicts use of three techniques for explanatory data analysis. All processing 

methods will be applied on the data collected from 4 data collection indicated sources 

(mentioned above). 

 

Conceptualization and determination of energy security will be conducted by 

Aggregation of Composite Indicators, which allows use of indicators of different nature 

(Handbook on constructing composite indicators: methodology and user guide, EU JRC 

Ispra, Italy, 2008). 

 

The method of Principal Component Analysis (PCA) will be used to define a new Energy 

Security Index. This method assigns weights to each variable that was included in index 

formation, thus resulting in one index that best represents the values of several given 

variables. Before applying PCA, the mean normalization and feature scaling were carried 

out in order for all the data to have comparable range of values. In particular, the PCA 

allows identification of the principal directions in which the data vary, by transforming a 

set of correlated variables into a set of uncorrelated 'components' (Principal Component 

Analysis Handbook, Clanrye International, 2015). The first principal component is 

selected as the linear index of all the variables that captures the largest amount of 

information common to all of the variables, which may subsequently be used as the index 

(EC, 2013). The first principal component involves a linear combination of variables 

whose weights represent the degree of correlation between a given variable and the 

formed index, on the basis of which it can be concluded that the variables have a key role 

in explaining the index.  

 

Taking into account the fact that EU member states have their specificities, Kruskal-

Wallis test will be used. The Kruskal-Wallis analysis of variance (KW ANOVA) is a non-

parametric version of standard one-way ANOVA, in which the data are replaced by their 

ranks, and the test evaluates the median rank values (Kruskal Wallis H Test: Definition, 

Examples & Assumptions, chapter in: Statistics Handbook, 3rd Edition, CreateSpace 

Independent Publishing Platform, 2016). 
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6      Expected research results 

 

The basic scientific result of the research is a critical analysis of the existing ones and a 

proposal for a new methodology for assessing energy security (as an indicator of the 

efficiency of the strategic energy management process), which differs from the previous 

ones because it is based on the specifics of individual countries, that is, they respect their 

development priorities and geopolitical interests. 

 

The research will also contribute in the field of data science. Namely, certain data used 

for assessing energy security (and whose relevance is questionable) are still used by the 

decision maker, which leads to wrong conclusions and, consequently, to making wrong 

decisions in the further implementation of the strategic energy management process. 

In addition, a scientific contribution will be given in the field of trend analysis and 

forecasting, since the analysis of the acceptability and accuracy of certain statistical and 

econometric methods for the quantification of energy security will be conducted, which 

will be done by trend analysis and forecasting.  
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1 Introduction 

 

The current Slovenian gymnasium education system is obsolete and, in regard to both the 

programme and the examination of learning outcomes, does not allow for modern 

education that would ensure the acquisition and verification of students' digital 

competences. Many EU institutions and authors advise that the education system is the 

key to obtaining digital competences (Schleicher, 2016, Vermeulen, 2017). 

 

At the EU level, recommendations and general guidelines for obtaining digital 

competences in educational systems (DigComp 2.1, 2017) have been adopted, and these 

were also accepted by Slovenia. In 2016, the Ministry of Education and Science of the 

Republic of Slovenia confirmed their orientation towards digital society by joining the 

Digital Coalition of Slovenia (Digital Coalition, 2016). 

 

In its guidelines, the EU does not prescribe solutions, but leaves the decision to its 

members. For now, only the frameworks for envisaged digital competences for secondary 

school pupils are adopted, while detailed competences should be prepared after 2020. In 

general, the EU gives Member States guidelines and incentives, and carries out research 

to conduct comparisons between individual EU members and the developed world 

(Panagiotis, 2015). 

 

Each country has to find solutions that will enable systematic acquisition of digital 

competences of students in Slovenian general gymnasium and modernise teaching. 

 

With our research, carried out according to the Design Science Research methodology, 

we want to establish the possible educational models in which students would obtain 

appropriate digital competences, which would consequently modernise lessons and make 

them more interesting and effective. 

 

Based on the guidelines, recommendations and solutions in different countries, we have 

identified various practical implementations (ECDL, Digital Competences, 2017), but 

they are still not comprehensive and satisfactory (Calvani, 2012, Hatlevik, 2014, Sancho, 

2016). We have also analysed the situation in the Slovenian educational system (Aberšek, 

2015, Zakrajšek, 2016), identified and defined eight basic education models and, among 

them, selected five models that could facilitate the acquisition, verification and 

assessment of students' digital competences in the Slovenian gymnasium. All options are 

based on the minimum requirement for the state to decide and advise schools or require 

them to follow EU and Slovenian guidelines in the field of digital competence acquisition 

in general gymnasium. 

 

The selected educational models will require different interventions into goals, 

programmes and educational processes, therefore it is essential to be aware and know the 

impacts and requirements of a particular educational model in a specific environment and 

to assess its feasibility. 

https://hackernoon.com/%40erikpmvermeulen?source=post_header_lockup
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With further research, we will prepare a model for evaluating and assessing educational 

models and, with it, evaluate the proposed educational models. The results will be 

reviewed by the scientific and professional public. 

 

2 Problem Definition 

 

The digital competences of Slovenian students in general gymnasium are not adequate. 

Direct research on this topic was not performed because the criteria for gymnasiums are 

not yet known, but we can indirectly make conclusions based on some studies among 

students of the first years of faculties, from monitoring media literacy among Slovenian 

students, and from the report of the National Education Institute Slovenia (Posodobitev, 

2014). 

 

Key problems and challenges in obtaining digital competences of Slovenian students in 

general gymnasium are: 

 students of Slovenian general gymnasium do not obtain adequate digital 

competences according to EU standards, 

 the current educational model of Slovenian general gymnasium is not suitable 

for students obtaining digital competences, 

 the goals and curricula of the Slovenian gymnasium do not specify the 

acquisition of digital competences, 

 students' digital competences are not reviewed in Slovenian gymnasium, 

 the EU sets only frameworks and recommendations for digital competences, 

and concrete solutions will have to be prepared by each individual country. 

 

Based on the above findings, we can assert a thesis that the digital competences of 

students attending Slovenian general gymnasium can be increased by appropriately 

placing digital competences into the compulsory curriculum (outcomes) of the gymnasium 

programme. On the basis of this thesis, we can now ask the following research 

questions: 

 What factors influence the acquisition of digital competences of students in the 

Slovenian general gymnasium? 

 Can an appropriate educational model be developed to achieve an increase in 

digital competences of students in the Slovenian general gymnasium? 

 

The study aims to present the basic possibilities of educational models of Slovenian 

general gymnasiums, which include obtaining, verification and evaluation of digital 

competences of students, and then explore the depth of the selected models. The proposed 

solutions must also be evaluated in regard to their feasibility, impacts and requirements 

in the Slovenian educational environment. 

 

  



654 31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

S. Zakrajšek: Obtaining and Evaluating Digital Competences of Slovenian General Gymnasium 

Students 

 

3 Methodology 

 

We will use the Design Science Research (Peffers, 2007) method, as shown in Figure 1, 

in order to develop two artefacts, namely an organisational-information model (or several 

alternative models) of education, which could enable the acquisition of digital 

competences of students in Slovenian general gymnasium, and the DEX multi- criteria 

model with the DEXi program, with which we will evaluate the organisational-

information model (or several alternative models). 

 

We will obtain data through examinations and analyses of documents, interviews, surveys 

and the Delphi method, and analyse them using the appropriate statistical methods, 

decision analysis, qualitative analysis for interviews, etc. 

 
Figure 1: Predicted course of the research 

 

In the first phase, we carried out a review (literature, resources) of the options that are 

used or planned for use in secondary schools in the EU and in Slovenia for the acquisition 

of digital competences of students. On this basis, we prepared eight options. From the 

proposed options, we chose five most suitable options based on information acquired 

through interviewing Slovenian experts, ICT directors and teachers. This way, we 

assessed the possibilities that the most suitable opportunities are those that can best 

guarantee digital competences of students in Slovenia. 
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In the next phase, we will prepare a multi-criteria model using the DEX method, which 

will evaluate the five proposed education models. When choosing the criteria for a multi-

criteria model, we will include EU experts working in this field in order to determine the 

requirements, impacts and feasibility of each educational model in the Slovenian 

educational system. 

 

4 Preliminary/Expected Results 

 

With many years of pedagogical and research work in the Slovenian general gymnasium 

(Zakrajšek, 2016) and preliminary research (study of sources, interviews and surveys with 

Slovenian digital education experts, principals and teachers), we identified the basic 

possibilities that can influence the improvement of digital competences of students in 

Slovenian general gymnasium. The basic starting points of educational models for 

obtaining and confirming digital competences of Slovenian general gymnasium 

graduates, including descriptions, are shown in Table 1. As a prerequisite for changes, 

the general gymnasium curriculum should include the goal of students obtaining adequate 

digital competences before graduation. 
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Table 1: Options (alternatives) of platform educational models for obtaining and confirming 

digital competences of Slovenian general gymnasium graduates 

 

No. Description of proposed options 

1 The gymnasium curriculum and the Matura exam remain unchanged.* As gymnasium have a 

very different attitude towards obtaining students' digital competences, depending on the 

motivation of 

the management and some teachers, the acquisition of students' digital competences is left to the 

natural development of the general gymnasium and each individual school. 

2 Gymnasiums receive guidelines and professional and technical assistance in the introduction of 

modern technologies and the acquisition, verification and assessment of students' digital 

competences. The organisation of acquisition and verification of digital competences is in the 

domain of gymnasiums. There is no systematic external examination of students' competences. The 

Matura exam remains unchanged. 

3 The gymnasium curriculum and the Matura exam remain unchanged.* In gymnasiums, a course 

of preparation for the acquisition of one of the EU-certificates (ECDL, Europass ...) is 

prepared, which is followed by the external verification and evaluation of digital competences of 

students by 

one of the authorised organizations. 

4 The gymnasium curriculum and the Matura exam remain unchanged.* Gymnasiums 

introduce various authentic projects at the regional or country level, which include the 

obtaining, 

verification and evaluation of digital competences. Part of digital competences is 

externally examined and evaluated. 

5 The existing gymnasium curriculum introduces a special subject - digital competences, which is 

carried out in the 2nd year as a subject (instead of the current subject Informatics) and in the 1st, 

3rd 

and 4th year within the framework of activities (or as a subject). The Matura exam 

remains unchanged. 

6 The gymnasium curriculum remains unchanged,* but the acquisition of digital competences is 

introduced in only two elective subjects of the Matura exam. The existing Matura exam is changed 

by examining and evaluating digital competences with the use of modern technologies in 

two elective subjects. 

7 The gymnasium curriculum remains mostly unchanged,* but acquisition of digital competences is 

introduced to a certain extent in all Matura subjects. The existing Matura exam is changed by 

examining and evaluating digital competences in all Matura subjects by using modern 

technologies, so that only part of the Matura examination is carried out using modern 

technologies, or that digital 

competencies are checked within the subject and taken into account in the final assessment of the 

subject. Digital competences only form one part of the total assessment of the subject. 

8 The gymnasium curriculum is changed by introducing the acquisition of digital competences to all 

subjects. The Matura exam is completely changed and enables external evaluation and assessment 

of digital competences in full and in all subjects forming the Matura exam. 

 

* The gymnasium curriculum determines 70-hours of informatics in the second year of study, where 

all students receive some digital competences (mainly ICT), depending on the programme 

implemented in individual gymnasiums. 
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In order to evaluate and classify the proposed possibilities for acquiring digital 

competences of Slovenian general gymnasium students, we have prepared starting points 

for the evaluation of the options proposed in Table 1. The evaluation criteria are prepared 

in order to classify the top option as the one with the highest probability of students 

acquiring the appropriate digital competences, and the bottom option as the option where 

the probability that students would acquire appropriate digital competences is the lowest. 

 

Table 2 shows nine groups or areas with the greatest impacts on learning, work and 

competences of students, which will help to evaluate the possibilities, acquisition, 

verification and evaluation of students' digital competences. 

 
Table 2: Groups or areas that will influence the learning and work process of students in 

order for Slovenian general gymnasium students to obtain digital competences. 
 

A Increasing digital competences 

B Increasing subject knowledge, skills and competences 

C Modern communication 

Č Regular acquaintance with novelties 

D Using different portals and databases 

E Working with different experts 

F Project integration, networking 

G Increasing opportunities for learning and work 

H Increasing schooling opportunities for students with special needs and those who are 

temporarily absent, etc. 

 

In order to evaluate various options shown in Table 1 for the areas in Table 2. 

 

At the first level of this scale, we can estimate that the selected option does not affect or 

there is no progress with regard to the current state (grade 0), while the last level denotes 

the optimal effect (grade 3). The second and third grades (1 and 2) represent an 

intermediate state. Grades are selected so that they can evaluate all options, from the 

baseline, which exemplifies the existing status (grade 0) to the most complex one (grade 

3). 

 

We have evaluated the proposed options with preliminary research that we have conducted 

with a guided interview among 15 Slovenian experts, principals and ICT teachers in 

Slovenian general gymnasiums. Estimates are shown in Table 3. 
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Table 3: Evaluation of the proposed options (from Table 1) to increase digital competences 

of gymnasium students 

 

 Option 1 2 3 4 5 6 7 8 

No

. 

Area of evaluation unchange

d 

Only 

guideline

s 

Only 

certificat

e 

Authenti

c project 

Specia

l 

subjec

t 

At

 t

wo 

electiv

e 

subject

s 

In part 

of all 

subject

s 

Fully in all 

Matur

a 

subjec

ts 

1 Increasing 

digital 

competences 

1 1 3 2 2 3 3 3 

2 Increasing subject 

knowledge, 

skills and 

competences 

0 0 0 1 0 1 2 3 

3 Modern 

communication 

1 1 2 2 2 3 3 3 

4 Regular 

acquaintance 
with 

novelties 

1 1 1 0 1 2 3 3 

5 Using 
different 

portals and 

databases 

1 1 1 1 2 3 3 3 

6 Working with 

different experts 

0 1 1 1 1 2 2 2 

7 Project 

involvemen

t, 

networking 

0 1 0 2 1 2 2 3 

8 Improving 

opportunities 
for 

learning and work 

0 1 2 2 2 2 2 3 

9 Increasing 

schooling 

options for 

students with 

special needs 

and those who 

are temporarily 

absent, etc. 

0 0 0 0 0 2 3 3 

 TOTAL 4 7 10 11 11 20 23 26 
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As seen in Table 3, the best rated options for obtaining students' digital competences are 

options 8, 7 and 6, where acquisition of digital competences for certain subjects is 

introduced and evaluated at the Matura exam. It is uniform that, from the point of view of 

students' acquisition of digital competences, the best option is 8, where full acquisition, 

verification and evaluation of competences in all subjects is introduced. 

 

Options 4 and 5, which ensure students’ acquisition of digital competences with authentic 

projects or a specific subject, are assessed the same, but the grade is significantly lower 

than in the first three options. 

 

Options 1 and 2, to keep the situation unchanged, or to only provide guidelines to schools, 

were assessed as deficient by the respondents, and option 3 with the introduction of 

certification was somewhat better but assessed with a lower grade than options 4 and 5, 

as current certification systems do not provide adequate digital competences. 

 

The results are expected, as the respondents believe that with the current goals, curriculum 

and implementation of the curriculum in Slovenian general gymnasium, no significant 

increase in digital competences is anticipated. 

 

At the same time, the respondents pointed out that immediate introduction of the 

theoretically most appropriate and complete solution, i.e. Number 8, would probably not 

be successful and that different models should be studied and methods of gradual 

introduction of digital competence acquisition into Slovenian general grammar school 

should be sought.  

 

5 Future development 

 

Based on the results of previous research, we intend to continue with the development of 

the first artefact of our research - an organisational-information model (or several 

alternative models) of education in our research according to the methodology of Design 

Science Research. We will prepare five selected educational model proposals based on 

the results shown in Table 3. 

 

As the second artefact of our research, we will prepare a multi-criteria model using the 

DEX method and evaluate five proposed educational models with the DEXi program. 

 

In the elaboration of structures and the preparation of criteria for a multi-criteria model, 

we will also include experts from the EU who theoretically and practically deal with areas 

of the acquisition of digital competences of secondary school students, in order to 

determine the requirements, impacts and feasibility of each educational model into the 

Slovenian educational system. 

 

During the evaluation of individual educational models, we will have to take into account 

the following current findings regarding the proposed bases of educational models. 
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Option 8 (obtaining, measuring and evaluating digital competences in all subjects) is best 

from the point of view of obtaining, verifying and evaluating students' digital 

competences, since it represents a comprehensive approach and enables the greatest 

desired effect and modernisation of Slovenian general gymnasium, but requires a complete 

change of educational processes in the gymnasium and related large-scale interventions. 

 

Option 7 offers the second-best results, but provides lower competences in individual 

subjects, reduces the possibility of involving students in projects, and presents some 

problems in the Matura exam, as some students would be taught completely in a modern 

way, and others only in one segment, and this would also result in differences in the 

methods of work, subject matters and evaluations of the effects of education. The 

advantage of this option is that not all subjects need to be completely converted into a 

modern form, and some teachers can continue to teach with the help of modern teaching 

experts. 

 

Option 6 still provides good effects, as students with two elective subjects (which they 

like best or will be upgrading into their study) would acquire adequate digital 

competences, while problems arise in the educational process, as subjects and teachers 

are divided into classical and modern, with all the consequences that arise from this 

division. It is perhaps not bad that this system offers partially classic teaching in 

gymnasiums, which is probably more acceptable for some teachers and students. 

 

In options 4 and 5, the acquisition of digital competences is ensured only in a particular 

segment and with some teachers, which does not guarantee a modernisation of 

gymnasium, but, at the same time, does not require significant changes in the educational 

process. 

 

From the description of certain effects of individual educational models on the 

organisation and work of the gymnasium it is evident that each new element in education 

causes different effects, requirements and changes in goals, programs, concepts, 

personnel and organisation, as it requires different educational processes. Among the key 

factors of the selected changes are the measures that influence the work of principals and 

teachers, as well as the legislation and programme funding. 

 

With the multi-criteria model, we will evaluate individual educational models according 

to the chosen criteria and adequately complement and optimise them. We will familiarise 

the scientific and professional public with the results of the research. 

 

The research does not provide for the implementation of the results in educational 

practice.  
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1 Introduction 

 

Sustainability, defined as meeting the needs in the present, without compromising the 

ability to meet the needs in the future (World Commission on Environment and 

Development, 1987), as well as benefits for everyone involved, social and environmental 

in addition to economic value (Baldassarre, Calabretta, Bocken, & Jaskiewicz, 2017; Dao, 

Langella, & Carbo, 2011; Evans et al., 2017), started gaining momentum after the 

Brundtland report (World Commission on Environment and Development, 1987). Since 

then, the interest of public and academia has been growing steadily. 

 

At approximately the same time enterprises faced pressure to first include various digital 

technologies in their business practices and then to adapt to business environment 

completely changed by digital technologies (the process of adaptation, that is now 

referred to as digital transformation). Something else happened during the process of 

digitalization and the rise of the internet; the awareness of society regarding sustainability 

grew and new technologies opened many new options for sustainable innovation. 

 

The process of digital transformation is caused by fast evolving digital technologies (S. 

Berman & Marshall, 2014; Kane, 2017b; Rayna & Striukova, 2016). Rogers (2016) noted 

that “in constant digital change, no business can thrive for long just delivering the same 

value proposition to customers”, talking about technology impacting one particular 

element of business model - value proposition. 

 

Many digital transformation initiatives are focused on impacting customer relationships 

with re-envisioning customer experience, business processes and models (Capgemini 

Consulting & MIT Sloan Management, 2011), all part of the continuous creation of new 

value for the customer. 

 

It is evident, that sustainable innovation in some enterprises (e.g. SpaceX, Aura Light, 

Sun Contract) is positively supported by digital technologies, more precisely from 

advanced use of digital technologies, which is a clear indicator of digital maturity (Kane, 

Palmer, Phillips, Kiron, & Buckley, 2017). 

 

1.1 Business models 

 

According to Magretta (2002) business models are stories that explain how enterprises 

work. It is a holistic perspective how business is conducted (Amit & Zott, 2010; Schneider 

& Spieth, 2013). Every enterprise has a business model, even though some do not 

consciously formulate or express it (Chesbrough, 2007). It's two main functions according 

to Chesbrough (2007) are value creation and value capture. Some authors focus rather on 

value creation (Teece, 2010; Zott & Amit, 2010), some even omitting the value capture 

from business models all together (Zott & Amit, 2010), arguing that business model and 

revenue models are conceptually distinct. 

 

There is some confusion in terminology, as business model, strategy, business concept, 

revenue model, economic model are often used interchangeably. Also, business model 
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has been referred to as architecture, design, pattern, plan, method, assumption and 

statement (Morris, Schindehutte, & Allen, 2005). To our understanding, all of these 

expressions relate to the »how« aspect of doing business.  

 

Authors that write about business models usually focus either on model aspect of business 

models or on how the enterprise does business (Osterwalder et al., 2005). In the case of 

the latter, enterprise is usually seen as »black box«, where only some elements are 

analysed and the others disregarded (Boons & Lüdeke-Freund, 2013). 

 

For the purpose of our study we will build on definitions of several authors:   

»Business model articulates the logic of how a business creates and delivers value to 

customers« Teece (2010). It defines the value proposition, value chain, market segment 

and value capture mechanisms, describes the position of the enterprise and it's 

competitive strategy« (Chesbrough, 2007). »A business model is a concise representation 

of how an interrelated set of decision variables in the areas of venture strategy, 

architecture, and economics are addressed to create sustainable competitive advantage in 

defined markets’’ (Morris et al., 2005). It is geared toward total value creation for all 

parties involved (Zott & Amit, 2010) and is constantly under external pressures (e.g. 

competitors, society, technology, customers and policy) (Osterwalder et al., 2005). It has 

been referred to as the relation between strategy, organization and systems.  

 

1.2 Sustainability 

 

»Focusing on developing sustainability capabilities will not only serve the environment 

and people, but also help enterprises generate value that could enhance profitability and 

gain sustainable competitive advantage« (Dao et al., 2011). 

 

The most widely adopted definition of sustainability is of the World Commission on 

Environment and Development (1987), which states that »Sustainable development seeks 

to meet the needs and aspirations of the present without compromising the ability to meet 

those of the future«. Along with this vague and hard to apply definition, in recent years, 

Elkington's triple bottom line perspective on sustainability became the most widely 

adopted. 

 

Triple bottom line, a term coined by Elkington (1994), means that in order to be 

sustainable, every business practice needs to fulfil three distinct conditions: as well as 

economic profit, it needs to create environmental and social value. Additionally, all three 

values need to be in balance (Dao et al., 2011; Evans et al., 2017). Sometimes these three 

conditions are also named profit, people and planet (Dao et al., 2011). 

 

Triple bottom line framework is pictured in figure 1, presenting sustainable value as the 

intersection between environmental value, social value and economic value. The triple 

bottom line implies that the value of the transaction is no longer shared only between the 

enterprise and the customer, but between all stakeholders (employees, local community, 

environment, ...) (Dao et al., 2011). 
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Figure 1: Sustainable value (Evans et al., 2017) 

 

According to Baldassarre, Calabretta, Bocken, & Jaskiewicz (2017) the sustainable 

business model innovation approach aims at achieving sustainability objectives by 

generating economic value. 

 

Transition towards sustainability is closely connected to being able to innovate, design 

and build business models that function in the context of sustainability (França, Broman, 

Robert, Basile, & Trygg, 2017). This implies that sustainable innovation would do best 

implemented into strategy, but in reality innovations for sustainability of business models 

tend to be non-systematic and based on ad-hoc actions (Evans et al., 2017). 

 

According to (Keskin, Diehl, & Molenaar, 2013), human resources are the ones driving 

innovation for sustainability of products and services in design phase, while the degree 

of market orientation drives the approach to market. 

 

After the World Commission on Environment and Development report (1987) various 

approaches to realising sustainable consumption arose. While the first approaches (e.g. 

Ecodesign and Design for Sustainability) focused on optimization of existing products, 

services and processes, more advanced ones (e.g. Product-Service Systems and System 

Innovation for Sustainability) focus rather on innovation of new products and services 

(Keskin et al., 2013). 

 

According to Evans et al. (2017) the nature of product-service systems (PSS), which 

provide functionalities as opposed to products (e.g. use of car instead of car ownership), 

makes enterprises more accountable for the issues during and after the product use phase, 

since the enterprises are the owners of these products through their whole life cycle. 

Shifting perception of value, PSS offers insights on what is considered a promising 

sustainable business model (SBM). 

 

While some authors view sustainability only as achieving long-term survival of an 

enterprise (Bakoğlu, Bige, & Yıldırım, 2016), we argue that the long-term survival of the 

enterprise does not suffice the broad 1987 Brundtland commission definition of 
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sustainability. We believe that the use of term sustainability in this case holds an alternate 

meaning, which won’t be covered in this thesis.  

 

The funnel metaphor explains the urgency of action towards sustainability (represented 

in the figure 2). As we as a society move toward the narrowing of the funnel, we face 

harsher constraints and less freedom. Also, the longer we delay the decision to take action, 

the less likely is the positive outcome (França et al., 2017). 

 

The narrowing walls of the funnel represent loss of ecological and social systems (França 

et al., 2017), declining availability of resources, restorative capacity of environment, 

purity of resources and social fairness and equity (Dyer, 2004). Other demands are 

increasing, such as competitiveness, market pressure, global demands and population 

(Dyer, 2004).  

 

As the enterprises continue planning their unsustainable practices, they are hitting the 

walls of the funnel, which are getting narrower. This shows in many different forms, 

including; increased costs for resources and waste management, projects quickly 

becoming obsolete, stricter legislation, loss of market share, consumer and shareholder 

activism, deteriorating reputation, etc. (Dyer, 2004). 

 

For some enterprises, economic consequences of unsustainable practices can still be 

postponed, (e.g. by lobbying against tax increase). In long term those enterprises risk 

higher costs, lost innovation opportunities, new markets that are lost to enterprises that 

become a part of solution first, etc. (França et al., 2017). Only after building sustainable 

practices, the narrowing of the funnel could stop, and the restoration phase could begin 

(Dyer, 2004). 

 
Figure 2: Representation of the funnel-metaphor (Dyer, 2004) 
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1.3 On technology and digital transformation 

 

The shortening of product lives means that technology itself can no longer bring 

satisfactory income. Innovation nowadays must include (along with technology and 

R&D) business models (Chesbrough, 2007). Chesbrough (2010) stated that technology 

itself has no objective value, until it is commercialized through a business model. 

 

When a new technology has no obvious business model (meaning that business model is 

not implied in the way said technology should be used), managers must find (or invent) 

it in order to be able to capture value from it (Chesbrough, 2010). This implies that 

sometimes technology (as a product) demands business model innovation for successful 

market launch. And after it is put on the market through a business model, this might 

disrupt the market itself, causing chain reaction. 

 

Dao et al. (2011) explain the role of IT in sustainability; technologies enable 

standardization, monitoring, capturing and utilization of data, that help evaluate 

economic, environmental and social impact. They improve information flows, employee 

training in environmental matters, monitor internal and external performance... They 

conclude that close collaborations and information exchange within and across 

enterprises enabled by information systems are critical for enterprises to develop 

sustainability capabilities. 

 

Digital transformation is currently an important trend in industry and society, but it is also 

a process, which has been undergoing since the adoption of digital technologies, allowing 

stakeholders to incorporate different forms of innovation into their enterprises (Gray & 

Rumpe, 2017). 

 

Kane (2017) claims that the most common understanding — that digital transformation 

is about the implementation and use of cutting-edge technologies — is likely the most 

misguided. Using technology in organizations to do business in new and different ways 

is better, but incomplete. He argues that digital transformation means adapting business 

processes and practices to help the organization compete effectively in an increasingly 

digital world. 

 

Digital transformation is a business transformation (Ross, 2017). This implies that digital 

transformation is about how your business responds to digital trends (Kane, 2017b) and 

that technologies are only a part of the story, while other issues (strategy, talent 

management, organizational structure, and leadership) are just as important, if not more 

important, than technology for digital transformation (Kane, 2017a). Digitally mature 

organizations focus their strategies on both technology and core business capabilities 

(Kane et al., 2017). 

 

Prior to the rise of digital transformation trend, Casadesus-Masanell and Ricart (2011) 

wrote about the economic slowdown in the developed world, which is forcing enterprises 

to change their business models or to create new ones. In addition, the rise of new 

technology-based and low-cost rivals is threatening traditional enterprises, affecting 

https://sloanreview.mit.edu/article/organizing-for-new-technologies/
https://sloanreview.mit.edu/article/organizing-for-new-technologies/
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industries, and redistributing profits – in other words, forcing enterprises to adapt to 

changed business environment. 

 

Similar observations were also made by other authors; Ross (2017) claims that trying to 

succeed in a digital economy without adaptation, might be the riskiest alternative. 

 

Similar effect of digital maturity was observed by Sebastian et al. (2017), who claimed 

that with new technology-enabled capabilities, enterprises introduce fundamental 

business changes. Talking about production companies, Lee, Lee, & Chou (2017) wrote 

that within the next several years, the advanced implementation of Industry 4.0 will 

become a qualifier to compete and will also likely to be seen by investors as a qualifier 

for funding. 

 

Successful digital transformation comes from transforming your organization to take 

advantage of the possibilities that new technologies provide, rather than implementing 

new technologies (Capgemini Consulting & MIT Sloan Management, 2011).  

 

Naming it digital business transformation, Prentice (2017) described it as an effort to 

create new, connected, platform, and industry revenue. This definition once again 

connects new technologies (connected and platform), and business models - new forms 

of value proposition and value capture models. 

 

An important finding, that also upholds our observations about digital transformation 

impacting strategy was made by Rogers (2016), who argues that digital transformation is 

fundamentally not about technology but about strategy. Although it may require 

upgrading organization's IT architecture, the more important upgrade is to strategic 

thinking. 

 

Digital business transformation is a type of digital journey that has the ambition of 

pursuing net-new revenue streams, product/services and business models and creates a 

new paradigm that makes the old business model obsolete (LeHong & Waller, 2017). 

 

Regarding digital transformation as a journey (Capgemini Consulting & MIT Sloan 

Management, 2011; Ross, 2017), implies what was also observed by Kane (2017), that 

transformation is maybe not the best word for describing it. He suggests using the phrase 

digital maturity, as maturity is a gradual process that unfolds across the organization over 

time. Even though different companies may be at different stages of digital maturity, there 

are always ways that they can continue to grow and adapt in order to become more 

digitally mature, and the process is never complete. 

 

This is further supported by Gray & Rumpe (2017), who claim that transformation 

describes a general process that starts with some initial situation that moves toward a 

changed, and supposedly better situation. May be that in this case the word transformation 

is not the best word choice because the underlying transformation may never meet a stable 

end, but rather undergo a continual set of evolutionary optimizations. 
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Digital transformation is directly related to the changing digital economy with 

individuals, businesses, and society becoming interconnected in real-time, supported by 

technology (SAP IDC, 2017). 

 

Based on their research and industry experience, Berman (2012) notes that there are three 

basic approaches to [digital] transformation: focusing on customer value proposition, 

transformation of the business model, or the combination of both. 

The path of digital transformation will vary by industry, but those enterprises that have a 

cohesive plan for integrating the digital and physical components of operations can 

successfully transform their business models (Berman, 2012).  

 

Unfortunately, Kane (2018) recognizes that companies are not doing enough to respond 

to digital disruptors. He believes that leaders have very optimistic view of digital 

disruption. According to his research, 75% of them perceive digital as an opportunity and 

only 25% as a threat. He suggests that it might also be, that they expect digital to 

positively affect the fortune of their enterprise, but not the competitor's. 

 

According to Gotay (2013) technology can also be seen as a culprit for ecological 

unsustainability – technology needs resources for development and consumes a lot of 

energy. 

 

First attempts at information technology sustainability were the so called »green 

initiatives«. Enterprises mainly focused their efforts to reduction of energy consumption, 

which also reduced costs (Dao et al., 2011). But since contributions of information 

technology to the sustainability go beyond reducing IT’s energy consumption through 

green initiatives, research on the sustainability value of information technology needs to 

go beyond ‘‘green’’, aimed at reducing IT’s energy consumption to the contribution of 

IT in a broader sustainability framework. Investments in IT resources for sustainability 

must be aligned with other business resources (Dao et al., 2011). 

 

Emerging E2E (everyone to everyone) economy requires reinvention of markets, strategy 

and value; successful organizations will rethink all aspects of their business (Berman & 

Marshall, 2014). 

 

Organizations should invest in individual-centricity while recognizing it is just a step 

toward the digital reinvention in the future (Berman & Marshall, 2014). 

 

As (Ihlström Eriksson, Akesson, & Lund, 2016) explain, when network effects are 

positive, users will turn to fewer, or eventually even only one platform. 

 

Through our literature review, we noticed that digital transformation and sustainable 

innovation share some common constructs regarding their influence on business models. 

In this time, when competition on the market is already harsh, both sustainability and 

technological pressure are significant and require businesses to adapt. Both share some 

common constructs, such as strategy, coopetition, platforms, customer-centricity, E2E 
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economy, new models of ownership, innovativeness, open innovation, necessity and 

urgency, technologies... 

 

In future work, we want to use these constructs to be able to clearly establish in what 

ways digital maturity and sustainable innovativeness are connected and affect business 

models. These insights could help us further develop our proposed model. 

 

2 Problem definition  

 

We argue that digital technologies are equally a disruptor of existing business models and 

an enabler of sustainable business models. Digital technologies and the need to reach 

digital maturity, defined as an ability to adapt to changes in business caused by effects of 

digital technologies (Kane, Palmer, Phillips, Kiron, & Buckley, 2017), together with need 

for sustainability in business practices in order to preserve resources, are both pressures 

and opportunities for existing business practices. 

 

Our main interest is focused on how to ensure sustainable business model innovation 

(SBMI) in the times of harsh competition, pressure from the environment, markets and 

technological disruptions, when there is already the need to quickly adapt to changed 

market demands, especially in relation to and with the help of digital technologies. 

 

Based on the literature review in the area of sustainable innovation, business models, 

sustainable business models, digital transformation and digital maturity, it is evident, that 

sustainable innovation, defined as the ability to innovate (products, services and business 

models) in terms of sustainability (Boons & Lüdeke-Freund, 2013; Evans et al., 2017; 

França et al., 2017) and digital transformation (S. J. Berman, 2012; Casadesus-Masanell 

& Ricart, 2011; Sebastian et al., 2017) both strongly affect business models. 

 

The process of digital transformation is driven by the market demands, which are also 

driven by capabilities of digital technologies (Rayna & Striukova, 2016). 

 

Sustainable innovation is needed, since planet is no longer able to restore itself and 

resources at the rate of demands posed by the growing human population and it's economy 

(Dyer, 2004). 

 

Business models are constantly under pressure of external factors, such as competitors, 

society, technology, customers and policy (Osterwalder et al., 2005). 

 

In their own way, both processes, digital transformation and sustainable innovation, are 

necessary for the enterprise to survive. The process of digital transformation is urgent, 

because the enterprises that don't transform and reach digital maturity, soon wouldn't be 

able to successfully compete on the market (Lee et al., 2017; Rogers, 2016; Ross, 2017; 

Sebastian et al., 2017). 
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The process of sustainable business model innovation can in some cases still be put off 

to a later time, but later that it is started, less options are available (for the whole planet) 

and the outcome is less likely to be positive (França et al., 2017). 

 

By reviewing literature, we have determined that, even though those threats are very much 

intertwined, they are in most cases studied separately. Some scholars before us noticed 

this discrepancy and suggested inter-disciplinary studies to be conducted. 

 

Both processes, sustainable innovation and digital transformation as the drivers for 

sustainable business model innovation, are the most effective if they are incorporated in 

enterprise as a strategy, expanding from top to bottom. 

 

In our thesis we want to propose and validate a model, 1st version, based on our 

understanding of problem, included below in figure 3. It represents incorporation of 

digital maturity and sustainability innovation in business models.  

 

Figure 3: Sustainable business model innovation –V1. 

 

We propose that sustainable innovation and digital maturity both affect business models 

and enable sustainable business model innovation (SBMI). We also argue, that digital 

maturity affects sustainable innovation, as one of its enablers and drivers.  

 

We want to stress that business models need to be continuously evaluated in relation to 

the pressures they are facing, and then adapted and innovated in order for organization to 

remain competitive (Chesbrough, 2010). Also, when adapting or innovating business 

model, sustainability plays a larger role than ever before, combining economic, 

environmental and also societal value. We will be looking at what enables sustainable 

innovation in enterprises and how that interferes with the process of reaching digital 

maturity. 

 

Possible hypotheses based on this model: 

H1: Digital maturity drives sustainable innovation. 

H2: Digital maturity drives sustainable business model innovation. 

H3: Sustainable innovation drives sustainable business model innovation. 

 

 



31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

D. Vidmar: Technology Enabled Sustainable Business Model Innovation 

673 

 

3 Methodology 

 

In future, research on IT and sustainability needs to combine IT resources and strategies 

integrated with other business resources and strategies, aligned with the situational 

context in order to develop sustainable capabilities for specific sustainability objectives. 

Additional research should expand existing insights by examining how bundling of IT 

resources with other specific resources differs in enabling enterprises address specific 

sustainability issues (Dao et al., 2011). From these recommendations we draw that case 

studies and interviews, both of which are qualitative in nature, should be conducted to 

gain deeper, more situational insight. 

 

França, Broman, Robert, Basile, & Trygg (2017) who conducted a qualitative case study 

in an enterprise shifting their business model from product-based towards sustainable 

service-based model, argue that »presented approach and others like it will benefit from 

more case studies for testing and feedback for further improvement and validation« 

For our research approach, we will be using a survey. In preparation, we will combine 

qualitative and quantitative methods.  

 Initially, we will conduct literature review on the fields of business models, 

sustainability, sustainable innovation, business model innovation, sustainable 

business model innovation, digitalization, digital transformation, disruptive 

technologies, digital maturity and other related terms. Also we will review 

models and questionnaires for classification and assessment of business 

models, sustainability, digitalization, digital and digital maturity and other 

related terms based on snowball sampling procedure. 

 We will analyse existing literature and questionnaires to establish underlying 

theories, models and constructs to be able to construct conceptual model. 

 We will propose conceptual model and initial hypotheses. 

 Based on conceptual model and with the help of questionnaires used in studies 

conducted by European Commission, Republic of Slovenia Statistical office, 

MIT and Deloitte, Envision and others we will write first version of 

questionnaire. 

 To test our questionnaire, we will conduct interviews in enterprises, who 

already have experience with sustainable innovation in combination with 

economic, ecological and technological pressures. 

 Based on data conducted in interviews, we will write multiple case studies. 

Case-studies will be cross-analysed, to determine whether we gathered the 

information we need and whether we need to further adapt our questionnaire 

and model. 

 Based on existing knowledge (revised literature and insight from our gathered 

data), we will try to develop additional hypotheses. 

 After adapted questionnaire is completed, small sample of Slovenian 

enterprises will be selected for test-survey, which will enable us to revise 

questionnaire and analyse conducted data again. In this step we could also look 

at the response rate of questionnaires gathered by e-mail and by mail to 

determine which way should be used for contacting possible participants in the 

final round of survey. 
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 After final adaptation of the questionnaire and determining whether to send our 

questionnaires via mail or e-mail, we will conduct survey on selected sample 

of Slovenian enterprises. 

 Gathered data will be analysed and compared to pre-set predictive statements 

or hypotheses. We will assess sustainable business model innovation, its 

drivers (emphasis on digital maturity and sustainable innovativeness) and the 

interplay between them in Slovenian companies. Based on results we will try 

to provide insight on pressures and opportunities that enterprises are 

experiencing at the time of the research. In what ways striving for 

sustainability affects business models and other accompanying factors –

enablers and pressures that enterprises are facing. 

 Based on our findings, conceptual model and hypotheses will be evaluated and 

our findings presented and elaborated upon. 

 Additionally, we will try to find connections between different factors. 

 If possible, recommendations will then be proposed for enterprises and policy 

makers on introducing sustainability practices in business models. 

 

Our findings will be compared to existing data from other countries, which will help us 

make comparisons and possibly generalize our findings. 

 

4 Preliminary/Expected results 

 

Nowadays, enterprises are facing many different threats that are affecting the way they 

are doing business and shaping contemporary business models. These threats affect 

business models together, not separately. It is sometimes hard to determine, what effect 

is caused by which of them, since they are interconnected and depending on each other. 

On this account, we will combine sustainability innovation (defined by the triple bottom 

line framework) with contemporary threats (ecological sustainability, determined by the 

funnel metaphor; economical sustainability determined by value creation, technological 

disruptions, resources and in lesser degree social sustainability, mostly focusing on 

pressures that people in enterprises are facing – stress, poverty…). We want to find 

interconnections between these threats and business model innovation. We also want to 

show if there is any correlation between technological disruption and sustainable 

innovation. 

 

By using interviews and survey, we will provide deeper understanding on which threat 

factors enterprises are facing. We will try to determine how these threats are 

interconnected and how they affect business models. 

 

Better insight is needed, as most studies done by now were focused on only one of these 

factors. There is a need to recognize and close these gaps in order to understand the 

interplay of business models, sustainability, technology, social and environmental threats. 

We aim to establish and use our own model and questionnaire based on preceding models 

and questionnaires, which will then be validated through our research. 

 



31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

D. Vidmar: Technology Enabled Sustainable Business Model Innovation 

675 

 

Our research should in conclusion help us better understand, what are the factors that 

affect business model innovation, leading up to creation of sustainable business models. 

This should enable us to determine in what way enterprises should approach sustainable 

business model innovation in a way that all three parts of triple bottom line are in 

equilibrium. This is an added value for enterprises. 

 

Added value of thesis for academia will most probably be in a form of a validated model, 

questionnaire and revision of interconnections between business models, triple bottom 

line, funnel metaphor, ecological, social and economical sustainability and technological 

threats. 

 

5 Future development 

 

Since research acknowledged broad impacts of IT resources on different aspects of 

organizational performance and competitiveness, the impacts of information technologies 

should be studied in relation to enabling enterprise development of sustainability 

capabilities  (Dao et al., 2011). 

 

Sustainability research should take interdisciplinary approach and contributions of IT 

towards sustainability should be studied beyond »green« IT initiatives (Dao et al., 2011). 

Also, future research needs to examine how IT integrated with separate business functions 

(e.g. marketing, accounting, ...) can be used to promote and enable performance of 

enterprise in terms of sustainability (Dao et al., 2011). 

 

This claim is additionally supported by Evans et al. (2017), who argue that the study of 

sustainable business models is rapidly evolving, but little research has been made 

regarding their successful adoption. They also argue in favour of using a simulation model 

in order to reveal opportunities for business model innovation and de-risk 

experimentation. 

 

As far as digital transformation is concerned, it is current research topic of interest. It is 

highly relevant for enterprises, but as was previously noted by Henriette, Feki, & 

Boughzala (2015), little research (mostly in the form of case-studies) has been done 

around this topic. 

 

Since the article by Henriette, Feki, & Boughzala  (2015) was published, there was a rise 

of reports on digital transformation by statistical offices and consultant firms [(European 

Commission, 2015a); (European Commission, 2015b); (European Commission, 2016); 

(European Commission, 2017); (Probst et al., 2017); (SAP IDC, 2016); (SAP IDC, 2017); 

(Kane, Palmer, Phillips, Kiron, & Buckley, 2016); (Kane et al., 2017); (Chakravorti & 

Chaturvedi, 2017)]. Each of these organizations uses their own definition of digital 

transformation or digital maturity. Accordingly, models for measuring digital 

transformation are widely different, some of them rely on strategic component of digital 

transformation, but we could not find any, referencing constructs of sustainability.  
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Previous research in this area (especially inter-disciplinary and from the IS perspective) 

is limited and is focused primarily on reducing energy consumption of IT infrastructure. 

There are only few of interdisciplinary studies integrating IT with sustainability (Dao et 

al., 2011), but from them the connection between IT (including also digital 

transformation), is clearly present. In the past years, with the rise of the information 

technologies new options opened up for sustainable innovation, which implies that 

revision of this topic should be done. 

 

From that we conclude, that additional interdisciplinary research on IT, or even digital 

transformation and sustainable innovation, regarding their effects on business models, 

should be conducted. 
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1 Introduction 

 

Historically, Root Cause Analysis (RCA) has been used to identify the core and most 

basic factors that contribute to an incident of any kind (Klaus, 2003). Looking at a larger 

context, RCA is a part of a problem-solving process. And furthermore, problem solving 

is an integral part of continuous improvement. RCA is therefore one of the core building 

blocks in an organization’s continuous improvement efforts (Andersen & Fagerhaug, 

2006). Effective RCA is arguably one of the most valuable management tools in any 

organization (Latino, Latino, Latino, & Latino, 2006).  

 

We are conducting this literature review in the scope of our PhD thesis. Our suggested 

research derives from a specific problem of unknown reason for scrap on a semi-

automatic assembly production line in Iskra Mehanizmi. Our goal is to identify previously 

unknown reason for scrap with help of RCA techniques in combination with dark data 

and machine learning.  

 

Last literature reviews we found was made by Livingston, Jackson and Priestly (2001). 

The purpose of this article is to review the works published on RCA topic. Research 

objectives of this paper are to: 

 clarify the definition of RCA,  

 classify and summarize all relevant articles and 

 develop future research directions. 

 

This article is organized as follows. After the introduction, definition of RCA is provided. 

Next section introduces the research methodology and presents the results. This section 

provides classification by year of publication, research area and context in which RCA is 

used. These results are then discussed. We defined shortcomings and potential further 

research possibilities. 

 

2 What is Root Cause Analysis? 

 

RCA is a collective term used to describe a wide range of approaches, tools, and 

techniques for uncovering causes of problems (Andersen & Fagerhaug, 2006). 

Consequently the definition of a root cause and root cause analysis varies between authors 

and root causes methodologies, with different levels of causation being adopted by 

different systems (Livingston, Jackson, & Priestley, 2001). Some of the approaches are 

focused more on identifying the true root causes than others and some are more general 

problem-solving techniques. Others simply offer support for the core activity of root 

cause analysis. Some tools are characterized by a structured approach, while others are 

more creative in nature (Andersen & Fagerhaug, 2006).   

 

Reid and Smyth-Renshaw (2012) provided examples of RCA use in various contexts: 

manufacturing improvements, software projects, crime reports and client incidents. 

 

Despite this versatility we can find one basic definition that prevails in literature and will 

be used also in our paper. Paradise and Butch (1988) defined a root cause as the most 
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basic cause that can reasonably be identified and that management has control to fix. 

Root cause analysis is the task of identifying root causes. This definition contains three 

key elements. Root causes must be so basic that one can fix them. On the other hand, 

given that fixing them is the whole point, it is not reasonable to further split root causes 

into more basic causes (Klaus, 2003). 

 

More definitions of RCA of other authors are provided in Table 1.  

 
Table 10: RCA definitions 

 

Authors, Date Definition 

(Andersen & Fagerhaug, 

2006) 

Root cause analysis is a structured investigation that aims to 

identify the true cause of a problem and the actions necessary to 

eliminate it. 

(Livingston et al., 2001) 

Root causes analysis is a tool designed to help incident 

investigators describe what happened during a particular incident, 

to determine how it happened and to understand why it happened. 

(Paradies & Busch, 1988) 

Root cause is the most basic cause that can reasonably be 

identified and that management has control to fix. Root cause 

analysis is the task of identifying root causes. 

(Wilson, Dell, & 

Anderson, 1996) 

Root cause analysis is a method of problem solving used for 

identifying the root causes of faults or problems. 

(Lehtinen, Mäntylä, & 

Vanhanen, 2011) 

Root cause analysis is a systematic process of detecting a target 

problem, detecting and organizing its causes, and recognizing its 

root causes 

(Golinska & Romano, 

2012) 

Root cause analysis is a technique which involves brainstorming, 

intended to identify potential causes of problems in the first place, 

then collecting data and analysing it in an organized fashion, 

narrowing down the area of interest to several root causes.  

(Jenicek, 2011) Root cause analysis tries to identify a kind of necessary cause, a 

kind of triggering element leading to a chain of events as an 

accumulation of error eventually causing an accident or any other 

undesirable event. 

(Stavert-Dobson, 2016) 

Root cause analysis attempts to identify the factors which 

contribute to an incident and then work back to determine the 

underlying causes with a view to addressing them. 

  

  

 

Through history different RCA methodologies developed. Some of more known are 

Ford's 8D method, Six Sigma (Gamal Aboelmaged, 2010) and A3 thinking (Sobek & 

Smalley, 2008). The majority of root causes analysis methodologies reviewed were 

essentially checklists of potential root cause factors to stimulate thought (Livingston et 

al., 2001).  
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Supporting these methodologies, various tools and techniques were developed. Some of 

more known tools and techniques are Pareto Chart, Six Sigma, Five Why's and Fishbone 

diagram. Due to vast amount of tools, Andersen and Fagerhaug (2006) suggested 

grouping them according to their purpose:  

 Problem understanding  

 Problem cause brainstorming  

 Problem cause data collection  

 Problem cause data analysis  

 Root cause identification  

 Root cause elimination  

 Solution implementation 

 

These tools contribute in their own way to the RCA. Some are best applied sequentially 

while others can be applied at many different points in the analysis. In general, these tools 

are simple and easy to use. But with growing complexity of organizational environments, 

new tools have emerged, based on data mining software, leveraging computer capabilities 

and vast amount of available data. An extensive literature review of data mining in quality 

improvement field has been made by Köksal, Batmaz and Testik (2011). Due to this 

trends in root cause analysis, this aspect will be reviewed in greater detail. 

 

3 Research methodology 

 

A comprehensive literature review of journal articles dealing with »Root Cause Analysis« 

topic was conducted. This review was based on a similar approach used by Wamba et al. 

(2015) for big data, Lim et al. (2013) for RFiD and Ngai & Wat (2002)  for review of e-

commerce related topics. Two key characteristics relevant for our paper are: conduction 

of literature review and classification of relevant journal articles.  

 

A comprehensive search using the descriptor “Root Cause Analysis” was conducted 

within following databases: Web of Science, Scopus, Emerald and ProQuest. Included 

journals in this databases are also defined by Vankatesh (2013) to assess IS research 

ratings. 

 

We started our review on April 2nd, 2018 and ended on April 30th, 2018. Search was made 

within topics, titles, abstracts and full texts. The review resulted in 1803 results. We 

excluded irrelevant articles considering titles and category. From research perspective, 

mainly articles with Medicine research area were excluded. Exclusion of this articles 

ended in 1118 results. All the results were then exported to Mendeley, a reference 

management software package, for further analysis. Export included articles references, 

abstracts and full texts in pdf format. These articles were then a subject of further, more 

detailed review.  

 

Each article was then reviewed to assess relevance to our research objectives and identify 

duplicated ones. Due to our filed of interest, articles were then categorized according to 

their topic. We have recognized 208 articles of RCA in manufacturing and production. 

164 articles are addressing RCA regarding scrap, yield and defects management. 
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We found 55 articles using machine learning and data mining techniques in RCA. There 

are 24 articles addressing RCA, manufacturing or production, scrap, yield or defects and 

machine learning or data mining topics all in one. 

 

4 Results 

 

In following sections, we will present results of reviewed articles per previously defined 

classification framework. 

 

4.1 Distribution of articles by the year of publication 

 

Figure 1 shows a distribution of RCA relevant articles over the years. Separately are show 

articles that address RCA topic relating to manufacturing; scrap, yield, defects and with 

data mining and machine learning topics. From first publications in year 1981 we can 

notice steady increase of publicized articles. In year 2017 12% of all articles were 

published. From 2013 to 2017, in average 115 articles per year were published. 52 % of 

all articles were published in this last 5 years. This continuous increase of numbers of 

publications is showing an increase of interest about RCA topic.  

 

 
 

Figure 22: Distribution of articles by the year of publication 

 

 

3.2 Distribution of articles by research area 

 

Table 2 show the distribution of articles by top 10 research areas. As mentioned before, 

Medical associated research areas were excluded from analysis. One article can belong to 

multiple research areas.  The highest number of articles is in Engineering area, 66,28% 

of articles. Following by Computer Science with 360 articles, or 32,2% of all articles. 107 

seven articles belong to Material Sciences area. In Telecommunications area are 101 

article and Operations Research Management Science 77 articles. Energy Fuels, 
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Automation Control System and Physics each represent 4,74% of articles. Articles from 

research area Business Economics were 48 and 33 from Optics. Other articles belong to 

other research areas.  
 

Table 11: Distribution of articles by research area 

 

Research Area 
No. of articles 

(%) 
References (top ten most cited) 

Engineering 
741 

(66,27%) 

(M. Y. Chen, Kiciman, Fratkin, Fox, & Brewer, 2002), 

(Bartelmus & Zimroz, 2009), (Mena, Adenso-Diaz, & Yurt, 

2011), (Bonnett, 2000), (Breitbart et al., 2004), (Weidl, 

Madsen, & Israelson, 2005), (Friedman, Hansen, Nair, & 

James, 1997), (Goh, Brown, & Spickett, 2010), (Marais, 

Saleh, & Leveson, 2006), (Muchaidze et al., 2008) 

Computer Science 
360 

(32,20%) 

(M. Y. Chen et al., 2002), (Kobayashi, Otomo, Fukuda, & 

Esaki, 2018), (Breitbart et al., 2004), (Weidl et al., 2005), 

(Khatib, Gomez-Andrades, Serrano, & Barco, 2018), (Al-

Mamory & Zhang, 2009), (Jabrouni, Kamsu-Foguem, 

Geneste, & Vaysse, 2011), (Brauckhoff, Dimitropoulos, 

Wagner, & Salamatian, 2009), (Alaeddini & Dogan, 2011), 

(Lehtinen, Itkonen, & Lassenius, 2017) 

Materials Sciences 
107 

(9,57%) 

(Rehm et al., 2011), (Poursaeidi, Babaei, Arhani, & Arablu, 

2012), (Nad, Buzik, Letal, & Losak, 2017), (Murugan & 

Ramasamy, 2015), (Sawatdee & Chutima, 2017), (Harjac, 

Atrens, & Moss, 2008), (Guerin, 2014), (Luka, Grosser, 

Hagendorf, Ramspeck, & Turek, 2016), (Han, Lee, & Park, 

2016), (Nakayashiki et al., 2016) 

Telecommunications 
101 

(9,03%) 

(Breitbart et al., 2004), (Khatib et al., 2018), (Muchaidze et 

al., 2008), (Al-Mamory & Zhang, 2009), (Khatib, Barco, & 

Serrano, 2017), (Khatib, Barco, Munoz, & Serrano, 2017), 

(Solmaz et al., 2017), (Molnar, Sonkoly, & Trinh, 2009), 

(Gomez-Andrades, Barco, Munoz, & Serrano, 2017),  

Operations Research 

Management Science 

77 

(6,89%) 

(Goh et al., 2010), (Marais et al., 2006), (Chien, Chen, Wu, 

& Hu, 2007), (Alaeddini & Dogan, 2011), (Le Coze, 2008), 

(S. J. Hu & Roan, 1996), (Kumar & Schmitz, 2011), (Carlson 

& Soderberg, 2003), (Kum & Sahin, 2015), (Ferjencik, 

2011) 

Energy Fuels 
53 

(4,74%) 

(Eti, Gaji, & Probert, 2006), (Gil, Martinez, & de la Rubia, 

2017), (Broekaert, Demuynck, De Cuyper, De Paepe, & 

Verhelst, 2016), (Luka et al., 2016), (Krishna, Ormel, & 

Hansen, 2016), (Nakayashiki et al., 2016), (Gonzalez-

Salazar, Venturini, Poganietz, Finkenrath, & Spina, 2016), 

(Song-Manguelle et al., 2013), (Skrimpas et al., 2015), 

(Hudson, Vasilyev, Schmidt, & Horner, 2010) 

Automation Control 

Systems 

53  

(4,74%) 

(Jabrouni et al., 2011), (Atashgar & Noorossana, 2011), (He, 

Wang, He, & Xie, 2016), (Rato, Blue, Pinaton, & Reis, 

2017), (Noorossana, Atashgar, & Saghaei, 2011), (Mohan, 

Saygin, & Sarangapani, 2008), (Sterritt, 2004), (Halterman 

& Scrapper, 2017), (Zhang, Li, Cabassud, & Dahhou, 2017), 

(J. Hu, Zhang, Cai, & Wang, 2015) 
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Physics 
53 

(4,74%) 

(Friedman et al., 1997), (X. Wang et al., 2010), (Rehm et al., 

2011), (J. Wang, Wu, Liu, & Xing, 2017), (Guldi, 2004), 

(Egger, Griitzner, Burmer, & Dudkiewicz, 2007), (Gil et al., 

2017), (Chertkov, Disyuk, Pimenov, & Aksenova, 2017), 

(Luka et al., 2016), (Chuang & Lee, 2004) 

Business Economics 
48 

(4,29%) 

(Isack, Mutingi, Kandjeke, Vashishth, & Chakraborty, 

2018), (Mahendrawathi, Zayin, & Pamungkas, 2017), 

(Samopa, Astuti, & Lestari, 2017), (Wieczerniak, Cyplik, & 

Milczarek, 2017), (Richter, Aymelek, & Mattfeld, 2017), 

(Usman & Rendy, 2017), (Aligula, Kok, & Sim, 2017), 

(Sawalha, 2017), (Claxton & Campbell-Allen, 2017), 

(Markopoulos & Vanharanta, 2017) 

Optics 
33 

(2,95%) 

(X. Wang et al., 2010), (Giollo, Lam, Gkorou, Liu, & van 

Haren, 2017), (Schulz, Egodage, Tabbone, Ehrlich, & 

Garetto, 2017), (Xie, Venkatachalam, Lee, Chen, & Zafar, 

2017), (Horvath, Krkos, & Dubravec, 2017), (Tchikoulaeva, 

Holfeld, Arend, & Foca, 2008), (Mora et al., 2016), (Gutjahr 

et al., 2016), (McCroskey, Abell, & Chidester, 2000),  

Total 1118 *note that one article can belong to multiple research areas 

 

3.3 Distribution of articles by context of use  

 

In articles RCA is used in different contexts. We have identified three areas relevant for 

our problem of unknown scrap reason on production line and potential of finding root 

cause with help of data mining and machine learning. First area is manufacturing and 

production. Second area is scrap, yield or defects. Third area is data mining and machine 

learning. Table 3 presents articles considering this classification. There are 208 articles 

where RCA is used in context of manufacturing or production. Addressing scrap, yield or 

defects are found in 164 articles. Data mining or machine learning was used 55 times in 

combination with RCA. We identified 6 articles addressing all three areas at once. These 

articles are addressing the combination of areas most relevant for our problem. 
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Table 12: Distribution of articles by context of RCA use 

 

Context of 

use 

No. of articles 

(%) 

References (top ten most cited) 

Manufacturing, 

Production 

208 

 (64,60%) 

(Chao, Iravani, & Savaskan, 2009), (Mena et al., 2011), 

(Friedman et al., 1997), (Chien et al., 2007), (Kumar & Schmitz, 

2011), (Jayswal, Li, Zanwar, Lou, & Huang, 2011), (Carlson & 

Soderberg, 2003), (Kurdve, Shahbazi, Wendin, Bengtsson, & 

Wiktorsson, 2015), (Iacocca & Allgeier, 2007), (He et al., 2016) 

Scrap, Yield, 

Defects 

164 

 (50,93%) 

(Leszak, Perry, & Stoll, 2002), (Friedman et al., 1997), 

(Nakayashiki et al., 2016), (Hwang & Kuo, 2007), (Rehm et al., 

2011), (Iacocca & Allgeier, 2007), (Bjornson, Wang, & 

Arisholm, 2009), (Meyer et al., 2013), (Guldi, 2004), (Kitamura 

et al., 2005) 

Data Mining, 

Machine 

Learning 

55  

(17,08%) 

(M. Y. Chen et al., 2002), (Brauckhoff, Dimitropoulos, Wagner, 

& Salamatian, 2012), (Malik, Hemmati, & Hassan, 2013), 

(Brauckhoff et al., 2012), (Suriadi, Ouyang, van der Aalst, & ter 

Hofstede, 2013), (Jung, Jeong, & Lu, 2006), (Khatib, Barco, 

Gomez-Andrades, Munoz, & Serrano, 2015), (Rashid, Place, & 

Braithwaite, 2013), (Sauvanaud, Lazri, Kaaniche, & Kanoun, 

2016), (Costa, Cachulo, & Cortez, 2009) 

All above in 

one 

6  

(1,86%) 

(Ye, Zhang, Chakrabarty, & Gu, 2015), (Kitcharoen, 

Kamolsantisuk, Angsomboon, & Achalakul, 2013), (Ye, Zhang, 

Chakrabarty, & Gu, 2013), (Sand, Kunz, Hubbert, & Franke, 

2016), (Sand, Bogus, Kunz, & Franke, 2016), (Sabet, Moniri, & 

Mohebbi, 2017) 

Total 322 *note that one article can belong to multiple topics 

 

 

4 Discussion and Conclusions 

 

A comprehensive review of literature on root cause analysis was made in our article. We 

started our review by clarifying the definition of RCA. Then we presented our research 

methodology, composed with conduction of literature review and classification of 

relevant journal articles. In the process of our literature search, we found 1118 articles 

relevant articles, referring to RCA. We have also found that a literature review on this 

topic made by Livingston, Jackson and Priestly (2001). We have classified articles in 

three ways: year of publication, research area and context of use.  

 

First classification we made was distribution of articles by the year of publication. RCA 

was developed was developed by Sakichi Toyoda for the Toyota Industries Corporation 

in 1953 (Serrat, 2009). Scientific articles addressing this subject begin in 1981 (Armor, 

Parkes, & Leaver, 1981).  We have shown the distribution for all the articles together and 

for RCA related articles addressing manufacturing, production, scrap, yield, defects and 

data mining, machine learning. Our review shows a constant growth and interest in this 
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topic since more than 50% of published articles are dating in past 5 years.  This growth 

is also seen in subcategories of manufacturing, scrap and data mining. 

 

We continued our review from the perspective of research areas articles belong to. It is 

important to emphasize one article can belong to multiple research areas. Our review 

showed that majority of articles (83%) are in the field of engineering and computer 

science. With that we must consider that 37% of all articles found were excluded from 

our review as irrelevant. The majority of them were in the medicine research area. 

 

Our last classification was made regarding the context RCA is used in articles. We have 

chosen this classification due to our objectives in PhD thesis. In that thesis our objective 

is to identify previously unknown reason for scrap with help of RCA techniques in 

combination with dark data and machine learning.  

 

For that reason, three contexts of use were reviewed in greater detail. We have identified 

322 different articles addressing manufacturing or production topic, scrap, yield or 

defects topic and data mining and machine learning topic.  

 

Brundage, Kulvantunyou, Ademujimi and Rakshith (2017) introduced a framework for a 

knowledge-based diagnosis as part of smart manufacturing system. By synthesizing 

different approaches from engineering and the medical community, this framework 

enables more accurate communication, discovery, and reuse of manufacturing diagnosis, 

corrective and preventative action plans. In automotive manufacturing Pradhan, Singh, 

Kachru and Narasimhamurty developed Bayesian Network based approach for RCA 

(Pradhan, Singh, Kachru, & Narasimhamurthy, 2007). The objective of their model is to 

initiate quality improvements in the manufacturing shop floor and process-engineering 

departments.  

 

When talking about using data mining in manufacturing an important contribution was 

made by Köksal, Batmaz and Testik (2011). They have conducted a review of data mining 

applications for quality improvements in manufacturing. Chen, Tseng and Wang (2005) 

introduced a manufacturing defect detection method using association rule mining 

technique.  Their model searches correlations between combinations of machines and the 

defective products. 

 

Similarly, Krupa and Myres (2017) conducted a review of data mining in context of RCA. 

Their review included numerous real-life cases over eight years, confirming that failing 

to address root causes increases the potential that other related incidents would occur. 

Our review showed a growing interest in root cause analysis. Accordingly, the number of 

publications of RCA in manufacturing, scrap and data mining is growing. Despite a long 

history RCA and numerous applications of data mining in manufacturing we do not find 

any case study regarding RCA in context of unknown reason for scrap on production line, 

solving it with help of data mining and machine learning. Therefore, we recognize a 

potential for case study on this topic. 
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Abstract In this paper, we wanted to set direction for our further research 

on IT Governance (ITG) area. Despite extensive research in ITG area, 

considerable work is needed to further understand ITG and its mechanisms. 

Despite the efforts to develop methods for governing IT, the adoption rate 

is rather disappointing. Especially this applies to Small and Medium 

Enterprises (SMEs), which are significantly different from large enterprises 

and extra care should be taken by researchers and practitioners designing 

artefacts for them. The use of IT has the potential to be the major driver of 

economic wealth in the 21st century. Following this, IT is a key factor for 

success of survival and prosperity as well as an opportunity to differentiate 

and to achieve competitive advantage. In order to ensure this, we need an 

effective and successful ITG model, which follows and adapts to business 

needs. This is the goal of our further work. We want to combine the best 

practices and findings of previous research and design an Adaptive and 

Sustainable ITG model, which will be designed and implemented through 

case study into six insurance SMEs in SE Europe. The previous research in 

the ITG models was predominantly focused on level of management and 

the operational level. Unfortunately, in previous research, we did not find 

the role and influence of supervisory level, for example supervisory board 

or advisory board. In our research, we will also extend ITG model on 

supervisory level, which is crucial for supervision and has an impact on 

strategic level represented by management board. These conclusions are 

our directions for further work, which will address the impact of 

stakeholders on ITG within the insurance group companies in SE Europe.  
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1 Introduction 

 

Over the past decades, the role of Information Technology (IT) has changed significantly, 

from office and process automation to value aggregation and innovation through its use. 

This means that the IT role is no longer primarily technical and reactive, but has become 

proactive and focused on the core activities of organizations (Van Grembergen & De 

Haes, 2016; Walsham, 2001; Weill, Woerner, & Ross, 2016). 

 

Therefore, the use of IT has the potential to be the major driver of economic wealth in the 

21st century. IT not only has the potential to support existing business strategies, but also 

to shape new strategies. Following this, IT becomes a success factor for survival and 

prosperity as well as an opportunity to differentiate and to achieve a competitive 

advantage (Van Grembergen & De Haes, 2016). 

 

To ensure that IT is aligned with the objectives of the organizations, and sustains and 

extends the organization’s strategy, we need effective ITG (Rusu & Gianluigi, 2017). ITG 

ensures that IT goals are met and IT risks are mitigated. Therefore, IT delivers value to 

enterprise sustainability and growth. ITG drives strategic alignment between IT and the 

business and must judiciously measure performance. 

 

In short, effective governance addresses three questions: What decision must be made? 

Who should make this decision? How will we make and monitor this decision? (Weill & 

Ross, 2004). 

 

Previous research has shown positive effects of successful ITG implementations. For 

example, efficient ITG assures IT benefits (Kan, 2003) and helps to decrease IT Risks 

(Ridley, Young, & Carroll, 2004) which leads to control for IT function (Van 

Grembergen, De Haes, & Guldentops, 2004). With well-organized ITG, organizations 

may increase their returns on IT investment by as much as 40% (Weill & Ross, 2004) and 

make 20% more profit than their competitors (Huo, Liu, Yuan, & Wu, 2010). 

 

Rapid technological developments affect our lives and change the way how enterprises 

conduct their business. Furthermore, digitalization is one of the key drivers of economy 

and has a strong influence on societal developments (Pucihar, Lenart, Marolt, Maletič, & 

Borštnar, 2016). All these changes require the need for continuous and sustainable ITG 

practices.  

 

While ITG has been the subject of considerable debate amongst researchers and 

practitioners, it remains a poorly understood phenomenon that is continuously evolving 

with increasing complexity. Since IT has recognisably become crucial for enterprises, the 

most important decisions regarding IT have moved from the IT department to the 

management boards and senior management executives calling for a specific focus on 

enterprise governance of IT (De Haes, Van Grembergen, & Debreceny, 2013). This 

situation has reinforced the role of ITG as an integral part of the corporate governance. 
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Despite extensive research in focus areas, considerable work is needed to improve further 

understanding of ITG in the context of digital society. Rapid technological developments, 

disruptive changes in Information and Communications Technology (ICT) and emerging 

of new, often digital business models call for new, Adaptive and Sustainable ITG 

practices and measurement models.  

 

2 Problem definition  

 

Despite more than 30 years of research, there are still some unfilled gaps, mainly due to 

the lack of a consistent and well-established body of knowledge in ITG area (Lunardi, 

Gastaud Macada, Becker, & Van Grembergen, 2017). 

 

Although there is an extensive research in wider ITG area, considerable work is still 

needed to further understand ITG and to develop a successful holistic measure of ITG. 

To enable ITG to become an accepted part of enterprise strategic and operational 

governance processes, it is important that researchers develop more practical methods for 

organizations to use in establishing and assessing ITG (Hovelja, Rožanec, & Rupnik, 

2010; Osterwalder et al., 2010).  

 

However, implementing ITG is not an easy task, since its definition and role is not clear 

and to determine the right ITG mechanisms remains a complex challenge.   

 

In the past, unsuccessful attempts have been made to implement ITG mechanisms. We 

would like to understand the reason behind unsuccessful attempts, and would further like 

to develop an ITG model that would work in practice.  

 

ITG problems that we aim to address in our research can be divided into the following: 

 ITG in SMEs is still immature and despite the efforts to develop methods for 

governing IT in SMEs the adoption rate is rather disappointing. 

 Available generic ITG models do not work the same on enterprises of different 

industry, size, maturity etc. This means that different enterprises may need a 

combination of different structures, processes and rational mechanisms. In 

general, these models are developed for large enterprises and then adjusted for 

SMEs in such way that their scope is narrowed. 

 Existing ITG models are predominantly focused on the management and 

operational level. Management level, represented by management board, has 

been highlighted in the previous research as a key element of the success in a 

case of ITG deployment or operating. Unfortunately, in previous research, it is 

not possible to find the role and influence of supervisory authorities that have a 

direct impact on a management board. 

 

Explanation of the problem definition 

 

Available generic ITG models do not work the same on enterprises of different industry, 

size, maturity etc. An ITG model that is successful in one company is not achieving its 

goals in another company from the same industry. In general, these models are developed 
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for large enterprises and then adjusted for the SMEs segment in such way that their scope 

is narrowed (Rusu & Gianluigi, 2017). 

 

It is believed by many researchers that SMEs cannot be seen through the lens of a large 

firm. Theories explaining ITG in large enterprises and leading to methodologies used by 

practitioners can therefore not be extrapolated to SMEs, because we are dealing with a 

completely different economic, cultural and managerial environment (Devos, Van 

Landeghem, & Deschoolmeester, 2009). 

 

It should also be recognized that what strategically works for one company does not 

necessarily work for another (Patel, 2002), even if they work in the same industry sector. 

This means that different organizations may need a combination of different structures, 

processes and relational mechanisms (Van Grembergen et al., 2004).  

 

Previous research conclude that the world of SMEs is significantly different from that of 

large enterprises and extra care should be taken by researchers and practitioners designing 

artefacts for SMEs (Devos et al., 2009). 

 

Why are SMEs so important? SMEs are the backbone of the EU economy. The 22.6 

million SMEs in the EU-28 in 2013 represented 99.8% of enterprises in the non-financial 

business economy, and are regarded as a key driver for economic growth, innovation, 

employment and social integration (Eurostat, 2017).    

 

For SMEs, their definition differs from country to country, which means that it is difficult 

to equate SMEs in the US with SMEs in SE Europe. This also makes it difficult to use 

the results of previous researches in the area of SMEs.  

 

Research also showed that SMEs do not excel in knowledge retention and obtaining a 

sustainable competitive advantage. There is a slower adoption of IT in SMEs than in large 

enterprises. Existing mechanisms of ITG built on a strong belief that IT creates values for 

the business do not work as such in SMEs, where decision-making is mostly focused on 

one person. SMEs also cannot learn and benefit from past experience, because there are 

not enough information systems (IS) projects conducted (Rusu & Gianluigi, 2017). 

 

While research on devising standards and frameworks has been going on at a fairly fast 

and hectic pace, little enthusiasm has been shown by enterprises in adopting them 

(Othman, 2016). Winniford, Conger and Erickson-Harris (2009), in their survey on US 

companies, found that less than half of the companies had implemented any type of IT 

service management standard or framework. A survey  by Debreceny and Gray (2013) 

found that, in general, there was very little usage of these standards and frameworks. 

Although some enterprises in developing countries are aware of the importance of 

adopting relevant standards and frameworks, there seems to be a lack of commitment and 

motivation to adopt them. A data from recent research in SE Europe has shown, that only 

16% of the enterprises implemented one of the best practices and only 3% of them 

implemented CobIT (Kolar & Groznik, 2017).  

 



31ST
 BLED ECONFERENCE: DIGITAL TRANSFORMATION: MEETING THE CHALLENGES 

JUNE 17 - 20, 2018, BLED, SLOVENIA, CONFERENCE PROCEEDINGS 

A. Levstek: Designing an Adaptive and Sustainable ITG model for SMEs 

701 

 

Despite the efforts to develop methods for ITG in SMEs, for example the CobIT 

QuickStart model, the adoption rate is rather disappointing. Interestingly, while many 

enterprises in developing countries continue to make large investment in IT (Hall, Futela, 

& Gupta, 2017), it seems that they fail to realize that their IT investment also require 

proper governance. 

 

If the first part of the dissertation problem derives from the use and implementation of 

ITG, the second part of the problem is related to the ITG concept itself. 

 

In general, governance is a concept that can be used in many contexts and is by now a 

well-known term in business. It is focused on the role of a board of directors in 

representing and protecting the interests of shareholders (Fama & Jensen, 1983; Kooper, 

Maes, & Lindgreen, 2011), and addresses the proper management of organizations 

(Spafford, 2003). 

 

Significant literature in governance area reveal that government processes can be lined 

up in three groups: corporate governance, enterprise governance, and IT governance. 

 

Corporate Governance – is the system by which organizations are directed and controlled 

(Van Grembergen & De Haes, 2008). A responsibility is delegated by stakeholders and 

the public, defined by legislators and regulators and shared by boards, in some measure, 

with managers (Webb, Pollard, & Ridley, 2006). 

 

Some countries use a formal two-tier structure, where the supervisory function of the 

board is performed by a separate entity known as a supervisory board or audit and 

supervisory board, which has no executive functions. Other countries use a one-tier 

structure in which the board of directors has a broader role. Still other countries have 

moved or are moving to a mixed approach that discourages or prohibits executives from 

serving on the board of directors or limits their number and/or requires the board and 

board committees to be chaired only by non-executive or independent board members 

(Basel Committee, 2015). 

 

Enterprise Governance – is a set of responsibilities and practices exercised by the board 

and executive managers, with the goal of providing strategic direction, ensuring that plans 

and objectives are achieved, assessing that risks are proactively managed, and assuring 

that the enterprise’s resources are used responsibly (Van Grembergen & De Haes, 2008). 

 

IT Governance (ITG) – despite the visibility and importance of the ITG term since 1990’s, 

literature has demonstrated a lack of a clear shared understanding of the term ITG. None 

of the definitions reflects all of the elements of the framework, possibly indicating that 

authors do develop definitions to support their particular focus. A commonly agreed 

definition of ITG does not exist (Othman, 2016). 

 

We identified several ITG definitions in many articles and books, with minor differences. 

For the purpose of our further work we will use the definition provided by Steven De 
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Haes and Van Grembergen (2015), because it seems to be the most comprehensive 

definition. 

 

“Enterprise governance of IT is an integral part of corporate governance, exercised by the 

Board, overseeing the definition and implementation of processes, structures and 

relational mechanism in the organization that enable both business and IT people to 

execute their responsibilities in support of business/IT alignment and the creation of 

business value from IT enabled business investment” (De Haes & Van Grembergen, 

2015). The definition of ITG is presented in Figure 23.  

 

 
 

Figure 1: IT Governance definition (De Haes & Van Grembergen, 2015) 

   

While governance developments have primarily been driven by the need for the 

transparency of enterprise risks and the protection of shareholder value, the pervasive use 

of technology has created a critical dependency on IT that calls for a specific focus on 

ITG. Boards and executive management need to extend governance to IT and provide the 

leadership, organizational structures and processes that ensure that the enterprise’s IT 

sustains and extends the enterprise’s strategies and objectives (Turel, Liu, & Bart, 2017).  

 

ITG responsibility in organizations is typically subdivided into three layers: strategic, 

management and operational layer. It is clear that ITG is a part of each of these layers in 

the organization: at strategic level, where the board is involved; at management level 

within the executive level and senior management level; and finally at the operational 

level with operational IT and business management (De Haes & Van Grembergen, 2015).  

 

The previous research in the ITG area was predominantly focused on the level of 

management and the operational level. Strategic layer, which is represented by 

management board, has been highlighted in the previous research as a key element of the 

success in the case of ITG deployment or operating (Ilmudeen & Babur, 2016). 

Unfortunately, in previous research, it was not possible to find the role and influence of 

supervisory authorities that have a direct impact on management board. 

 

In our research, we will extend ITG model also on supervisory level shown on Figure 2, 

which is crucial for supervision and has an impact on strategic level, which is represented 

by management board.  
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Figure 2: Enterprise levels included in the proposed model 

 

This implies that all these levels of corporate governance need to be involved in the ITG 

processes and all participants have to understand their individual roles and responsibilities 

within the framework. Based on this, we can conclude that ITG is the sum of corporate 

ITG and enterprise ITG, which is shown in Figure 3.  

 

 
 

Figure 3: ITG as a sum of corporate and enterprise ITG levels 

 

3 Methodology 

 

In order to address the research problems we will use a qualitative approach based on a 

case study of six insurance companies in SE Europe.  

 

We will also use a dominant IS theories and models, such as DeLone and McLean’s 

Success Model, Technology Acceptance model, Organization Innovativeness Theory, 

Diffusion of Innovations Theory, Institutional Theory, User Resistance Theory and 

others, which helped us to understand why enterprises adopt and the factors that enable 

adaptation. 

 

The first part of the dissertation will consist of a detailed literature review (LR). Literature 

regarding corporate governance, ITG and small business will be studied and analysed. 

The aim of the LR is to determine existing experience about implementing ITG 

mechanisms, barriers of implementing ITG models and contingency factors that are pre-

required for development of Adaptive and Sustainable ITG model.   

 

A review of prior, relevant literature is an essential feature of any academic project. An 

effective review creates a foundation for advance knowledge and  makes theory 

development easier, closes areas where there is a substantive research, and uncovers areas 
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where research is needed (Webster & Watson, 2002). A LR is “the use of ideas in the 

literature to justify the particular approach to the topic, the selection of methods, and 

demonstration that this research contributes something new” (Hart, 1998; Nakano & 

Muniz Jr., 2018). 

   

In the second part a model called Adaptive and Sustainable ITG model will be developed. 

The model will be based on the (a) results of previous scientist and practitioners research 

(ITG mechanisms, ITG contingency factors, ITG barriers), (b) previous experience of 

implementing ITG mechanisms into enterprises that are the subject of research and (c) 

CobIT QuickStart ITG model. 

 

To design the Adaptive and Sustainable ITG model it is suggested to use Design Science 

Research (DSR). 

 

Toward the end of the 1990s, DSR began growing in popularity for use in scholarly 

investigations in IS. This methodology is a system of principles, practices and procedures 

required to carry out a study. To address problems at the intersection of IT and 

organizations, IS can draw advantage from DSR methodology by often using theories 

from diverse disciplines, such as social science, engineering, computer science, 

economics, and philosophy (Gregor & Hevner, 2013). 

 

DSR methodology is conducted in two complementary phases: build and evaluate. In 

contrast to behaviour research, design-oriented research builds a “to-be” conception and 

then seeks to build the system according to the defined model taking into account the 

restrictions and limitations. Design science addresses research through the building and 

evaluation of artefacts designed to meet the identified business needs, instead of analysing 

existing IS in order to identify causal relations (Osterle et al., 2011).  

 

The aim of the third part of dissertation is a qualitative study of implementing developed 

Adaptive and Sustainable ITG model in six insurance enterprises. The proposed 

qualitative research is multiple case study with semi-structured interviews. 

 

Case research, also called case study, is a method of intensively studying a phenomenon 

over time within its natural setting in one or a few sites. Multiple methods of data 

collection, such as interviews, observations, pre-recorded documents, and secondary data, 

may be employed and inferences about the phenomenon of interest tend to be rich, 

detailed, and contextualized. Case research can be employed in a positivist manner for 

the purpose of theory testing or in an interpretive manner for theory building. This method 

is more popular in business research than in other social science disciplines (Hevner, 

March, Park, & Ram, 2004). 

 

Interview is a managed verbal exchange (Ritchie, J. Lewis, 2003). We know several types 

of interviews, for example (Bryman, 2012): 

 Unstructured Interviews: when the researcher has a clear plan, but minimum 

control over how the interviewees answers. 
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 Semi-structured Interviews: when the researcher uses a guide with questions and 

topics that must be covered. 

 Structured Interviews: when the researcher has fixed questions and they are 

asked in a specific order. 

 

In our dissertation, we will use a semi-structured interview. We are planning to conduct 

interviews at all levels of research: 

 

Supervisory level – we will interview president of supervisory board or president of audit 

committee. In case of one-tier corporate governance, the interview will be conducted with 

president of management board.   

 

Board level – we will interview board member who is responsible for IT. In case of one-

tier system, the interview will be conducted with executive director responsible for IT. 

 

Executive level – we will interview CIO and executive director who is responsible for 

business development.  

 

Operational level – we will interview all key business users. 

   

Finally, the effectiveness of the model will be evaluated by analysing, interpreting and 

reporting the overall results (semi-structured interviews and literature review). 

 

4 Preliminary/Expected results 

 

In general, the expected results of the dissertation can be summarized in the following 

points: 

 

1. Present a broader area of ITG with a literature review 

This chapter gives an overview and explanation of ITG concept. It further defines the role 

and significance of the ITG and its position within corporate governance  

 

2. Present the narrower area of ITG, which covers the area of SMEs with a literature 

review 

This chapter present the ITG in SMEs with all specifics and issues.  

 

3.  Development of an Adaptive and Sustainable ITG model for SMEs 

The aim of this chapter is to develop an Adaptive and Sustainable ITG model for SMEs 

based on CobIT Quick Start Model and findings from previous research. The chapter 

deals with potential theories, which are used for IS research and then use them for 

developing the model.  

 

However, implementing ITG is not an easy task, since its definition and role is not clear 

and finding the right ITG mechanisms remains a complex challenge. Despite the efforts 
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to develop methods for governing IT in SMEs, for example Cobit QuickStart model, the 

adoption rate is rather disappointing.  

 

The aim of this chapter is to develop and design Adaptive and Sustainable ITG model 

that aims to assist enterprises and practitioners by providing more guidance on how ITG 

can be successfully implemented. 

 

Therefore, we will perform an exploratory research by formalizing the ITG mechanisms, 

contingency factors, key impact factors for ITG, barriers to the adoptions of ITG and 

analysing several ITG case studies which is shown on Figure 4.  

CobIT Quickstart 

CobIT is the most well-known framework for ITG. Control Objectives for Information 

and related Technology (COBIT®) is a comprehensive set of resources that contains all 

the information that enterprises need to adopt an IT governance and control framework. 

Implementation is based on a number of factors, including the size of the organisation. 

CobIT Quickstart provides a selection from the components of the complete CobIT 

framework. Quickstart can be used as a baseline and a set of ‘smart things to do’ for many 

small- and medium-sized enterprises (SMEs) and other entities where IT is not strategic 

or absolutely critical for survival. Quickstart can also be a starting point for larger 

enterprises in their first move towards an appropriate level of control and governance of 

IT (ITGI, 2007). 

ITG Mechanisms 

Several authors believed that organizations should implement ITG over the use IT 

mechanisms (De Haes & Van Grembergen, 2009; Weill & Ross, 2004). ITG can be 

deployed using a mixture of various structures, processes and relational mechanisms (De 

Haes & Van Grembergen, 2004), that encourage behaviours consistent with the 

organization’s mission, strategy, values, norms, and culture (Weill, 2004). 

 

Researchers suggest that enterprises develop ITG frameworks in three levels: designing 

structures, processes, and communication protocols or approaches (Van Grembergen et 

al., 2004; Weill & Ross, 2004). 

ITG Contingency Factors  

ITG implementation is influenced by external and internal factors (Gu, Ling Xue, & Ray, 

2008). Beyond that, understanding how and why an enterprise has adopted a specific ITG 

arrangement is important. Summarizing there is no single “best” ITG arrangements, 

because IT needs to respond to the unique environments within which it exist (Lunardi, 

Becker, & Gastaud Maçada, 2009) and therefore, a guide that assists the organizations 

with similar characteristics to implement ITG lacks in the field. 
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Figure 4: Adaptive and Sustainable ITG model 

 

 

 

4. Qualitative study of implementing an adoptive and sustainable ITG model for SMEs 

The research methodology is a case study conducted on six enterprises of insurance group 

in SE Europe.  

 

5. Data analysis and results of the qualitative research of the implementation and use 

of Adaptive and Sustainable ITG model 

The aim of this chapter is data analysis before and after the implementation of the 

Adaptive and Sustainable ITG model.  

 

We can summarize expected results or benefits into two categories: 

 

Academic benefits: 

 To contribute to the current knowledge of the development and adoption of 

formal ITG models and practices; 

 To provide a proper conceptualization of what formal ITG practice is, which 

further leads to the potential use of existing theories to support the study of the 

adoption of developed ITG model; 

 To develop an Adaptive and Sustainable ITG model; 

 To investigate the impact of implementation and use of developed ITG model.  

 

Practical benefits 

 To help enterprises to adjust and adopt Adaptive and Sustainable ITG model that 

fits their needs and maturity and support their business strategy. 
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5 Future development 

 

IT is an integral part of most organizations and will certainly become even more 

fundamental in the future. Therefore, ITG must be an essential part of corporate 

governance and develop along with it. While there is no single right way for organizations 

to approach improvements in ITG, it is necessary to continue with research and answer 

all those questions regarding ITG mechanisms and processes such as which mechanisms 

influence ITG and how they are interconnected. 

 

The ITG research will continue to develop frameworks, which are crucial for adoption 

within a developing organization and aligning with the market.  

 

We encourage researchers to conduct more case studies and leverage information about 

ITG mechanisms, in order to elicit some possible ITG patterns for different enterprise 

environments.   
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