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Abstract 

It is common practice to rely on a convenience sample of subject matter experts (SMEs) when 

developing scoring keys for situational judgment tests (SJTs). However, the defining 

characteristics of what constitutes a SME are often ambiguous and inconsistent. Sampling SMEs 

can also impose considerable costs. Other research fields have adopted crowdsourcing methods 

to replace or reproduce judgments thought to require subject matter expertise. Therefore, we 

conducted the current study to compare crowdsourced scoring keys to SME-based scoring keys 

for three SJTs designed for three different job domains: Medicine, Communication, and Military. 

Our results indicate that scoring keys derived from crowdsourced samples are likely to converge 

with keys based on SME judgment, regardless of test content (r = .88 to .94 between keys). We 

observed the weakest agreement among individual MTurk and SME ratings for the Medical SJT 

(classification consistency = 61%) relative to the Military and Communication SJTs (80% and 

85%). Although general mental ability and conscientiousness were each related to greater expert 

similarity among MTurk raters, the average crowd rating outperformed nearly all individual 

MTurk raters. Using randomly-drawn bootstrapped samples of MTurk ratings in each of the 

three samples, we found that as few as 30 to 40 raters may provide adequate estimates of SME 

judgments of most SJT items. These findings suggest the potential usefulness of crowdsourcing 

as an alternative or supplement to SME-generated scoring keys. 

 

Keywords: subject matter expertise; crowdsourcing; situational judgement tests; consensus-based 

measurement; implicit trait policies 
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Can You Crowdsource Expertise?  
Comparing Expert and Crowd-Based Scoring Keys for Three Situational Judgment Tests 

 

This study seeks to answer a simple question: Is it possible to develop a scoring key for a 

situational judgment test (SJT) without a pool of subject matter experts (SMEs)? The SJT 

method is widely studied and used for selection in both occupational and educational settings 

(Oswald et al., 2004; Lievens & Sackett, 2012). SJTs are typically designed to measure 

procedural knowledge about how to behave effectively in a particular job (Motowidlo et al., 

2006). Along these lines, SJT items are typically scored using rational keys based on ratings 

gathered from SMEs (Whetzel et al., 2020). According to the U.S. Office of Personnel 

Management, SMEs are defined as a “person with bona-fide expert knowledge about what it 

takes to do a particular job” (Office of Personnel Management, 2016). Their judgments 

determine how each item will be scored. This poses a challenge when creating a new assessment 

because test developers typically need an item pool at least twice as large as the desired length of 

the final test (Hinkin, 1998; Murphy & Davidshofer, 1998). Each of these items needs a scoring 

key in order to be evaluated during an initial round of testing. This means that SMEs would 

likely spend most of their time rating items that will not be used in the final version of the test.  

Researchers and test developers face several challenges when using SMEs. The criteria 

for determining who is considered a SME can be vague or inconsistent across studies. When 

SJTs are developed for a specific occupation, SMEs have included job incumbents, supervisors, 

customers, and even novices (Weekley et al., 2006). In many cases, these SMEs work in 

prestigious occupations (e.g., experienced physicians or medical professionals, Lievens & 

Sackett, 2012; Patterson et al., 2009) which can make them expensive and difficult to recruit. For 

more construct-driven SJTs (e.g., applied social skills), academic researchers or graduate 
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students have even been used as SMEs. For example, graduate students have been used to 

develop scoring keys for SJTs measuring personal initiative (Bledow & Frese, 2009), leadership 

styles (Bergman et al., 2006), and prosocial implicit trait policy (Motowidlo et al., 2016). For 

these reasons, researchers have indicated that using as few as 5 to 7 SMEs to generate a scoring 

key is acceptable (Guenole et al., 2017). Some scholars have argued that many SJTs measure 

some degree of general domain knowledge (Motowidlo et al., 2010), practical intelligence 

(Wagner & Sternberg, 1985), or common sense (Salter & Highhouse, 2009). These more general 

forms of expertise suggest that narrowly defined SMEs may not always be required to 

differentiate between effective and ineffective responses to workplace scenarios.  

These challenges led us to consider whether crowdsourcing methods could be used to 

gather judgments that are comparable to those obtained from SMEs. Crowdsourcing has been 

widely investigated as a method for approximating expert judgment in a variety of fields beyond 

the organizational sciences. For example, crowdsourcing has been used to detect speech 

disorders in recorded speech (Byun et al., 2016), to identify malaria parasites in images of blood 

samples (Luengo-Oroz et al., 2012), and to provide valid ratings of surgical performance 

(Lendvay et al., 2015). In each of these applications, crowdsourced judgments were found to 

highly converge with judgments obtained from experts despite the fact that individual crowd 

members typically lacked any prior training or experience. Inspired by these findings, we sought 

to investigate whether crowdsourcing could provide comparable results to SME ratings for SJTs 

involving various forms of job contexts and psychological domains. This would greatly simplify 

the SJT development process and potentially provide faster and more convenient way of 

developing scoring keys. 

Wisdom of the Crowd and Consensus-Based Measurement 
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As an alternative to expert judgment, some scholars have used judgments or forecasts by 

aggregating responses from large groups of laypeople. This practice is commonly referred to as 

the “wisdom of the crowd”, where the mathematical aggregate of individual judgments (the 

crowd) tends to be more accurate than any single rater. This idea is commonly attributed to 

Francis Galton (1907) and has inspired the creation of the crowdsourcing concept. 

Crowdsourcing is defined as the use of large groups of individual contributors towards the 

completion of a single task. This practice has inspired several best-selling popular science books 

(e.g., Surowiecki, 2004) and has been used to forecast the outcomes of political elections (Berg 

et al., 2008) and the replication of scientific findings (Dreber et al., 2015; Hoogeveen et al., 

2020). In applied psychology, one common application of the “wisdom of the crowd” is 

consensus-based measurement (CBM). As the name suggests, CBM relies on the aggregation of 

many individual judgments to determine scoring keys for individual test items. This method is 

particularly useful when developing assessments to measure constructs that lack an objective 

correct response, including emotional intelligence (MacCann & Roberts, 2008), driving 

knowledge (Legree et al., 2003), and leadership (Hedlund et al., 2003). Here, it is not always 

clearly understood which response option should be considered correct or incorrect. This 

approach has also been moderately successful in developing keys for items which there is an 

objectively correct answer (e.g., vocabulary test items; Barchard et al., 2013). In each of these 

applications, it is theorized that the “correct” response will emerge from aggregating judgments 

from a large pool of individual raters.  

Not only has CBM been shown to provide adequate criterion-related validity, but scoring 

keys developed using CBM often correlate strongly with expert-based scoring keys (Legree et 

al., 2005). The rationale for this finding is based in classical test theory, where expertise (or 
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accurate judgment) is considered to manifest as systematic covariance in ratings across raters. On 

the other hand, any differences in judgment are assumed to be due to random error. Along these 

lines, experts are expected to have greater consistency in their individual judgments compared to 

novices (Einhorn, 1974). The relative lack of consistency among novice judges may be 

countered by simply increasing the number of judges. This is analogous to the practice of adding 

scale items to improve internal consistency or gathering more raters to improve interrater 

reliability (Schmidt & Hunter, 1996). By this logic, a larger sample of (relatively) inconsistent 

novices may potentially be used to obtain results similar to judgments of a smaller, more 

consistent sample of SMEs.  

 

Research Question 1: How do SJT scoring keys based on crowdsourced, novice (MTurk) 

rater judgments compare to keys based on expert (SME) judgments? 

 

Individual Differences among Crowd Members 

Although part of the allure of crowdsourcing is that the collective output is expected to be 

greater than the sum of its individual contributors, some researchers have investigated methods 

for constructing optimal crowds. One approach to improving the effectiveness of the crowd is by 

finding an optimal composition of members (e.g., Oliveria & Nisbitt, 2018). Another approach 

has been to attempt to identify the best judges within the crowd. However, this strategy has often 

used past performance as an indicator of ability or expertise (e.g., Mannes et al., 2014) or has 

relied on repeated performance on SJT items in order to quantify expertise (Zhang & Wang, 

2021). For the present research, we are interested in investigating whether individual differences 

in general ability or disposition may be useful for identifying more accurate judges within the 
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crowd. Ability or dispositional constructs are ideal for screening crowd members because these 

characteristics can be reliably measured quickly and efficiently (e.g., Revelle et al., 2020). 

Although individual characteristics have been shown to be important for performance in 

forecasting tasks (e.g., GMA and motivation; Mellers et al., 2015), evaluations of other people 

(De Kock et al., 2020) or accuracy in judging another person’s personality traits (Rogers & 

Biesanz, 2019), few studies have examined the role of individual differences in crowdsourcing 

tasks. Therefore, we explore whether individual differences can identify crowd members whose 

judgments are more similar to SMEs 

One individual difference that is potentially linked to stronger convergence with expert 

ratings is general mental ability (GMA; Gottfredson, 1997). GMA, also commonly referred to as 

general intelligence or cognitive ability, is defined as a higher-order factor which is commonly 

found across different, more narrowly defined abilities (e.g., verbal ability or spatial reasoning). 

GMA is strongly linked to specific forms of job knowledge and training performance (Schmidt 

& Hunter, 2004). Not only is GMA linked to expertise on the job, GMA is also a predictor of 

performance in SJTs and other job simulations (Meriac et al., 2008). Although SJTs are 

sometimes considered measures of practical knowledge and distinct from GMA, SJT scores 

typically correlate with measures of GMA (McDaniel & Whetzel, 2005). In addition, recent 

research indicates that GMA scores tend to correlate equally with performance on SJTs designed 

to measure either job-specific or general domain knowledge (Schäpers et al., 2020). Moreover, 

greater GMA has also been linked to greater accuracy when judging others (De Kock et al., 

2020) and with more accurate judgments on SJT items (Zhang & Wang, 2021). Thus, GMA 

likely plays a role in the ability to identify the correct response to SJT items and in providing 

ratings that are more strongly aligned with expert judgment.   
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Research Question 2: Do novices (MTurk raters) with higher GMA provide ratings that 

correlate more strongly with expert (SME) ratings? 

 

Personality traits are also thought to be direct antecedents of the general knowledge 

constituted by ITPs (Motowidlo et al., 2018). In particular, conscientiousness, defined as the 

general tendency of an individual to be disciplined, reliable, and achievement-oriented, emerges 

as a construct-relevant antecedent for general job-based knowledge. Prior research has shown 

that conscientiousness demonstrates the highest validity in predicting performance in all job 

families examined, with corrected mean correlations ranging from ! = .19 in skilled occupations 

to ! = .25 in sales occupations (Barrick et al., 2001). Some researchers (Viswesvaran et al., 

2005) have even gone as far as to postulate that the conscientiousness of performers is part of a 

general factor that contributes to all supervisory ratings of job performance. To the extent that 

conscientious behavior is considered truly effective for a particular job, conscientiousness should 

be associated with knowledge measured by an SJT and should contribute to greater scoring key 

validity. Conscientiousness may also promote greater scoring validity for SJT items because 

conscientious participants should be expected to pay closer attention to scale instructions and 

spend more time deliberating over responses. Previous research has found that conscientiousness 

is negatively correlated with an index of insufficiently effortful response patterns (Huang, Liu, & 

Bowling, 2015). Unlike GMA, however, conscientiousness has not been consistently found to be 

positively related to rater accuracy in judging others (de Kock et al., 2020; de Vries et al., 2021). 

However, some individual studies have found positive relationships between conscientiousness 

and the ability to understand human personality and more accurate in estimating their own ability 
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(Mayer et al., 2020). Thus, we explore whether non-SMEs who are higher in conscientiousness 

provide higher quality data. 

 

Research Question 3: Do novices (MTurk raters) with higher conscientiousness provide 

ratings that correlate more strongly with expert (SME) ratings? 

 

Method 

We gathered samples of SME and novice ratings of response options on three different 

SJTs (Samples 1-3). The three SJTs vary in the extent to which they were designed to require 

knowledge of a specific job or work environment. We provide an example item from each SJT in 

Figure 1. The Medical SJT used in Sample 2 was created based on critical incidents from a 

specific job context (emergency medicine departments). As such, many of these SJT items use 

job-specific language and terminology. The remaining two SJTs were designed for a broad set of 

occupations within a specific setting. The Communication SJT (Sample 1) was developed to 

assess effective communication behaviors in a general, United States office setting. Likewise, the 

Military SJT (sample 3) was designed to assess cultural understanding and procedural knowledge 

of effective behavior within the United States military. These SJTs all target effective, 

interpersonal behavior in different work contexts which is representative of a large portion of 

SJTs used in research (Motowidlo et al., 2018) and in practice for selection or development 

purposes (Black et al., 2021; Lievens et al., 2016). 

In the following section, we provide more detail about each of the SJTs and a description 

of the SME and novice raters that participated within each sample. Each sample was collected as 

part of separate test development projects conducted at different points in time so some of the 
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SJT details or SME rating tasks vary somewhat. For example, the Military SJT sample was 

collected as part of a large-scale test development project involving a commercial test developer 

and support from the U.S. Army Research Institute. This provided the resources to recruit the 

largest sample of SMEs (n = 66) and MTurk raters (n = 631). In contrast, data for the Medical 

SJT were collected by a small team of academic researchers as part of a graduate thesis project 

(May, 2015) and without the involvement or funding from a testing firm. As a result, fewer 

SMEs and MTurk raters (n = 28 and 31 respectively) were recruited in this sample. Likewise, 

data for the Communication SJT were collected as part of a pilot test development project at a 

commercial testing firm. The nature of this project provided the resources to obtain a modest 

sample of MTurk raters (n = 106) but we were limited by the number of available SMEs to 

recruit from within the organization. Although these methodological differences are not ideal for 

determining causality, our primary goal was to observe whether our crowdsourcing results would 

generalize across the three samples despite these differences. We also believe that these samples 

represent some of the logistical conditions and limitations faced by test developers in research 

and practice.   

Measures 

SJTs 

 Communication SJT. Participants in Sample 1 provided ratings for a nine-item SJT which 

was designed to measure effective communication in the workplace. This SJT was designed to 

be used as part of a soft skills training program. Each item consists of a short scenario and four 

or five behavioral response options. Each scenario was depicted in a comic strip format, with 

illustrations created by a third-party contractor. All scenarios were designed to be relevant to 

general office settings and were assumed to not require any specific form of procedural job 
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knowledge. Both SMEs and MTurk raters independently rated each of the four or five response 

options within each item using a 7-point Likert scale ranging from 7=most effective to 1=least 

effective. The Communication SJT was developed as part of a pilot project to investigate whether 

MTurk raters could effectively approximate SME judgments. Therefore, there is not any 

additional validity evidence that we can provide for these nine items. However, we attempted to 

replicate our findings using two other SJTs that have demonstrated evidence supporting their construct 

validity. 

 SME ratings were gathered from nine employees at a privately-owned test development 

company. SMEs were sampled across a variety of functions within the company, including 

consulting, content development, sales, and research and development. Most of the SMEs were 

currently working as supervisors and held titles including manager, director, and executive vice 

president. We did not collect any demographic information for this set of SMEs. Novice ratings 

were collected by recruiting 106 participants using MTurk. MTurk raters also responded to 

questions about their past work history. Each MTurk rater was paid $3 for completing the study. 

In addition, a subset of MTurk rater completed a cognitive assessment (the Wonderlic Personnel 

Test, n = 66) and/or a self-report personality assessment (n = 68).  

 Medical SJT. Participants in Sample 2 provided ratings for a 20-item SJT which was 

designed to assess knowledge of teamwork competencies in emergency medicine (May & 

Prewett, 2016). Each item was developed to measure one of five dimensions frequently used in 

medical teamwork assessments (Battle & King, 2010): environmental awareness, 

communication, leadership, team structure, and mutual support. Each item consists of a short 

scenario designed to assess understanding of behavioral norms for interactions between patients, 

nursing staff, physicians, and resident physicians. For example, items involve conflicts among 

specialists or between residents and physician leaders or nursing staff and attending physicians. 
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Both SMEs and MTurk raters ranked each of the five response options in order of their 

effectiveness (1=most effective to 5=least effective) within each of the 20 SJT items. 

 SME ratings were gathered from a sample of 28 emergency department physicians and 

physician assistants who were personally recruited by the researchers or contacted through the 

Society of Emergency Medicine Physician Assistants. This is line with past research, where 

incumbent medical professionals have been used as SMEs in the development of SJTs designed 

for use in health care settings (e.g., Buyse & Lievens, 2011; Lievens et al., 2005). Each SME 

received a $20 Amazon gift card for completing the SJT ratings. Most SMEs identified as female 

(55%) and White (77%). Novice ratings were collected by recruiting 31 participants from 

MTurk. Novices were paid $5 for completing the study. In addition to rating each of the SJT 

item responses, novices also completed a short measure of GMA, conscientiousness, and 

completed several demographic questions. Most novices identified as female (57%) and White 

(90%). General job experience ranged from 0 to 28 years, with a median of 6.5 years of 

experience.  

 Reliability and validity evidence for the Medical SJT were documented by May and 

Prewett (2016) based on samples of medical professionals and medical students. The Medical 

SJT displayed good internal consistency (α = .82) as well as strong parallel form reliability from 

a single testing session (r = .88). The authors found that professionals scored significantly higher 

on the SJT compared to students (d = 1.54, t(56) = p < .01), which was interpreted to indicate a 

difference in job-related knowledge between groups. Individuals who performed better on the 

SJT also tended to report more positive attitudes towards teamwork as measured by the 

TeamSTEPPS teamwork attitudes questionnaire (r = .30; Baker et al., 2010).  
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 Military SJT. Participants in Sample 3 provided ratings for a 30-item SJT which was 

designed to assess procedural knowledge about how to behave in military contexts that require 

interactions with person(s) of a different culture. Participants were instructed to rank each of the 

response options in terms of their effectiveness by dragging and dropping them in order of most 

effective to least. SMEs consisted of incumbent U.S. Army personnel (n = 66) with overseas 

deployment experience that had frequent interactions with foreign populations during 

deployment. Past research has relied on incumbent military personnel as SMEs for other 

instruments designed for use in similar settings (e.g., Hedlund et al., 2003). Data were collected 

as part of a larger on-going effort to develop and validate a cross-cultural competence assessment 

test battery for the U.S. Army. SMEs rated response options using a six-point response scale and 

were not forced to rank each response within each item.  

A total of 631 novice (MTurk) participants1 completed the SJT rating task along with a 

battery of 24 assessments over the course of five, one-hour blocks. The majority of the sample 

was female (̴ 53%), White (̴ 76%), and between 20 and 40 years of age (̴ 73%). Approximately 

98% of participants were native English speakers. Unlike SMEs, MTurk raters ranked each of 

the five response options in order of their effectiveness (1=most effective to 5=least effective) for 

all 30 SJT items. In order to compare SME and MTurk ratings, we converted SME ratings into 

within-item ranks after removing any instances where a SME did not provide a rating for all five 

options within a single item. 

Reliability and validity evidence for the Military SJT used in this study were previously 

reported by Martin-Raugh et al. (2018). This SJT was designed based on 203 critical incidents 

obtained from U.S. soldiers and response options were created by an independent sample of 

 
1 This sample of novices represents a subset of the sample of individuals that completed the SJTs in a study 
conducted by Martin-Raugh et al. (2018). 
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SMEs. Martin-Raugh et al. observed strong internal consistency for the Military SJT (α = .94, ω 

= .82). The authors also found that scores on the Military SJT were positively related to 

performance on an interpersonal skills SJT (r = .54) and an empathic concern measure (r = .34), 

and that SJT scores were correlated with self-reported cultural competence (r = .23), supporting 

the construct-related validity of the measure. Results from an on-going study (Kochert, 2021) 

using the Military SJT to predict cross-cultural performance in Soldiers stationed overseas has 

found evidence supporting the relationship between the Military SJT and supervisor ratings of 

cross-cultural performance. Specifically, Military SJT scores were positively related to the cross-

cultural performance dimensions of: Applying Cultural Knowledge (r = .19, p = .02, n = 146), 

Strengthening Cross-Cultural Relationships (r = .17, p = .05, n = 145), and Influencing Across 

Cultures (r = .18, p = .03, n = 144). 

Individual Difference Measures 

GMA. In Sample 1, we measured GMA using the Wonderlic Personnel Test (WPT; 

Wonderlic, 2002). The WPT is a speeded, 50-item test which is widely used as a measure of 

GMA in both research and practice (Schmidt & Hunter, 2004). Test-retest reliability estimates 

for the WPT are reported to range from 0.82 to 0.94 (Wonderlic, 2002). In Sample 2, we 

administered a 30-item version of the WPT (WPT-Q; Wonderlic, 2003). In Sample 3, we used 

both self-reported college GPA and educational attainment as proxies for GMA. Both measures 

have been suggested as suitable alternatives for assessing GMA in place of a traditional GMA 

test (e.g., Ployhart & Holtz, 2008; Wai et al., 2018). Educational attainment was reported on a 

nine-point scale. Most participants held at least a college degree (̴ 66%). Participants reported 

their college GPA using a six-point scale ranging from 1 = “Below 1.5” to 6 = “3.5-4.0 or 

greater”.  
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Personality. We used different self-report measures of personality traits within each 

sample. Although we focus on the trait of conscientiousness to test our RQ 2, we were also able 

to collect data on the remaining personality traits from the Five-Factor and HEXACO models in 

Samples 1 and 3. A subset of participants in Sample 1 completed the IPIP version of the six-

factor HEXACO personality scales (Ashton et al., 2007; Honesty-Humility α = .91, Emotionality 

α = .91, Extraversion α = .95, Agreeableness α = .96, Conscientiousness α = .95, and Openness α 

= .94). In Sample 2, we measured Conscientiousness using a 10-item scale developed by 

Goldberg (1992). In Sample 3, personality traits were measured using the Big Five Inventory 

(BFI-44; John et al., 2008). The BFI-44 generates trait scores for each of the primary Big Five 

dimensions (Agreeableness α = .84, Conscientiousness α = .89, Extraversion α = .89, 

Neuroticism α = .91, and Openness α = .85).  

Expert similarity. We measured an individual’s similarity to expert ratings by calculating 

the mean absolute deviation (ADM) between each individual’s rating and the average SME rating 

across all items. ADM is a commonly used method of assessing interrater agreement (Burke et 

al., 1999). According to Burke and Dunlap (2002), an ADM < 0.80 is considered to indicate high 

agreement when using a five-point scale. When testing whether any of our hypothesized 

individual difference variables were correlated with expert similarity (RQs 2 and 3), we 

transformed expert similarity scores by multiplying them by –1 (e.g., ADM * –1) so that greater 

values represented stronger similarity.  

Results 

Comparing Response Option Ranking between Expert and Novice Raters 

 We first observed agreement between MTurker and SME raters by determining the 

classification consistency of the within-item rankings of response options between groups (Table 
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1). Here, we found a strong correlation between the within-item ranks across all response options 

(Sample 1 r = .94; Sample 2 r = .88, p < .001; Sample 3 r = .96, p < .001). Across the three 

SJTS, between 63 – 85% of response options received identical, within-item rankings between 

SMEs and MTurk raters. In Sample 1, we observed perfect agreement between MTurk raters and 

SMEs for response options that were considered the most effective and second most effective. 

However, we observed weaker agreement among the remaining response options (64%). In 

comparison, in Samples 2 and 3, rankings were most consistent for options considered least 

effective (Sample 2 = 88%; Sample 3 = 100%) or most effective (2 = 74%; Sample 3 = 87%). In 

comparison, we observed the weakest agreement for the second (Sample 2 = 37%; Sample 3 = 

73%) and third-best response options (Sample 2 = 46%; Sample 3 = 77%).  

In all three samples, we observed a strong correlation between mean response option 

ratings between SMEs and MTurk raters (Sample 1 r = .94; Sample 2 r = .91, p < .001; Sample 3 

r = .88, p < .001). These correlations were equally strong despite differences in MTurk rater 

sample size and SJT content between each sample. We also compared ADM relative to the 

average SME rating for SME and MTurk raters in each our samples (Table 2). We found greater 

agreement among SMEs compared to MTurk rater agreement with SME judgments in Sample 1 

(d = –1.39, F(1,113) = 9.22, p = .003), Sample 2 (d = –1.46, F(1,56) = 30.89, p < .001) and 

Sample 3 (d = –0.42, F(1,694) = 9.18, p = 0.003). In particular, we observed less variability 

among Medical SMEs (SD = 0.05) compared to MTurk raters (SD = 0.20). We also observed 

this difference for SME (SD = 0.04) and MTurk raters (SD = 0.24) for the Communication SJT. 

This suggests that there was stronger consensus among SMEs compared to MTurk raters for the 

Medical and Communication SJTs. However, the standard deviations for Military SMEs (SD = 
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0.19) and MTurk raters (SD = 0.20) were roughly equivalent which suggests a similar rate of 

agreement was among SME and MTurk raters despite different sample sizes.  

We also estimated within-group agreement for SME and MTurk raters separately by 

calculating the mean absolute deviation in each sample (Table 3). We found the strongest degree 

of mean within-group agreement among SMEs for the Communication (ADM = .45) and Medical 

SJT (ADM = .62). In both cases, we also observed greater within-group agreement among SME 

raters compared to MTurk raters. In contrast, we found no difference in within-group agreement 

among SMEs and MTurk raters for the Military SJT (d = 0.14, F(1,298) = 1.53, p = .22). These 

results further indicate that SME raters often demonstrate stronger agreement, potentially due to 

shared job knowledge or norms, but that large samples of crowdsourced raters may achieve 

similar levels of agreement based on the wisdom of the crowd. 

Individual Differences in Expert Similarity 

Next, we examined the correlation between expert similarity and GMA within each 

sample of MTurk raters. All correlational results for each sample are reported in Table 4. GMA 

as measured by the WPT was strongly correlated with rater accuracy in both Samples 1 (r = .52, 

p < .05) and 2 (r = .40, p = .03). In Sample 3, only one of our two GMA proxy measures (self-

reported college GPA) was positively related to rater accuracy (r = .16, p < .001). Regarding 

personality, we found that Conscientiousness was positively related to expert similarity within 

each of our three samples (Sample 1 r = .37, p < .01; Sample 2 r = .41, p < .05; Sample 3 r = .27, 

p < .001). Moreover, we further explored the relationships between the remaining personality 

dimensions and expert similarity in Samples 1 and 3. In Sample 1, only Honesty-Humility (r = 

.26, p < .05) and Openness to Experience (r = .34, p < .05) were found to be positively related to 

expert similarity. Likewise, in Sample 3, greater expert similarity scores were found for MTurk 
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raters high in Agreeableness (r = .27, p < .001) and Openness to Experience (r = .09, p < .05) but 

low in Extraversion (r = –.20, p < .001). Thus, the personality traits of Agreeableness, Openness, 

or Honesty-Humility may help identify MTurk raters who could provide judgments that are more 

aligned with SMEs, but the utility of these traits appears to vary somewhat based on the content 

of the SJT. In comparison, we observed that MTurk raters with greater GMA or 

Conscientiousness were generally more similar to expert raters, regardless of SJT content.  

Even though several of our individual difference measures were correlated with rater 

accuracy, we also found that the aggregate MTurk rating was more similar to SME ratings than 

almost all individual MTurk raters in each sample (Sample 1: aggregate ADM = 0.32, Sample 2: 

ADM = 0.40, Sample 3: ADM = 0.45). This suggests that the accuracy of crowd estimates may be 

affected more by the sheer number of raters rather than the ability or characteristics of the 

individual raters themselves. To this end, we conducted a bootstrapping analysis to estimate the 

number of individual MTurk raters that may be needed to provide a reliable estimate of SME-

derived scoring keys within each of our three samples. This analysis was conducted by 

estimating the average absolute rater error (ADM) for 1,000 randomly drawn sample sizes 

ranging from n = 5 to n = 100 with replacement. Due to a smaller total sample size, we could 

only estimate the average error for sample sizes up to n = 30 for the Medical SJT in Sample 2. 

This procedure was conducted for each of the SJTs and the results are reported in Figure 2. 

Across all three samples, the largest decreases in rater error were found when increasing the 

number of MTurk raters from 5 to 20. These results were consistent regardless of the content of 

the SJTs themselves. For both the Communication and Military SJTs, obtaining more than 40 

individual raters appears to provide diminishing returns in reducing rater error. The decrease in 

rater error from adding additional raters appears to reach an asymptote when the total sample 



CAN YOU CROWDSOURCE EXPERTISE?   19 

size approaches between n = 25 to 30 raters across all three samples.  Based on these results, a 

crowd size of roughly n = 30-40 raters appears to be sufficient to obtain results that approximate 

SME ratings. Gathering additional raters beyond this point appears to yield relatively little 

further improvement in accuracy.  

Discussion 

Our goal in the present study was to determine whether we could replicate SME ratings 

of SJT items using crowdsourced samples of novice raters recruited from MTurk. In order to 

observe whether the usefulness of this method varied based on SJT content, we tested this 

approach using three different SJTs. A consistent finding across our three samples is that 

crowdsourcing appears to be a viable alternative or complement to SME scoring for many SJTs 

regardless of the content of the test. These findings replicate the results of past research where 

CBM was found to produce scoring keys that were highly correlated with expert judgment 

(Legree et al., 2005). As individuals, novice raters were less able to reliably identify the 

effectiveness of SJT response options compared to SMEs. Yet, aggregated MTurk ratings 

generally produced a similar rank order of response options within each SJT item compared to 

SME ratings (correlations ranged from r = .88 to .94). Thus, it appears that SJT scoring keys 

derived from crowdsourced samples seem likely to converge with keys based on SME judgment.  

Our findings are far from revolutionary. The past work of Motowidlo and colleagues 

(2010, 2018) has shown that much of the variance in SJT performance can often be attributed to 

general domain knowledge or implicit trait theories. Yet, convenience samples of SMEs, 

typically simply a group of incumbents, are often used to generate SJT scoring keys without a 

more thorough vetting of their expertise. We do not recommend eliminating SMEs from SJT 

scoring entirely, but we believe that our work shows that crowdsourcing can be a useful 
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alternative or supplement to SME-based methods. This may be especially true for situations 

where SMEs may be difficult to identify or costly to obtain. In medical contexts, where SJTs are 

increasingly used for selection into training programs (Lievens, 2013), SMEs may be easy to 

identify (based on licensure or educational attainment) but very expensive to recruit. 

Crowdsourced samples may lack face validity but can be used to approximate SME judgment in 

aggregate. In a rare example, Teng and colleagues (2020) used crowdsourcing to develop the 

scoring key for their SJT measuring resilience. Moreover, SME and crowdsourced ratings could 

be compared in order to identify items that discriminate the most between experts and novices. 

For instance, in the example Medical SJT item (shown in Figure 1, 56% of SMEs identified the 

consensus, least effective option. Although this was also chosen as the least effective option by a 

consensus of MTurk raters, this only amounted to 29% of responses. However, MTurk raters 

were more likely to identify the most effective response (54%) compared to SMEs (41%). Future 

research is needed to help determine when crowdsourcing is best suited for constructing SJTs. 

The crowdsourcing methods that we use in the present study are especially well-suited 

for designing domain-general SJTs. Although SJTs have traditionally been designed to assess 

job-specific knowledge or expertise (Motowidlo et al, 1990), recent research has demonstrated 

that the SJT method can be used to measure more general psychological constructs (Guenole et 

al., 2017; Tiffin et al., 2020). These domain-general SJTs include validated measures of 

personality (Oostrom et al., 2019), integrity (Becker, 2005), and social or emotional intelligence 

(MacCann & Roberts, 2008; Speer et al., 2019). In these contexts, it is more useful to validate 

SJT content based on empirical prediction with criterion measures (e.g., the psychological 

construct of interest) rather than job-specific expertise. Therefore, large samples of crowd 

workers can be used to test SJT item pools and construct forms which most strongly predict 
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alternate measures of the criterion construct. We hope that our findings inspire future researchers 

to use crowdsourcing methods to design more reliable and valid construct-focused SJTs.  

Among the three tests that we examined, we generally found the greatest disparities 

between SMEs and novice MTurk raters on the Medical SJT. Although aggregated MTurk 

ratings still corresponded with SME rankings of response options 61% of the time, this 

classification consistency was the lowest of the three tests and the average individual MTurker 

was less accurate relative to the SME sample. This SJT was created based on critical incidents 

from a specific job context (emergency medicine departments). As such, many of these SJT 

items use job-specific language and terminology. Moreover, May and Prewett (2016) previously 

observed a significant advantage for medical professionals compared to students in their 

validation research. These results suggest that the Medical SJT is the most job-related among the 

three tests in our study. However, due to our study design we are not able to determine whether 

this difference should be attributed to the job-relatedness of the SJT items or the expertise of the 

SMEs. 

In the future, comparisons between SME and crowdsourced raters may help provide 

further construct validity for the job-relatedness of SJTs. Currently, SME judgment is considered 

by many as evidence for construct validity, especially when the test is designed for a specific 

occupation or work context. Content validity is useful for justifying the use of a test in practice, 

even if it does not necessarily indicate criterion-related validity (e.g., Guion, 1978; Murphy, 

2009). In comparison, it seems unlikely that crowdsourced ratings would be perceived as equally 

content valid. Yet, our results suggest that crowdsourcing may yield similar rank order results as 

those obtained from SMEs. Therefore, we recommend that crowdsourcing would be most useful 

early in test development process when large pools of items are being tested. The crowdsourced 
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keys could be used to identify the best performing items to be included in the final version of the 

test. Afterwards, SMEs could rate and review this final subset of items. This would reduce the 

amount of time and effort for SMEs in the test development process and act as a way of 

providing construct validity for the scoring of the items.  

Crowdsourcing and Individual Differences   

In all three samples, individual differences in cognitive ability and conscientiousness 

were each related to stronger similarity with expert (SME) ratings. These findings suggest that 

these individual difference variables are generally useful for identifying the most desirable 

responses to SJT items. This conclusion is supported by past research which has generally 

reported similar correlations between individual differences in personality and GMA with SJT 

performance (McDaniel et al., 2001). Our findings also suggest that performance on SJTs often 

reflects individual differences beyond procedural knowledge about a specific job or task. 

Motowidlo and Beier (2010) proposed that people higher in mental ability tend to better learn 

what trait expressions are likely to be effective in situations described in SJT items. 

Consequently, they argue that more intelligent individuals develop ITPs that are more closely 

aligned with the true relations between trait expression and effectiveness in a particular domain. 

ITP theory also posits that people tend to think that actions expressing their own personality 

traits are more generally effective (Motowidlo, 2003). Our findings provide further support for 

these aspects of ITP theory and suggest that performance on SJTs may often depend less on 

procedural knowledge gained from specific, work-related experiences and more on basic 

individual differences.  

 We also observed that MTurker conscientiousness was positively related to expert 

similarity scores across all three samples. These results suggest that the trait of conscientiousness 



CAN YOU CROWDSOURCE EXPERTISE?   23 

is relevant to a variety of interpersonal situations or norms for behavior in different workplace 

settings (Martin-Raugh & Kell, 2021). This trait is likely also important for the task of reading 

and rating SJT content itself. Not only are highly conscientious individuals expected to 

outperform others in most job roles (Judge et al., 2001), but they are also characterized as being 

highly attentive to detail. According to trait activation theory (Tett & Burnett, 2003), this 

tendency may be especially useful when reading and rating SJT items. In contrast, other traits 

(e.g., extraversion or agreeableness) may not be as directly related to the task of completing SJT 

items which would explain some of the variability in correlations observed in Samples 1 and 3.  

Despite the observed effects of GMA and personality, it is important to note that we also 

found that nearly no individual MTurk rater could achieve or exceed the accuracy observed for 

the aggregate MTurker in all three samples. Individual MTurk raters generally performed worse 

compared to individual SMEs, especially in Samples 2 and 3. This consistent finding is a 

replication of the “wisdom of the crowd” effect where the performance of the group is found to 

exceed the performance of any one individual group member. Instead of using individual 

difference measures in order to find the best judges, the size of the crowd appears to be more 

important for obtaining judgments which best align with the experts. This is similar to past 

crowdsourcing research which has reported that screening crowd members yields little, if any, 

increase in accuracy (e.g., de Oliveria & Nisbitt, 2018) and that individual crowd member 

performance is often inconsistent (e.g., Bayus, 2013). Similar findings have also been found in 

other crowdsourcing studies where small groups of randomly selected MTurk workers were 

found to outperform individual workers (Vercammen et al., 2019). However, future research is 

still needed in order to observe how strongly these findings generalize to other SJTs requiring a 

greater degree of procedural job knowledge or technical expertise.    
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Implications for Research and Practice 

 Our study has several implications for future research and development of SJTs in 

practice. In particular, our findings call into question some long held assumptions about the 

necessity of subject matter expertise. We do not believe that these results indicate that SMEs do 

not possess expert judgment or that expertise is not necessary for scoring SJTs. Instead, we find 

that crowdsourcing can be used to estimate expert judgment even if individual crowd members 

may not be experts themselves. Individual MTurk raters may not be as knowledgeable as 

individual SMEs, but our results suggest that crowdsourcing methods (e.g., CBM) are capable of 

approximating expert knowledge using aggregation. We found that the largest gains in predicting 

SME ratings could be obtained with as few as 30-40 randomly sampled MTurk raters. In 

practice, these crowdsourcing methods are highly cost-effective compared to relying on SME 

judgment. Instead of evaluating crowd workers in order to find those who have greater expertise 

(e.g., Zhang & Wang, 2021), our results suggest that aggregate results may be just as effective 

without screening. This may enable the development of larger SJT item pools which could help 

solve longstanding problems of poor internal consistency and overall construct measurement 

(McDaniel et al., 2016).  

Moreover, prior research has suggested that the average cost of developing a job-specific 

text-based SJT for a particular organization from scratch ranges from $60,000 to $120,000 

(Lievens et al., 2008). It may also be nearly as expensive to conduct a full-scale validation study 

to generate criterion-based scoring keys. As our findings suggest that crowdsourced methods of 

developing SJTs may produce scoring keys that are similar to those generated using more costly 

and difficult to source SMEs, it may be viable to produce SJTs in a more cost-effective manner 

with greater facility. Although we expect that SMEs will continue to play an important role in 
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SJT development, we believe that their time and effort is best spent providing critical incidents 

and possible behavioral responses to help generate an initial item pool. These items can then be 

evaluated using relatively cheaper and convenient crowdsourced samples. Results from the 

crowdsourced sample would be used to refine the test and remove any poorly-performing or 

redundant items. If the SJT is meant to assess specific job knowledge, the shortened version to a 

small sample of SMEs in order to establish whether the items can distinguish between novice 

crowd workers and SMEs. We believe that crowdsourcing will help alleviate some of the 

demand on SMEs in SJT development while also providing greater statistical power for 

conducting item analyses. This would also ensure that developers can establish validity by 

testing for differences between novices and experts. However, future research should investigate 

whether crowdsourced keys yield criterion validities similar to those produced by SME-

generated keys. 

Although our study specifically focused on using crowdsourcing methods for a specific 

task (scoring SJT items), we believe that our findings suggest that crowdsourcing could be a 

useful alternative to SME judgment in other tasks. Crowdsourcing methods have been used in 

other aspects of test development including item writing (Sadler et al., 2016). A growing number 

of organizations also use crowdsourced ratings, gathered by third-party companies such as 

Glassdoor, in order to estimate employee job satisfaction without administering an internal 

organizational survey (Landers et al., 2019). Despite the popularity of crowdsourcing methods in 

other areas of research and practice, many aspects of industrial and organizational psychology 

still rely heavily on SME judgment (e.g., job or task analysis). Yet, the criteria for what actually 

constitutes subject matter expertise tends to be subjective and is rarely quantified. Zhang and 

Wang (2021) have recently proposed a promising new method for quantifying expertise in SJT 
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performance but our three studies did not use a repeated-measures design which is necessary to 

use their methodology. Further research is needed to determine how this approach may help 

inform the use of crowdsourcing methods to estimate expert judgment and whether it can be used 

to differentiate between SMEs and crowd workers. We also hope that the results from our 

present study help to promote greater use of crowdsourcing methods for future organizational 

research and practice more generally. 

Directions for Future Research 

SJTs are often assumed to be job-specific due in part to the face validity of item content 

based on actual critical incidents. However, this does not necessarily mean that the test only 

measures procedural knowledge (Krumm et al., 2015). Some scholars have argued that 

interpersonally-focused SJTs mostly measure general knowledge or norms regarding acceptable 

workplace behavior (e.g., Motowidlo et al., 2018; Salter & Highhouse, 2009). Across our three 

samples, we found that MTurk raters could be used to identify effective and ineffective 

behaviors carried out in response to social situations, even in specific occupational contexts (e.g., 

the U.S. military or emergency medicine departments). Although these contexts may each have 

their own specific norms or culture regarding how people are expected to interact with one 

another, these expectations may not be truly unique. To this end, past research suggests that 

some SJT content may even be equally valid across different national cultures (Lievens et al., 

2015). However, Schmitt and colleagues (2019)  found some differences in SJT responding 

between American and Chinese test takers based on cultural content. Thus, future research is 

needed to help empirically evaluate the extent to which SJT content potentially requires job 

knowledge, cultural or organizational norms, and other specific forms of knowledge.      
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Even though our crowdsourced scoring keys correlated strongly with expert-based keys, 

it is unclear whether there are any differences in criterion-related validity between the two 

methods. As noted by McCornack (1956), substantial differences in validity are still possible as 

long as the correlation between scoring keys is less than unity (r < 1.0). Past work has focused 

on comparing different methods of scoring SJT responses (e.g., McDaniel et al., 2011; Weng et 

al., 2018) but rarely have researchers studied differences in scoring keys between different rating 

sources. In a rare exception, Bergman and colleagues (2006) found that the SME-based key 

accounted for incremental prediction of leader effectiveness ratings beyond other keying 

methods. However, this study did not directly compare the SME key to a scoring key derived 

only from novice ratings. Motowidlo and Beier (2010) found that both expert-based keys 

produced significant validities in predicting supervisory ratings of job performance but only 

explained a small amount of incremental variable compared to a key based on undergraduate 

student judgments. These results suggest that inexperienced novices can be used to develop 

knowledge predictive of job performance even if they have had no prior experience in a 

particular job, providing further support for the notion that inexperienced, crowd-sourced 

samples may be able to generate SJT scoring keys that have predictive validity. Yet, further 

research is needed to determine the boundary conditions where aggregate novice ratings fail to 

correspond with expert judgment. For example, crowdsourcing may not be suitable for SJTs 

meant for licensure or credentialing purposes. 

Likewise, future research is also needed to examine how crowdsourcing performs 

compared to criterion-based methods, such as empirical keying. Generally speaking, empirical 

keying tends to provide stronger criterion-related validity for various types of assessments, 

including biodata scales (Cucina et al., 2012) and self-report personality measures (Cucina et al., 
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2019). Along these lines, Guenole and colleagues (2017) recommend using criterion-keying 

when scoring SJTs. However, practitioners often lack the necessary time, samples, or resources 

to collect validation data and tend to rely on expert judgment or content validation approaches 

instead (Tan, 2009). Especially in the early stages of test development, it may not be feasible to 

conduct a suitable validation study in order to create criterion keys. Instead, crowdsourcing could 

potentially be used early in the development process while more costly validation studies could 

be conducted after initial rounds of item analysis and the removal of poorly performing items. 

Thus, it would be highly valuable to determine the extent to which crowdsourced keys could be 

expected to converge with criterion-based keys. Future research should continue to investigate 

the utility of deriving crowdsourced scoring keys by comparing their criterion-related validity 

with empirical keys. This work may also help identify whether job-specific SJT content provides 

any additional criterion-related validity compared to SJT content that is more general in nature.     

Our results indicate that novice, crowdsourced workers are most effective at identifying 

the best and worst behavioral responses to SJT items but it is not clear whether similar results 

would be found if each response option was evaluated independently. This is important to 

consider given that some researchers have introduced single-response SJTs, where only one 

behavioral response is presented at a time, as an alternative to those using the traditional, 

multiple-choice format (Crook et al., 2011; Martin-Raugh et al., 2018). It may be the case that 

novices are more able to identify the best and worst options when given all options to evaluate 

and compare, as suggested by Krumm et al (2015) and as observed by Robertson et al. (2020) 

when conducting open and closed cart sort tasks. To explore this question, we conducted 

secondary analyses of the single response SJT rating data from Martin-Raugh et al (2018). In this 

study, 659 novice MTurk raters completed a 30-item, single-response SJT which was a subset of 
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the multiple-response Military SJT used in our study. The average deviation between individual 

MTurk and SME raters for these single-response items was slightly greater (ADM = 1.07, SD = 

0.24) than what we observed among MTurk raters who completed the same items as part of a 

multiple-choice SJT (ADM = 0.84, SD = 0.26). However, we found a similar degree of agreement 

between the aggregate MTurk and SME ratings for the single-response (ADM = 0.41, SD = 0.25) 

and multiple-response SJTs (ADM = 0.48, SD = 0.32). Based on this post-hoc analysis, the 

single-response format may demonstrate stronger differences between SMEs and individual 

novice raters but the overall crowd estimates appear equally effective in estimating the 

effectiveness of SJT response options across both SJT formats. Yet, future research is still 

needed to determine whether these initial findings will generalize to other tests or domains.  

Another direction for future research is applicant or stakeholder reactions to 

crowdsourcing methods of scoring SJTs. Even though crowdsourcing methods are widely 

adopted in other fields and our results suggest that they may yield useful estimates of expert 

judgment, it is unclear how they would be perceived in practice. Past research suggests that 

individuals often tend to place more trust in expert judgment when evaluating job candidates 

compared to standardized assessments or algorithmic decision making (Highhouse, 2008). Even 

though using selection criteria for crowd members may not noticeably improve the accuracy of 

crowd-based judgments, past research suggests that these criteria can make crowds appear more 

trustworthy (e.g., Mannes et al., 2014). Thus, organizational stakeholders may perceive the use 

of selection criteria as more favorable even if it may not greatly improve rating quality. 

Moreover, it may be best to use crowdsourcing in tandem with more traditional, SME-based 

judgments in order to ensure construct validity while also minimizing development time and 

costs.   
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Study Limitations 

Despite the relevance of our findings for SJT research and practice, it is important to 

acknowledge some of the limitations of the present study. One limitation is that each of the SJTs 

that were used in the present study were all newly developed and had little pre-existing criterion-

related validation data. Although the Communication SJT was only developed as part of a pilot 

project, we report construct validity evidence for the Medical and Military SJTs which have been 

presented as part of conference presentations (May & Prewett, 2016) or published in peer-

reviewed journals (Martin-Raugh et al., 2018). It would be especially insightful to observe 

whether the within-item agreement between SMEs and crowd estimates has any relationship with 

the validity of the item (e.g., a point-biserial correlation with a criterion measure). However, the 

SJTs that we used in this study are representative of many existing tests that are used in practice. 

Not only are SJTs commonly used in military and medical professions (e.g., Lievens & Sackett, 

2012), many SJTs are designed to measure applied social or interpersonal skills (Christian et al., 

2010). In addition, all three SJTs were created based on SME reports of critical workplace 

incidents relevant to the construct of interest. This follows common practice for the development 

of job-specific and domain-general SJTs in academic and commercial settings (e.g., Christian et 

al, 2010; Guencole et al., 2017).  

Another limitation of our study is that the specific methodological design for each sample 

was not fully consistent. Across the three samples, we obtained varying numbers of SME and 

MTurk raters, used different defining characteristics when identifying SME raters, used different 

measures of individual differences among the MTurk raters, and administered three different 

SJTs. These differences are due to differences in resources for each of the practical SJT test 

development projects for which these data were collected. It is possible that using a more 
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narrowly defined set of SMEs may result in greater consistency in judgments due to greater 

similarity in perspective, past experience, or training. Likewise, the gap between the average 

SME and crowdsourced rater may be larger for SJTs which require more job-specific expertise. 

Future experimental research is needed to help answer these questions, however, our results still 

suggest that crowdsourcing via MTurk yielded similar results to our most specific set of SMEs. 

Moreover, we argue that our ability to replicate many of our findings despite these differences in 

research design suggest that these effects are generalizable to different types of SJTs, different 

conceptualizations of SMEs, and across different practical conditions faced by researchers and 

practitioners.  

Lastly, it is not clear whether our results should generalize to more domain-specific SJTs. 

However, SJTs are often designed to assess the understanding of effective responses to 

interpersonal interactions in work settings and it is not always clear whether these tests distinctly 

measure domain-specific or domain-general knowledge (Motowidlo et al., 2018). For example, 

several of the Medical SJT questions focus on managing interpersonal conflict in an emergency 

medicine setting (see sample item in Figure 1). The effectiveness of each response may be 

determined by specific rules and behavioral norms in this line of work, as identified by the SME 

raters, but these may not be truly unique to emergency medicine. These norms may be shared 

across similar occupations (e.g., other health care or service professions) or informed more 

broadly by cultural expectations for behavior at work (e.g., favoring prosocial or agreeable 

behavior).  

Conclusions 

 Overall, we found that crowdsourcing could be used to create scoring keys that strongly 

converged with keys based on SME judgment. We found that aggregate crowdsourced SJT item 
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ratings were strongly correlated to those from three different samples of SMEs, even though 

individual MTurk raters were generally less accurate than individual SMEs. Moreover, we were 

able to replicate these results across three different SJTs varying in job-relatedness. Although our 

results highlight one specific application of crowdsourcing in the development of SJTs, we 

believe that our findings may also generalize to similar tasks where SME judgments are often 

used. Crowdsourcing is often a quicker and cheaper alternative to recruiting SMEs and can 

potentially be a useful tool in test development or in other tasks traditionally requiring subject 

matter expertise. We hope that our findings inspire other researchers and practitioners to use 

crowdsourcing methods in future organizational research. 
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Table 1. 
Classification Consistency of Within-Item Rankings between SMEs and MTurk Raters 

  MTurk Ranks  
Communication SJT 1 2 3 4 5 CC 

SME 
Ranks 

 Most Effective = 1 9     100% 

2  9    100% 

3   6 3  67% 

4   3 5 1 56% 

Least Effective = 5    1 3 75% 
Medical SJT 1 2 3 4 5 CC 

SME 
Ranks 

 Most Effective = 1 17 4    74% 

2 3 7 8 1  28% 

3  8 8 4  46% 

4  2 3 12 3 62% 

Least Effective = 5    3 17 88% 
Military SJT 1 2 3 4 5 CC 

SME 
Ranks 

 Most Effective = 1 26 4    87% 

2 4 22 3 1  73% 

3  4 23 3  77% 

4   4 26  87% 

Least Effective = 5     30 100% 
Note. CC = classification consistency; SME = subject matter expert; Overall agreement in 
Sample 1 = 80%, Sample 2 = 61%, Sample 3 = 85% 
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Table 2. 
Mean Expert Similarity Scores by Sample  

 MTurk Raters  SME Raters  
 M SD n  M SD n Cohen’s d 
S1: Communication SJT 0.69 0.24 106  0.45 0.04 9 –1.39* 
S2: Medical SJT 0.84 0.20 31  0.62 0.05 28 –1.46* 
S3: Military SJT 0.90 0.19 631  0.83 0.20 66 –0.36* 

Note. Lower expert similarity scores indicate greater agreement (ADM) with the average SME 
rating; ANOVA results for Communication SJT: F(1,113) = 9.22, p = .003. ; ANOVA results for 
Medical SJT: F(1,56) = 30.89, p < .001; ANOVA results for Military SJT: F(1,694) = 9.18, p = 
0.003.   
* p < .05 
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Table 3. 
Within-Group Mean Rater Agreement among SME and MTurk Raters 

 MTurk Raters  SME raters 
Cohen’s d  M SD  M SD 

S1: Communication SJT 0.67 0.20  0.45 0.26 –0.95* 
S2: Medical SJT 0.78 0.21  0.62 0.28 –0.69* 
S3: Military SJT 0.78 0.18  0.81 0.24 0.14 

Note. Average mean deviation for each group is calculated by determining the average deviation 
across all response options across all SJT items; S1 n = 40 total response options; S2 n = 100 
total response options; S3 n = 150 total response options; Lower accuracy scores indicate greater 
within-group agreement; ANOVA results for Communication SJT: F(1,77) = 19.24, p < .001 ; 
ANOVA results for Medical SJT: F(1,198) = 21.02, p < .001; ANOVA results for Military SJT: 
F(1,298) = 1.53, p = .22.   
* p < .05 
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Table 4. 
Correlations between Expert Similarity Scores and Individual Difference Variables 

 1 2 3 4 5 6 7 

Sample 1 (n = 56–104)        
1. WPT a        
2. Honesty-Humility b .10       
3. Emotionality b –.01 .21      
4. Extraversion b –.27 –.35* –.52*     
5. Agreeableness b –.11 .25* –.42* .40*    
6. Conscientiousness b –.07 .11 –.20 .41* .23*   
7. Openness c .27 –.24* –.12 .45* .17 .41*  
8. Expert Similarity .52* .26* .04 .01 .02 .37* .34* 

Sample 2 (n = 31)        
1. WPT        
2. Conscientiousness .10       
3. Expert Similarity .40* .41*      

Sample 3 (n = 631)        
1. Educational Attainment         
2. GPA d .10*       
3. Conscientiousness .00 .20*      
4. Agreeableness –.01 .09* .50*     
5. Extraversion .09* .03 .29* .24*    
6. Neuroticism –.08* –.04 –.50* –.46* –.44*   
7. Openness .09* .14* .22* .18* .30* –.18*  
8. Expert Similarity –.07 .16* .27* .27* –.20* –.04 .09* 

 Note. We reverse-scored expert similarity scores (–1 * ADM) to make higher values represent 
greater similarity; WPT = Wonderlic Personnel Test; GPA = grade point average; a n = 66; b n = 
68; c n = 56; d n = 551. 
* p < .05 
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Sample Item: Communication SJT 
 
Although you’ve put in extra hours, you haven’t met your sales quota since you started selling 
to larger companies. You’ve found that larger clients take more time to make buying 
decisions. Your supervisor calls you to his office to ask why you’re not meeting your sales 
goals. 
 

•  “I’m making progress. I just needed to learn how larger companies make buying 
decisions.” 

• “Maybe I just don’t understand how to make sales to larger companies.” 
• “I’m sorry. These larger companies take too long to make buying decisions.” 
• “I’m already putting in extra hours. What else do you want me to do?” 

 
Sample Item: Medical SJT 
 
You are one of two attending emergency physicians tonight. The workload is light, until you 
receive word of a patient arriving in critical condition in the ambulance bay. The other 
attending physician is “next up” on taking charge of the patient, but this patient’s condition is 
more serious than that of the other patients in the ER. 
 

• Treat the next patient to arrive; protocol only requires one attending physician for an 
emergency and the other patients have been waiting longer. 

• Ask the EMTs for their opinion about who to treat next. 
• Assist the other physician in treating the patient who just arrived in critical condition. 
• Assume control over treatment of the patient who just arrived in critical condition. 
• Call for a meeting to discuss treatment priorities as a team. 

  
Sample Item: Military SJT 
 
Early in the host county’s conflict you have had both the National Army and Army Services 
Forces living on the base. During operations they work together well, but in their free time 
they fight and argue. 
 

• Speak with some of them to find out what issues they are fighting about and try to help 
resolve them. 

• Let them handle it themselves. 
• Organize sports activities during free time to allow both groups the opportunity to 

release some steam. 
• Try to increase the amount of physical separation between where the two groups live 

on the forward operating base (FOB) 
• Insist they live on separate sides of the village and build a wall to divide the living 

quarters. 
 

 
Figure 1. Sample SJT Items. For each SJT, test takers are instructed to read the scenario and to 
rate the effectiveness of each of the behavioral response options. 



CAN YOU CROWDSOURCE EXPERTISE?   54 

 

 

 
Figure 2.  Estimated Average Rater Deviation based on Crowd Size . The blue lines indicate the bootstrapped average rater deviation 

achieved using 1,000 randomly drawn sets for a given sample size. Mean rater absolute deviation represents the similarity between 

crowd-based judgments and SME judgments (smaller values indicate greater similarity). Red lines represent the upper and lower 95% 

confidence intervals for the average rater deviation. Black lines indicate the maximum and minimum rater deviation estimates for each 

level of sample size. 

 

 


