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ABSTRACT Cloud computing is a technology that has gained rapid popularity in recent years. It has enabled

use of immense computational power in a scalable and cost-efficient manner. Deployment of biometric

technology in government and commercial organizations has become a standard security practice. However,

independent biometric systems tend to be computationally and financially expensive, especially when user

enrollment is high. A feasible solution is to create a biometric system on the cloud which can be used

ubiquitously as an authentication service. In this paper, we propose a first cancelable biometric framework

based on deep learning on the cloud. We establish that cloud is a good solution for biometric systems where

intensive computation, quick response times, and high accuracy is required.

INDEX TERMS Biometric privacy, cloud computing, cancelable biometrics, deep learning.

I. INTRODUCTION

Today, many organizations are turning towards cloud service,

due to its availability of resources on-demand and pay per

usage benefits. This paper proposes a cancelable biomet-

ric system using deep learning on the Amazon Web Ser-

vice (AWS) cloud platform, which can be used as a service

by various clients. It also focuses on protection of biometric

data on the cloud using cancelable biometrics.

Today, many organizations prefer biometric authentication

instead of traditional passwords. According to a 2019 data

breach investigations report by Verizon [1], it has been found

that passwords account for 81% of the data breaches. This

problem can be eliminated using biometrics, which provide

a proof of identity. A biometric system utilizes one or more

physical or behavioral traits such as irises, fingerveins, or fin-

gerprints to recognize a person. Due to its distinctive features,

biometrics are difficult to recreate or forge. Benefits include

high accuracy, non-repudiation, and permanency. Due to such

benefits, the global biometric market is expected to grow

over 24.8 billion USD by 2021 [3]. However, as biometric

systems mature, certain challenges emerge. When the enroll-

ment rate is high, computational and matching complexity

increases. With this comes increased costs and data storage.

The associate editor coordinating the review of this manuscript and

approving it for publication was Fatos Xhafa .

A good solution to tackle this issue is to offload the bio-

metric module to the cloud, to cut costs and still maintain

performance. Parallel computation using multiple servers

and nodes distributes processing, thereby reducing response

time. Thus, Biometrics-as-a-Service (BaaS) or cloud based

biometric authentication emerged as a high-impact research

area [2], [22].

Cloud based biometric authentication can streamline cus-

tomer service and reduce fraudulent activity [2]. However,

with cloud comes a different set of problems. The main

challenges are ensuring privacy of biometric data on the cloud

and security of biometric template during transmission to the

cloud. In this work, a novel biometric system based on deep

learning on the cloud has been proposed. To address the issue

of privacy of biometric data on the cloud, we use cancelable

biometrics. With regards to template security during trans-

mission, a unique combination of biometric crossfolding and

biometric-QR code embedding has been utilized, along with

security protocols, to prevent spoofing and replay attacks.

Cancelable Biometrics (CB) is a privacy technique to inten-

tionally distort user biometrics to create an indecipherable

template [4]. The CB template is then stored and used for

subsequent authentication of the user. Two major advantages

of CB are: a) the original biometric is never used and b) the

CB template can be cancelled or revoked in case of suspicious

activity. In this work, CB templates are used in the matching
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module on the cloud to help preserve user privacy. Cance-

lability of crossfolded templates has been rendered through

a cancelable module based on random projection on the

cloud. Next, for safe transmission of biometrics to the cloud,

a novel combination of steganography using QR codes and

biometric crossfolding has been employed. Steganography is

an ancient data hiding technique [23] where, Stegano means

to conceal and Graphe means writing. Steganography has an

advantage over cryptography because it conceals the fact that

a secret message is being sent. The stego image looks like any

other ordinary image which does not attract attention. In this

work, a unique combination of steganography and cancelable

biometrics is proposed for biometric security on the cloud.

The main biometric engine based on Convolutional Neural

Network (CNN) and the matching module based on Multi

Layer Perceptron (MLP) have been designed on the cloud to

create an accurate, time, and cost efficient cancelable system.

The goal of this work is to develop a novel multi-instance

cancelable biometric system based on deep learning on the

AWS cloud platform. Multi-instance biometrics have been

utilized in this project due to certain advantages over uni-

modal biometrics. Multi-biometrics offers improved accu-

racy, reliability, and enhanced security [27], [33]. It helps to

counter spoofing attacks by making it difficult for an adver-

sary to simultaneously spoof multiple traits of a genuine user.

Last, but most importantly, the use of deep learning models

such as the CNN for feature extraction and MLP for user

recognition has been explored in this work. CNN’s properties

of shared weights, translation invariance, convolutive layers,

minimal preprocessing, and lower network complexity as

compared to other deep learning architectures makes it a pow-

erful tool in image recognition [24]. These reasons havemoti-

vated the use of CNN to extract features of the crossfolded

biometrics. The biometric matching module further consists

of a novel MLP model for user verification, which is another

fully connected Artificial Neural Network (ANN). MLP has

demonstrated high capability in classification, regression, and

mapping due to its ability to distinguish data that is not

linearly separable [26]. Moreover, the non-linear mapping

property of mapping an N-dimensional input signal to an

M-dimensional output signal, makes it a suitable matching

module in this work.

Key contributions of this work are:

• A unique combination of biometric cross folding and

steganography using QR codes has been proposed. This

incorporates security of biometric templates over the

transmission medium from spoofing attacks. The QR

code which embeds the biometric also acts as a One

Time Password (OTP), to prevent replay attacks.

• Novel use of CNN for feature extraction of cross folded

biometrics on the cloud has been proposed in this work.

• Protection of biometric templates on the cloud has been

rendered through the technique of random projection.

This cancelable method has shown to be non-invertible,

ensuring safety of original biometrics even if an adver-

sary obtains the cancelable template and the user key.

• A novel MLP architecture has been deployed on the

cloud for user recognition. Proposed MLP obtains

very high accuracy and outperforms various classical

machine learning methods.

Use of cancelable multi-biometric deep learning architec-

ture on the cloud increases speed, quality of training, and is

cost effective as can be seen from the experimental section.

II. LITERATURE REVIEW

Biometrics-as-a-Service (BaaS) is an emerging concept

which is based on the idea of offering a biometric authen-

tication solution as a cloud service. Applications, systems,

and business security can be achieved by integrating bio-

metric as a service authentication. Recent IEEE cloud com-

puting special issue [2] explores how BaaS can mitigate

fraudulent activity and provide quick biometric service in a

cost-effective manner. In January 2020, it was proposed to

use BAMHealthCloud for secure access to e-medical data

[36]. There is also evidence that access control to docu-

ments requiring security clearance for defense, healthcare,

and financial records can be conveniently provided using

biometric authentication service [35]. BaaS can provide ben-

efits for biometric user authentication such as a ubiquitous

service, virtually unlimited hardware, and storage resources

at an economical price [2], [22]. Based on the analysis and

prediction of the market demands in the near future, BaaS

can be used for biometric identification in law enforcement,

forensics, and criminal identification by utilizing public bio-

metric repositories on the cloud [34].

Cloud has already been used to offload biometric authen-

tication in mobile phones [6]. In this work, a distributed

Biometric Authentication in Mobile (BAM) was proposed

on a cluster cloud. Authors employed a feed-forward neural

network with backpropagation but did not address biometric

template security on the cloud, nor security during transmis-

sion from the mobile. Work [7] also dealt with offloading

the biometric processing in mobile to the cloud to tackle

enrollment surge. It employed a classical texture based Local

Binary Pattern (LBP) model for user recognition unlike our

proposed approach which employs deep learning for biomet-

ric feature extraction and user verification.

While cloud computing offers many advantages, security

and privacy of biometric data on the cloud is of high impor-

tance [8]. Two main challenges related to biometrics as a

service are the protection of biometric data transmitted to the

cloud and protection of biometric data stored on the cloud

[12], [34]. In our work, we have addressed both the concerns

of biometric data transmission and biometric data protection.

For biometric data protection on the cloud, we propose

to use cancelable biometrics to preserve template privacy.

Cancelable techniques like random projection have shown to

be effective [9], [10], and have also been implemented on a

cloud platform [11]. In this project, a combination of ran-

dom cross folding and random projection has been employed

to incorporate cancelability. For biometric data protection
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FIGURE 1. Proposed cancelable biometric system based on deep learning, offloaded to the cloud.

during transmission the cloud, a new technique of steganog-

raphy by embedding the cross folded biometric image in a

QR code has been proposed. Steganography has proved to

be an effective technique to hide data during transmission,

without making it look obvious like cryptography [13], [14].

In this work, the multi-instance biometrics concealed in a

QR code is transmitted over a standard secure transmission

protocol (SSH) to the cloud. At the cloud server, the QR code

is decoded to obtain the crossfolded biometric image. The QR

also acts as an OTP to prevent replay attacks.

Our proposed biometric module on the cloud operates on

deep learning techniques such as CNN and MLP for feature

extraction and user authentication, respectively. Therefore,

a cancelable biometric system has been deployed on the cloud

which can parallelize deep learning, provide high accuracy,

cut costs, improve authentication speed and at the same time

provide security to biometric data.

III. PROPOSED METHODOLOGY

The proposed method is a client-server model of a

cloud-based cancelable biometric system. The biometric

module and cancelable database are hosted on the cloud

server, while the user or client site is where the biometric sen-

sor is deployed. A web API connects the client to the cloud.

Figure 1 illustrates overall architecture of the proposed cloud

CB system. The framework is divided into five phases: a)

Data capture and cross folding, b) Steganography, c) Feature

extraction through deep learning on the cloud, d) Cancelable

template generation, and e) User verification through MLP.

A. DATA CAPTURE AND CROSS FOLDING (PHASE 1)

For this work, multi-instance biometrics of left and right

irises, and middle and index fingerveins have been chosen.

A new cross folding technique adapted from [10] using a

randomly generated matrix G obtained from user key K has

been utilized. The generated matrix G is converted into a

binary matrix B of 128 × 128 size with cells being assigned

a value of either 1 or 0, based on a threshold value α. The

threshold α is calculated from the random matrix itself by

averaging out matrix values to generate a mean value. If the

value of the cell of the generated random matrix is greater

than the threshold, it is assigned a value of 1, else 0. In this

way, matrix G is converted into a binary matrix B. Subse-

quently, matrix B’ or the one’s complement of matrix B is

generated. To obtain the cross fold, left iris pixel matrix Pl is

multiplied to B to generate a binary left matrix T11. Similarly,

right iris pixel matrix Pr is multiplied to B’ to generate a

binary right matrix T12. T11 and T12 are then fused to obtain

the crossfolded iris/fingervein image CF as shown in the

Figure 2. Figure 4 depicts a sample crossfolded iris image

generated from multi-instance (left and right) iris images.

B. STEGO IMAGE AND TRANSMISSION TO THE CLOUD

(PHASE 2)

In Phase 2, a novel technique of embedding the cross folded

iris/fingervein image into a QR code via image in image

steganography has been proposed. The QR code has been

generated using an open source BSD license Python module

- qrcode 6.1 [37]. The standard numeric encoding scheme is

used to encode the random number sequence generating the

QR code. Next, a Reed Solomon error correction parameter is

set so that theQR code reader can discern if data has been read

properly and corrects the noise. Third, the default parameters

for version, box size, and border parameters are chosen to

generate a QR code of 128 × 128px (the same as that of

crossfolded biometric images). Finally, default mask option

and UTF-8 standard encoding are chosen. Python’s QR code

and OpenCVmodules have been previously used in design of

a security system for data hiding [38], [39].
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FIGURE 2. Generation of the crossfolded iris from a user’s left and right iris images.

In our work, we have proposed to embed the multi-instance

crossfolded biometric template inside the QR code using

steganography. Steganography provides safe and unidentifi-

able transmission of the biometrics to the cloud. The proposed

crossfolding technique is resistant to template inversion and

spoofing attacks owing to the complexity of the folded tem-

plate. The proposed multi-instance biometric steganography

inside a QR code increases biometric template protection by

concealment. Also, the QR code performs another important

function. It acts as a One Time Password (OTP) that is newly

generated by the cloud server every time the crossfolded bio-

metric needs to be transmitted. The QR code is then verified

at the server end. This generation of a new QR for each

transmission reduces the chance of replay attacks. Proposed

procedure for crossfold biometric embedding in QR codes

using steganography is as follows:

• After generation of the cross folded image in Phase 1,

the client application requests access to the cloud server,

and subsequently receives a QR code as a One Time

Password (OTP).

• Image steganography is carried out by hiding the cross

folded template in the QR code (cover image).

• The biometric image is hidden by substituting the least

four significant bits of each pixel of the cover by the four

most significant bits of the corresponding pixel in the

biometric image. This creates a minimum deficiency in

the cover that cannot be perceived by the human eye.

• The stego image is sent to the cloud via a Secure

Shell (SSH) File Transfer Protocol (SFTP). At the cloud

end, the cross folded biometric image is decoded from

the stego image and OTP is verified.

Figure 3 shows the procedure of hiding a crossfolded iris

image inside a QR code. The final QR image resembles the

original QR code. However, it actually contains the biometric

hidden inside it. This is possible by least significant bit sub-

stitutions as explained in step 2, making it unperceivable to

the human eye. The different histograms of both images prove

that they are actually different, even though they look similar

as in Figure 3. This combination of steganography and QR

embedding over SSH makes the proposed biometric transfer

to the cloud more secure.

C. FEATURE EXTRACTION BY DEEP LEARNING ON THE

CLOUD (PHASE 3)

1) PROPOSED CLOUD FRAMEWORK

To deploy the deep learning based biometric engine to the

cloud, we utilize AmazonWeb Service (AWS) cloud platform

due to its popular and widely used deep learning environ-

ments. The system is deployed on Amazon Elastic Cloud

compute EC2 G3 instance, which offers 4 NVIDIA Tesla

M60GPUs, each containing 8GB ofmemory and 2048 paral-

lel processing cores. The instance also comes with 64 virtual

CPUs and a network bandwidth of 14 Gbps. AWS provides

488 GB of main memory for this instance. The ‘elastic’

nature of EC2 allows developers to easily scale up or down,

depending on data traffic. The goal here is to parallelize

deep learning using CNNs using the GPUs. To train the

neural net, we propose to use a batch size of 128, or a

batch of 32 samples for each GPU for data parallelism on

the cloud. Data parallelism refers to each GPU training the

whole model with its specific portion of the dataset. We first

deploy the proposed model on a standalone system and then

parallelize the model on the cloud to compare performance,

cost, and time efficiency. The standalone system consists

of Intel core i7 processor-8th Gen powered by a NVIDIA

Cuda GPU.
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FIGURE 3. Proposed steganographic hiding of the crossfolded biometric image in a QR code cover image.

FIGURE 4. Sample of a crossfolded biometric image generated from
multi-instance (left and right) iris images.

2) CNN MODEL

Feature extraction is a crucial part of a biometric system that

affects its accuracy. Proposed feature extraction is performed

using a Convolutional Neural Network on the cloud. The

four major steps are: a) Pixelating, b) Normalization, c) CNN

training and testing, and d) Extraction of features from the

dense layer of the CNN. In the first stage, grey scale cross-

folded iris images (128 × 128px) are pixelated. Gray-scale

normalization is then carried out to reduce the effect of illu-

mination differences by changing the range of pixel intensity

values. The new range between 0 and 1 improves the speed of

convergence of the neural network. A schematic representa-

tion of the CNN which is an adapted version of [16] is shown

in Figure 5.

To train and test the CNN, data is split into 5 equal

segments for fivefold cross validation. All class labels are

encoded to one hot vectors, eg. class 2 is represented as

[0, 0, 1, 0, . . .]. Next, a random seed is initialized to pick

up random data for training and testing. Conv1 and Conv2

consists of 2 sets of layers each with 32 filters and 64 filters.

A kernel filter is parsed over the entire image transform-

ing it. Maxpool is subsequently used to reduce dimensions/

down-sample the output of Conv layer. Maxpool prevents

overfitting and reduces computation cost. The Conv andMax-

pool together help to decipher local features and combine

them to form more global features. Figure 6 is a represen-

tation of crossfolded iris images after passing through filters

of the CNN at layer1, layer3, and layer 6. The dropout layer

is used to randomly ignore certain weights forcing the CNN

to learn in a distributed way. For this model, we propose to

use ReLU (Rectified Linear Unit) activation function as a

rectifier to add non-linearity to the network. ReLU is chosen

due to important advantages over activation functions like the

Hyperbolic Tangent (TanH) and Sigmoid. ReLU is known to

minimize the vanishing gradient problem present in TanH and

Sigmoid functions [31], which prevents network learning due

to the occurence of a vanishingly small gradient. ReLU is also

known to converge to the global minima faster than TanH and

Sigmoid, and is computationally more efficient to compute

as it does not perform exponential operations [31]. Finally,
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FIGURE 5. CNN for biometric feature extraction: A novel, compact, 6-layer CNN is proposed with adaptations inside the box.

FIGURE 6. Activations of crossfolded iris images through various layers of the CNN.

fully connected layers like Flatten and Dense are used, after

which SoftMax activation generates the probability of each

class. After the model construction, a score function, loss

function and optimization algorithm are set up. The loss

function measures howwell the model performs using known

labels. The loss function used is categorical cross entropy [17]

defined as (1):

−

M∑

c=1

yo,clog(po,c) (1)

where:

M - number of classes,

y - binary indicator (0 or 1) if class label c is the correct

classification for observation o, and

p - predicted probability observation o is of class c.

The model’s initial kernel values, weights and bias are set

by an optimizer to minimize loss. In our research, RMSprop

with default values has been chosen which monotonically

decreases the CNN’s learning rate. It is faster than stochastic

gradient descent and less aggressive than the Adagradmethod

[32]. It also resolves Adagrad’s radically diminishing learn-

ing rate problem [32]. An annealer is then used to help the

optimizer converge faster to the global minimum of the loss

function. When the learning rate lr is high, the optimizer may

get stuck in a local minimum, which is undesirable. Thus, the

lr has to be decreased in a slow and steady manner to reach

the global minimum. We have chosen to reduce lr by half,

if accuracy is not improved after 3 epochs, and set minimum

lr to 0.00001. This type of adaptive learning is implemented

by the ReduceLROnPlateau function on the RMSprop. The

last step is fitting the model and calculating accuracy and loss

after each epoch which is a forward and backward pass over

an entire dataset through the neural network once. The CNN

model is stored as a Keras model in a HDF5 file. This returns

a model identical to the previous one (with same weights and
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biases) every time the CNN runs. The biometric features are

then extracted from the final dense layer alongwith labels and

stored as (1 × 256) vectors. Due to the reduced dimensional

size of features from 16384 to 256 by the CNN, there is

no need to use methods like Principle Component Analysis

for dimension reduction, which is an added advantage. The

deep learningmodel has been implemented on standalone and

cloud architectures to compare accuracy and response times.

D. CANCELABLE TEMPLATE GENERATION (PHASE 4)

We propose to utilize cancelable biometrics to ensure privacy

and security of biometric templates on the cloud. Biomet-

ric features extracted from the CNN are transformed into

cancelable templates, through the use of random projection.

According to the Johnson and Lindenstrauss lemma [15],

if points in a vector space are of sufficiently high dimension,

then they may be projected into a lower-dimensional space in

a way which approximately preserves the distances between

the points. The objective of RP is to maintain euclidean

distance before and after projection, preserving statistical

properties. It has proved to be effective in works [5], [9],

[10] for cancelable template generation. The proposed tech-

nique comprises of two steps: a) Generation of an orthog-

onal matrix (O) from userkey (K) and b) Multiplication of

crossfolded feature matrix (CFm) and (O) to form the final

cancelable database (CB = CB1, CB2, . . . CBn) stored on

the cloud. The original biometrics remain safe since only the

cancelable templates are stored and used for subsequent user

authentication.

E. USER AUTHENTICATION (PHASE 5)

The user authentication module is deployed on the cloud

platform, for which we propose a novel MLP model. The

motive behind utilizing MLP, stems from its efficiency in

classification, regression, and mapping functions [26]. This

is due to its ability to distinguish data that is not linearly

separable [26]. The non-linear mapping property of map-

ping an N-dimensional input signal to an M-dimensional

output signal, makes it a suitable matching module in this

work.

1) MLP MODEL

Multi Layer Perceptron (MLP) is a type of feed-forward

neural network. Similar to the CNN, it uses a supervised

learning approach of backpropagation for training. The pro-

posed MLP consists of three hidden layers consisting of 200,

100, and 50 fully connected nodes. Figure 7 is a visual-

ization of the MLP model. Adam optimizer has been uti-

lized along with the Relu activation function. Learning rate

was initialized to 0.001 with momentum 0.9. A comparative

study of MLP vs SVM (Support Vector Machine), k-NN

(k-Nearest Neighbor), D-Tree (Decision Tree), and Naive

Bayes classifiers has been performed to establish its superi-

ority over the classical machine learning models. The perfor-

mance of MLP on cloud vs stand alone system has also been

evaluated.

FIGURE 7. Proposed MLP model.

2) MLP COMPLEXITY

For a neural network with t training samples, f features, h

hidden layers containing n neurons and o output neurons, the

time complexity of backpropagation is calculated as O(t ∗ f ∗

nh ∗ o ∗ i), where i is the number of iterations [28]. Since

proposed MLP has a small feature set of 256 and only 3 hid-

den layers (200, 100, and 50 neurons), 896 training samples,

224 output neurons for 200 epochs, the time complexity of

backpropagation is found to beO(896∗256∗3503∗224∗200).

This is much less than standard deep neural nets making it

computationally very fast.

IV. EXPERIMENTS

A. EXPERIMENTAL SETUP

Iris data was acquired from IIT-D Database (v1) [18],

collected by IIT-D Biometrics Research Lab using JIRIS

JPC1000 in 2007. 176 males and 48 females in the 14-55

age bracket were studied. Each image (320 × 240 pixels,

225kb) was resized to 128 × 128 pixels of 17kb each.

MMU was another iris dataset of 45 individuals obtained

from Multi-media University [29]. Multi-instance middle

and index fingervein images were acquired from FV-USM

Dataset [30]. The infrared fingervein dataset consists of sam-

ples from 123 individuals (83 males and 40 females) in 22 to

50 age group. Images have an extracted Region Of Inter-

est (ROI) and are rescaled to 128×128 pixels from 640×480

pixels, for better control of image processing through the

layers of CNN. Figure 8 exhibits sample iris and fingervein

images of the 3 datasets, with plots depicting label count for

each sample. Images were pre-processed by grey scaling and

pixelating.

B. EXPERIMENTAL RESULTS

We carry out experiments on both standalone and cloud

platforms. Metrics of accuracy, loss, time, speed, and quality

of neural network training have been compared for both
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FIGURE 8. Data statistics: Figure 8(A) displays sample right and left iris images from IITD dataset.
Figure 8(B) displays sample right and left iris images from MMU dataset. Figure 8(C) displays sample
index and middle fingervein images from FVUSM dataset. (Right) Plots depicting labels vs number of
samples per label for all the 3 datasets.

FIGURE 9. Standalone vs cloud architecture comparison of CNN
performance on IITD data.

scenarios. Proposed biometric feature extraction using CNN

has been compared to other classical feature extraction meth-

ods. MLP performance for user verification is evaluated by

Genuine Acceptance Rate (GAR), False Acceptance Rate

(FAR), Equal Error Rate (EER), and Area Under the Curve

(AUC). A comparison ofMLP performance against otherML

classifiers has also been carried out. The proposed system

demonstrates high accuracy, speed, and cost-efficiency.

Summary of Results: Figure 9 depicts the training, test

accuracy, and loss curves for the proposed CNN on the IITD

database. Figure 9(a) depicts CNN training on a standalone

system. Figure 9(b) illustrates training of the CNN imple-

mented on the cloud platform. It can be noted that the CNN

achieves training accuracy of 97.3%, and validation accuracy

of 90%. However, the CNN model on cloud learns the data

faster and smoother starting from the fifth epoch. Cloud

architecture also accelerates training time from 48.8s on the

standalone system to 23.2s on the cloud (2x speed). Proposed

CNN on cloud achieves 80% validation accuracy on MMU

data, and 92% on FV-USM data (Figure 10). Table 1 demon-

strates EER of the proposed CNN feature extraction is lower

than classical feature extraction methods.

Biometric features are extracted from the final dense layer

of the CNN and transformed to cancelable templates using

random projection. CB templates are then stored in the cloud

database, and are used for subsequent user authentication.

We propose a MLP model for user authentication (matching

module) on the cloud. In this work, we have followed a

commonly used five-fold cross validation for training and

testing. Average of five testing scenarios are reported in this

section. Furthermore, additional tests have been performed

on FV-USM fingervein dataset that include: ten-fold cross
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FIGURE 10. CNN training and validation curves on the AWS cloud.

TABLE 1. Comparison of proposed biometric feature extraction using
CNN vs other feature extraction methods.

validation, stratified five-fold cross validation, and repeated

random train test splits. The MLP obtains a high accuracy of

99.55% using 5-fold cross validation for FV-USM dataset on

both standalone and cloud architectures (Figure 12). Ten-fold

cross validation resulted in 99.5% accuracy. Stratified cross

validation (preserving percentage of samples for each class)

obtained 99.49% accuracy. The repeated random train test

split approach (hybrid of traditional train test split and k-fold

FIGURE 11. (a) Receiver Operating Characteristic (ROC) for MMU, IITD
and FV-USM data (b) Detection Error Tradeoff (DET) curves with Equal
Error Rate (EER) for three datasets.

TABLE 2. Comparison of classifiers for user verification.

cross validation) results in 98.87% accuracy. The results

demonstrate uniform consistently high accuracy in all testing

scenarios.

Figure 11(a) establishes high AUC of 0.92 (MMU dataset),

0.98 (IITD dataset), and 1.00 (FV-USM dataset) by com-

paring GAR vs FAR. Figure 11(b) compares FRR and

FAR values. Low EER of 0.14 (MMU), 0.04 (IITD), and

0.01 (FV-USM) is obtained for the proposed model on the

cloud. We compare performance of proposed model to other

ML algorithms like SVM, kNN, DTrees, and Naive Bayes

(Table 2). MLP obtains lowest EER of 0.04, followed by

SVM (EER 0.12) and DTrees (EER 0.35). Table 3 sum-

marizes time and accuracy of standalone vs proposed cloud
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FIGURE 12. Proposed MLP attains 99% validation accuracy.

TABLE 3. Speed and accuracy on cloud vs stand-alone.

architecture. Proposed model achieves higher accuracy than

recent work [11], where authors obtain 95.27% for IITD data

on the cloud. It can be seen that time is significantly reduced

while accuracy of biometric identification increased by using

the cloud.

C. COST - BENEFIT ANALYSIS

Cloud solutions offer scalable and cost effective solutions,

thanks to its pay-as-you-go feature. In this section, a cost-

benefit analysis of the proposed system is performed. Two

major costs are taken into consideration - a) Hardware costs

and b) Processing costs. Two metrics are considered to eval-

uate the cost efficiency of the system. The first is a cost

comparison between different biometric domains. The sec-

ond metric deals with cost variations as the size of the data to

be processed increases. Increase of data size leads to increase

of processing requirement. AWS EC2 - AmazonWeb Service

Elastic Cloud Compute allows to scale VM instances as per

processing requirements, and charges on hourly basis.

Total cost for the proposed system is given by CTot =

CH + CP, where CH denotes hardware and implementation

costs, and CP is the data processing cost on the Virtual

Machines (VMs) on EC2. It should be noted that AWS

charges only when the VMs start processing, no costs are

levied during booting of the machines. CP can be further

calculated as CP = nI * cI * t, where nI is the number of VM

instances, cI is the hourly cost per instance and t is the running

time in hours. Amazon provides different VM instances such

as T2, M3, C3, G2, G3, P2, P3 with differing processing

power and memory capacities. Proposed systemmakes use of

FIGURE 13. Number of VMs vs total cost in USD on AWS EC2.

the multi GPU and CPU g3.16xlarge instance. Assuming the

proposed recognition system is running 24/7 at the price of

2.152USD/hour for a reserved instance, the yearly cost would

amount to 18,852 USD (CP Processing cost). If high end iris/

fingervein scanner hardware devices were to be implemented,

the total CTot would amount to approximately 20,000 USD.

Table 4 compares the system to already existing biometric

solutions in literature. Table 4 establishes that the proposed

system incurs the lowest cost. Cloud solutions can reduce

processing costs, and thereby provide a much more cost effi-

cient solution. Figure 13 depicts how the cost increases with

increase in data and processing. Overhead cost for additional

memory usage for every 50 instances has also been taken into

consideration. From the graph, it can be inferred that the cost

increases linearly as the number of VM instances increase.

This is particularly useful for small and medium enterprises,

where the system can be scaled up without an exponential rise

in cost. Therefore, it can be concluded that implementation of

a cancelable multi-instance biometric recognition system on

cloud is very cost effective. The following section analyzes

the non-invertibility property of the genearted cancelable

templates.

D. NON-INVERTIBILITY ANALYSIS

In the proposed system, CB templates are generated as a result

of two transformations ∇1 and ∇2. ∇1 refers to the cross

folding of left and right iris feature matrices of a user to obtain

the biometric crossfold CF. This is through the generation

of a random matrix G of 128 × 128 based on userkey K.

This generated matrix is then converted to a binary matrix

B of dimensions 128 × 128 based on a threshold value α

generated from the matrix itself. ∇2 refers to the cancelable

template generation through random projection. In this trans-

form, an orthogonal matrix O is generated from K. Extracted

features of the cross folded biometric CF are multiplied to

the orthogonal matrixO to form the final cancelable template

CBn = On * CFn.

An attacker cannot obtain original biometrics possessing

both userkey and CB template because:

• Reconstruction of G of size 128 × 128 is nearly impos-

sible due to the possible combinations in the range of

1010128∗128 (ten digit number with repetitions for each

VOLUME 8, 2020 112941



T. Sudhakar, M. Gavrilova: CB Using Deep Learning as a Cloud Service

TABLE 4. Cost comparison of different biometric solutions.

digit (0-9) and 16,384 such data cells for a 128 × 128

matrix). It is therefore difficult to calculate threshold

value α which is generated from G itself. Therefore

constructing the binary matrix B by applying threshold

α to G has 2128∗128 possible combinations.

• Further, reconstruction of the orthogonal matrix O from

the CB template is very difficult. This is due to the

decimal nature of the matrix. Combinations are in the

order of 1010
256

(ten digit number with repetitions for

each digit (0-9) and 256 such data cells for a 16 × 16

matrix) making it computationally unfeasible to obtain

the same crossfolded feature matrix. Therefore, obtain-

ing right and left iris features would be very hard from

the crossfolded feature matrix due to the complexity of

the generatormatrix as described in the point above. This

combination of the two transforms ∇1 and ∇2 make

it a secure technique with very little risk of template

inversion.

V. CONCLUSION

This paper proposes a novel cancelable biometric system

based on deep learning, realized on the AWS cloud platform.

In this work, the biometric engine, cancelable database, and

deep learning module of the cancelable system are offloaded

to the cloud. Parallel processing of convolutional neural

network implemented on the cloud made it computation-

ally faster than standalone systems, while maintaining accu-

racy. A novel cross folding and QR code steganography of

multi-instance biometrics was utilized to protect biometric

data from spoofing and replay attacks during transmission

to the cloud. On the cloud, CNN was utilized to extract

crossfolded biometric features that were converted to cance-

lable templates through the utilization of random projection.

A novel MLP architecture was proposed for user verification.

High accuracy of 99.55% was observed, outperforming other

machine learning algorithms. Data parallelization on cloud

was found to reduce processing time and cost when compared

to other standalone biometric systems. We therefore establish

that the proposed cancelable system on the cloud is accurate,

secure, time, and cost efficient. Integrating BaaS into existing

systems and networks is one of the future research directions.
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