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Introduction 

Canonical Cyclic Quotient Singularities 

of Dimension Three 

Masa-Nori Ishida and Naoko Iwashita 

The notion of canonical singularity of an algebraic variety defined 
over C was introduced by Reid [6] as a generalization in higher dimension 

of that of Du Val singularity which appears in the canonical model of a 

surface of general type. In this paper, we classify toric canonical singu
larities of dimension three. In particular, we can explicitly classify cyclic 

quotient singularities which are canonical of dimension three, since they 

are toric. Although the necessary and sufficient condition for a toric 

singularity to be canonical was already given in [6], explicit classification 

had some combinatorial difficulties. Terminal singularities [7] form an 
important subclass of the class of canonical singularities. Morrison and 

Stevens [4] gave a classification of terminal cyclic quotient singularities. 

As they mentioned in [4], White [8] had already proved the combinatorial 

part of their result. 
Iwashita gave a classification of 3-dimensional canonical cyclic quo

tient singularities in her Master's thesis [2] by using the result of White. 

Independently, Morrison [3] also obtained the same result under a weak 

restriction by using the results on Fermat varieties by Aoki and Shioda. 
In order to simplify the proof of [2], we change the method slightly. 

The classification of 3-dimensional cyclic quotient singularities is almost 

equivalent to that of 3-dimensional affine canonical toric varieties defined 
by trigonal cones. In Section 2, we determine those defined by g-gonal 

cones with g>4. The classification for the trigonal case is given in Section 
3. These results are summarized as Theorem 3.6. In Section 4, we 

determine canonical cyclic quotient singularities of dimension three ex
plicitly using the results in Section 3. 

The second author expresses her thanks to Professors T. Oda and 

F. Sakai for their encouragement. 

Notation. For integers n>O and m we denote by [m]n the integer 

which satisfies O:S;:[m]n<n and m=[m]n (mod n). 
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For integers aj, .. " an> we denote by g.c.d. (a j, .. " an) the greatest 

common divisor of aj, .. " an' 

Matrices represent the linear homomorphisms obtained by applying 

to column vectors from the left. 

§ 1. Integral convex polygons 

We consider the real plane RZ with the lattice Z2 and the fixed origin 

O. 

Definition. For two subsets S, S' of R Z and a positive integer k, we 

say Sand S' are k-equivalent if S'=S+u for an element u E kZz. 

Definition. A subset P of RZ is said to be an integral convex polygon 

if P is equal to the convex hull of a finite subset of Z2 which is not con

tained in a line. 

For an integral convex polygon P, we denote by g(P) the least car

dinality of finite subsets which span P, i.e., P is a g(P)-gon. We denote 

by P(vj, .. " vg ) the integral convex polygon minimally spanned by 

{Vj' "', vg}ez 2• 

Lemma 1.1. Let PeR2 be an integral convex polygon with g(P);:;;4. 

Then, for a coordinate system of Z2, the polygon P contains a quadrangle 

I-equivalent to either 

(I) Dj=P«O, 0), (1,0), (1,1), (0, 1», or 

(2) Dz=P«(1, 0), (0, 1), (-1,0), (0, -1». 

Proof Suppose there exists an integral convex g-gon P with g;:;;4 

such that P contains no square I-equivalent to D j or Dz. Let P be one 

of such polygons with the smallest area. Note that this is possible since 

the area of an integral polygon is a half integer. 

Claim: P is a quadrangle. Indeed, if P were ag-gon (P(v j, "', vg ) 

with g'2.5, then P(vj, .. " v4) would contain no quadrangle which is 1-

equivalent to D j or D2, a contradiction to the minimality of P. Hence P 

is a quadrangle. 

Let P=P(vj, .. " v4) and VjVZ' VzVs, VSV4 and V4Vj be the edges of P. 

The quadrangle P has two diagonals VjVs and VZV4. Let Q be the intersec

tion of these two diagonals. 

Claim: If P has a lattice point R other than the vertices, then R = Q. 

Indeed, if R=t=Q, then by renumbering Vj' "', V4, if necessary, we may 

assume R is in the triangle P(v3 , V4, Vj) and R ~ VjV3' Then P(vj, V2 , v,, R) 
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would contain no quadrangle I-equivalent to DI or D 2, again a contradic
tion. 

If the point Q is a lattice point, then we may translate P so that Q 
is the origin. Since the triangle pea, VI' v2) contains no lattice point other 

than the vertices, {VI' v2} is a basis of the lattice. Since Q is the unique 

lattice point in the relative interior of the diagonals, we have Vs = - VI 

and V 4 = - V2• Hence P is equal to the quadrangle D2, a contradiction. 

If Q is not a lattice point, then the quadrangle P contains no lattice point 
other than the vertices. We translate P so that V4 is the origin. Then 

{VI' Vs} is a basis of the lattice. Thus V2 = XVI + yvs for integers X and y. 

By the convexity of P, we see that x, yare positive integers. Since the 

triangle P(vl, V2, v3) contains no lattice point other than the vertices, its 

area (x+y-I)/2 is equal to 1/2. Thus x=y=I, and P is equal to D I , a 

contradiction. q.e.d. 

Definition. Let P=P(vI , ••• , vg) be an integral convex polygon and 

let vl=(al, bl), ... , vg=(ago bg) for a coordinate system of Z2. Then, for 

a positive integer k, the polygon P is said to be k-canonical if the closed 
convex cone C(P X {k}): = {c(a, b, k); c::=::: 0, (a, b) E P} in R2 X R = RS 

generated by {(aI, bl, k), ... , (a g , bg , k)} has no lattice point (XI' X 2, xs) 

with O<xs<k. 

Remark 1.2. If two integral convex polygons are k-equivalent, then 

the cone C(PX{k}) can be transformed to C(P'X{k}) by a linear trans
formation in GLsCZ). Hence P' is k-canonical if and only if so is P. 

The following lemma is obvious from the definition. 

Lemma 1.3. Let P and P' be integral convex polygons with P' C P. 

If P is k-canonical for a positive integer k, then so is P'. 

Let N be a free Z-module of rank 3, and let M be its dual Z-module. 

For a closed convex cone rr of dimension 3 in N R = N cg; z R which is 
generated by a finite number of elements nl , ... , n. of N, we consider the 

subsemigroup Mn rrv ={m E M; <m, n)::=:::O, n E rr} and its semigroup ring 

C[Mn rrV]=ffimEMn.V Ce(m), where {e(m); m E Mn rrV} is a C-basis with 
multiplication defined by e(m)·e(m')=e(m+m') for m, m' E Mnrrv. By 
Reid [6, Theorem 3.9 and the footnote on p.294], the point of the affine 

toric variety X.=Spec(C[MnrrV]) which corresponds to the maximal 

ideal C[M n rrV\{O}] is canonical of index k, if and only if there exists a 

coordinate system (XI' X 2, xs) of N such that the intersection of rr with the 

plane {xs = k} eN R is a polygon spanned by lattice points and there is no 

lattice point (XI' X 2 , xs) in rr with 0<x3<k. Hence the classification of 
3-dimensional toric canonical singularities of index k is reduced to that of 
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k-canonical integral convex polygons. 

Remark 1.4. Any integral convex polygon is I-canonical. Since 

this is exactly the case where the ring C[Mn 1CV] is Gorenstein by Ishida 

[1, Theorem 7.7], we conclude that every Gorenstein toric singularity is 

canonical. This holds in any dimension. 

§ 2. Canonical g-gon with g > 4 

The purpose of this section is to show the following: 

Theorem 2.1. Let P be an integral convex polygon with g(P»4. If 
P is k-canonical for an integer k > 2, then we have k = 2 and P is 2-equivalent 

to P «1, 0), (1 +m, 1), (1,2), (I-n, 1» for some positive integers m, nand 

for a coordinate system of Z2. 

We need the following two lemmas. 

Lemma 2.2. Let a and b be integers. Then the square P=P«a, b), 

(a+I, b), (a+I, b+I), (a, b+I» is not k-canonicalfor k>2. 

Proof Set vo=(a, b, k), VI =(a+ 1, b, k), v2=(a, b+ 1, k) and Vs= 

(a+I,b+I,k) for the integer k>2. Let rand s be the integers which 

satisfy a=r, b=s (mod k) and O<r, s~k-l. Then the point 

{(k-I-r) (k-I-s)/k(k-I)}vo+{r(k-I-s)/k(k-I)}vl 

+{(k-I-r)s/k(k-I)}v2+{rs/k(k-I)}vs 

=({(k-I)a+r}/k, {(k-I)b+s}/k, k-I) 

is a lattice point in the cone C(PX{k}), since the coefficients are non

negative and (k-I)a+r = -a+r =0, (k-I)b+s= -b+s=O (mod k). 
Hence the square is not k-canonical by definition. q.e.d. 

Lemma 2.3. Let (a, b) be a point of Z2. If the quadrangle P= 

P«a+ 1, b), (a, b+ 1), (a-I, b), (a, b-I» is k-canonical for an integer 

k>2, then k=2 and a and b are odd. 

Proof Let rand s be the integers such that -a=r, -b=s (mod k) 

and O<r, s<k-l. By changing the signs of the coordinates of Z2, which 

means a or b is replaced by -a or -b, respectively, if necessary, we may 

assume O<r, s<k/2. Assume r or s is not equal to k/2. Then we have 

O~r+s<k-l. We set. vo=(a+ 1, b, k), VI = (a, b+ 1, k), v:=(a-I, b, k) 
and vs=(a, b-I, k). Then the point 
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{(k-l-r-s)r/2k(r+s)}vo+{(k-l-r-s)s/2k(r+s)}vl 

+{(k-l +r+s)r/2k(r+s)}vz+{(k-l +r+s)s/2k(r+s)}vg 

=({(k-l)a-r}/k, {(k-l)b-s}jk, k-l) 

139 

is in Za n C (P X {k}), since the coefficients are nonnegative and since 

(k-l)a-r= -a-r=O and (k-I)b-s= -b-s=O (mod k). Hence, if 
the quadrangle is k-canonical, then we have r=s=kj2. In particular, k 

is even. Furthermore, since -2a=2r=0,-2b=2s=0 (mod k), we have 
(k-2)a=(k-2)b-0 (mod k). Hence 

{(k-2)jk}(a, b, k)=«k-2)ajk, (k-2)bjk, k-2) E Z3. 

Hence, if k> 2, the quadrangle P is not canonical. 

and a=b= 1 (mod 2). 
Hence k=2, r=s= 1 

q.e.d. 

Let P be a k-canonical integral convex polygon for an integer k?.2. 

Then by Lemmas 2.2 and 1.3, P does not contain the square P«(a, b), 

(a+ 1, b), (a+ 1, b+ 1), (a, b+ 1». Hence, if g(P»4, we know by Lemma 
1.1 that P contains a quadrangle I-equivalent to Dz=P«(1, 0), (0, 1), 
(-1, 0), (0, -1» for a coordinate system of ZZ. 

The proof of the theorem is thus reduced to the following: 

Proposition 2.4. Let P be a k-canonical convex polygon with k > 2 

which contains a quadrangle I-equivalent to D z• Then k=2 and P is 2-

equivalent to a quadrangle P«I,O), (1 +m, 1), (1,2), (1-n, 1» for some 

positive integers m, n and for a coordinate system of ZZ. 

Proof We have k=2 by Lemma 2.3. We take P' which is 1-
equivalent to P and contains Dz• Let (a, b) be a lattice point of P' which 
is not in Dz• 

Claim: a=O or b=O. Indeed, suppose a*O and b*O. Then by 
c.banging the signs of the coordinates of Z2, if necessary, we may assume 

'a, b>O. Then P' contains Dl and P is not k-canonical by Lemmas 1.3 
and 2.2. 

By exchanging the first and the second coordinates of ZZ, if necessary, 

we may assume b=O and a>2. Let (a', b') be another lattice point of 

P'\Dz• Then we have a' =0 or b' =0. If a' =0, then we may assume 
b'>2. Hence D1cP', which is impossible by Lemma 2.2. Thus every 
lattice point of P' other than (0, 1) and (0, -1) is on the line {(x, 0); X E R}. 

Let m and n be the largest integers with (m,O) E P' and (-n, 0) E P', 

respectively. Since P' is an integral convex polygon, we know P' = 



140 M.-N. Ishida and N. Iwashita 

P«(O, -1), (m; 0), (0, 1), (-n, 0». Hence P=P«(a, b-I), (a+m, b), 

(a, b+ 1), (a-n, b») for some integers a, b. By Lemmas 1.3 and 2.3, we 
know a, b are odd, and hence P is 2-equivalent to P«(l, 0), (1 +m, 1), (1, 2), 
(I-n, 1». q.e.d. 

Proposition 2.4 also implies the following. 

Corollary 2.5. Let P be a k-canonical integral triangle for an integer 

k> 2. Then P does not contain any integral convex quadrangle. 

Proof. Suppose P contains an integral convex quadrangle P'. Then 
by Lemmas 1.3 and 2.2, P' does not contain any quadrangle I-equivalent 
to Dl for any coordinate system of ZZ. Hence, by Lemma 1.1, P' con
tains a quadrangle I-equivalent to Dz for a coordinate system of ZZ. Then 

by Proposition 2.4, P must be a quadrangle. q.e.d. 

§ 3. Canonical triangles 

In this section we classify k-canonical integral convex triangles. Since 
every integral triangle is I-canonical, we consider the case k~2. By 
Corollary 2.5, they contain no integral convex quadrangle in case k~2. 

Proposition 3.1. Let P=P(v1, VZ, vs) be an integral convex triangle 

which contains no integral convex quadrangle. Then the triangle P is 1-

equivalent to either 

(1) P1=P((0, 0), (1,0), (0,1», 
(2) Pz,m=P(O, 0), (1,0), (0, m»; (m>2), 

(3) Ps,m=P((O, 0), (1,0), (-1, 2m»; (m~2), 

(4) P4,m=P((0, 0), (1,0), (-1, 2m+I»; (m>I), or 

(5) Ps=P((O, -1), (2,0), (-1,2», 

for a coordinate system of Z2. 

For distinct points Q, Q' on Ir-, we denote by L(Q, Q') the line 
which goes through Q and Q'. We need the following lemma. 

Lemma 3.2. In the situation of Proposition 3.1, suppose the triangle 

P contains two lattice points S, S' in the interior. Then the line L(S, S') 

goes through one of the vertices of P. 

Proof. It is sufficient to show that S' is on the union U~=l L(vi' S). 

Otherwise, we may assume S' is in the interior of the area K in Figure I 

by renumbering v/s, if necessary. Then P(v!> S, S', vs) is an integral 
convex quadrangle. q.e.d. 
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Figure 1. 

Proof of Proposition 3.1. (i) When the triangle P contains no 

lattice point other than the vertices, (v2 - Vj , V3- VI) is a basis of Z'. 

Hence P is I-equivalent to PI for the coordinate system associated to this 
basis. 

(ii) We consider the case where P contains a lattice point other 

than the vertices on an edge but there is no lattice point in the interior. 

Let VI V2, VZV3' Vj V3 be the edges of P. Suppose there exist lattice points 

Uj E VjV" U, E VjV3 other than the vertices. Then P contains the integra' 

convex quadrangle P(v" V3, UI , u2). This implies that the lattice points 0.1 

the boundary of P other than VI' V2, V3 are on a common edge. Hence we 

may assume that they are contained in VI v~. Let W be the lattice point on 

VIV3 closest to VI' Since the triangle P(VI' V" w) contains no lattice point 
other than the vertices, it is I-equivalent to PI for the coordinate system 

associated with the basis (v2 - VI' w- v j ). Hence P is I-equivalent to P2,m 

with respect to the integer m with v3=vl +m(w-vl ). 

(iii) Now suppose the triangle P contains a lattice point in the in
terior of P. There are the following two cases: 

Case (a). The triangle P has a lattice point on an edge other than 

the vertices. 
Case (b). The triangle P has no lattice point on the edges except 

for vertices. 
We first consider Case (a). As we saw in the proof of (ii), such 

an edge is unique for P. We may assume that a lattice point U is on 

V2V3\{V2, v3} by renumbering v/s, if necessary. Let W be a lattice point in 

the interior of P. If W $ VjU, we may assume that W is in the interior of 

the triangle P(VH U, V3)' Then P contains the quadrangle P(v l , V2, u, w), a 

contradiction. Hence W E VjU' Moreover if there exists another lattice 

point u' on v,v3\{v" V3}, then we have W $ vju', again a contradiction. 

Hence U is a unique lattice point on V2V3\{ V2 , v3} and any lattice point in 
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the interior of P is on the segment vlu. Let w' be the lattice point on VIU 

closest to VI' Since (v2- v" W' - VI) is a basis of Z2, we see that P(VI' V2, vs) 

is I-equivalent to Pa,m for the coordinate system of Z2 associated with this 

basis and with respect to the integer m with u=vl+m(w'-vl). 

We divide Case (b) into two subcases according as whether all the 

lattice points in the interior of P are on a common line L or not. 

In the first subcase we may assume that the line L goes through the 

vertex VI by renumbering the indices of v" V2, VS' Indeed, this follows 

from Lemma 3.2, when there are at least two lattice points, while it is 

trivially true if there exists only one lattice point in the interior of P. Let 

S be the lattice point on L closest to VI' Then (V2 - V" S - VI) is a basis 
of Z2. For the coordinate system of Z2 associated with this basis, P is 

I-equivalent to P4,m where m is the number of lattice points in the interior. 

Now consider the subcase where the lattice points in the interior of 

P are not on a common line. Obviously, there are three such points S, 

S', S" not on a line. By Lemma 3.2, we may assume the line L(S, S') is 

equal to L(v" S). We may assume VI'S, S', ate on L(S, S') in this order. 

Let Ss and S4 be the intersection L(V2' S) n L(va, S') and L(vs, S) n L(v2 , S'), 

respectively (see Figure 2). By Lemma 3.2, S" is on both U ~~lL(Vi' S) 

and U ~~lL(Vi' S'). Since S" $ L(v" S), this implies S" is either Sa or S4' 

It does not happen that there exist two lattice points not on L(vI' S), be

cause otherwise they are Sa and S4 and P would contain the integral quad

rangle peS, SS, S', S4)' We may assume S"=Ss by exchanging the indices 

of V2 , vs, if necessary. Then by a similar argument, we see that S (resp. 

S') is the unique lattice point in the interior of P which is not on L(va, S') 

(resp. L(V2' S». Therefore {S, S', S"} is the complete set of lattice points in 

the interior of Pand vl-S=S-S', v2-S"=S" -S and vs-S'=S' -S". 

Since the triangle peS, S', S") contains no lattice point other than the 

vertices, (S" -S, s' -S) is a basis of ~2. Thus for the coordinate of Z2 

Figure 2. 
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associated with this basis, it is easy to see that P(Vl' V2• Vs) is equal to 

P5 + S. q.e.d. 

Proposition 3.2. Let k>2, m>I, a, b be integers. Then, for v1 = 

(a, b), v2=(a+ 1, b), vs=(a, b+m) E Z2, the triangle P=P(VI> V2, Vs) is 

k-canonical if and only if 
(i) a= -1 (mod k) and g.c.d. (b, k)= 1 in case m>2, and 

(ii) g.c.d. (a, k)=g.c.d. (b, k)= 1 and either a= -1, b= -lor a+b 

=0 (mod k) in case m= l. 

Our proof of this proposition depends on the following result: 

Lemma 3.3 (White [8, Theorem 1 and the remark after it)). Let T 

be a tetrahedron in RS with the vertices in the lattice ZS, and let {aj' aa, 

i = 1, 2, 3 be the three pairs of edges of T with a i n a~ = 0. Then the follow

ing conditions are equivalent. 

(1) For an i in {I, 2, 3}, every lattice point on the tetrahedron T is 

contained in at U a:. 
(2) There exist adjacent lattice planes 71: and 71:' with a j C71: and 

a~C71:' for some j E {I, 2, 3}, 

Furthermore, if aj U Ii: in (1) contains a lattice point of T other than 

the vertices, then j in (2) is equal to i. 

Remark. Two lattice planes in R3 are said to be adjacent if they are 

disjoint and there is no lattice point between them. This is equivalent to 
saying that there exist a surjective homomorphism ifJ: ZS-+Z and an 

integer a such that these two planes are spanned by ifJ-1(a) and ifJ- 1(a+ 1), 

respectively. 

We set v:=(v;, k) E Zs, for i= 1,2,3 and let T be the convex hull of 

{O, v~, V~, va. 

Lemma 3.4. In the situation of Proposition 3.2, the triangle P is 

k-canonical and the condition (2) of Lemma 3.3 is satisfied for the pair 

(Ov~, v~v~) if and only if a= -1 (mod k) and g.c.d. (b, k) = 1. 

Proof of Lemma 3.4. By the remark above, (2) of Lemma 3.3 is 

satisfied for (Ov~, v~vD if and only if there exist integers x, y, z which 

satisfy 

(AI) 

x(a+ 1)+ yb+zk=O 

xa+yb+zk=1 

xa+y(b+m)+zk= I. 
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From these equations, we have X= -1 and y=O. Hence it is equivalent 

to the existence of an integer z with -a+zk= 1, i.e., a= -1 (mod k). 

Under these equivalent conditions P is k-canonical if and only if Ov~ 
contains no lattice point other than the vertices. This is equivalent to the 

condition g.c.d. (b, k)= 1, since v~=(a+ 1, b, k) and g.c.d. (a+ 1, k)=k. 

q.e.d. 

Proof of Proposition 3.2. Suppose Pis k-canonical. Then, for m~2, 

we know that (2) of Lemma 3.3 is satisfied for the pair (bv~, viv~). By 
applying Lemma 3.4, we get (i) of Proposition 3.2. Now assume m= 1. 

Since the lattice points of T are necessarily its vertices, every pair of dis
joint edges of T satisfies (1) of Lemma 3.3. Hence (2) of Lemma 3.3 is sat-

isfied for one of the pairs E1 ={Ovi, vrv~}, E2={OV~~ vivi}, Es={Ov;, !1ivI}. 
Let.ft, j;, j; be automorphisms of Z2 defined by matrices 

respectively. We denote their scalar extension to R by the same letter h. 
Applying fi to the triangle P for each i = 1, 2, 3, we come to the situation 

of Lemma 3.4. For i=l, we have!t(P(vj,v2,vs))=Pj+(a,b). Hence 
we have a= -1 (mod k) and g.c.d. (b, k) = 1. For i = 2, we have 

j;(P(vj, v2, vs))=Pj +(b, a) and hence b= -1 (mod k) and g.c.d. (a, k) 

= 1. For i=3, we have j;(P(vj, v2, vs))=Pj+ (-a-b-I, b) and hence 

a+b=O (mod k) and g.c.d. (b, k)=1. Since we have g.c.d. (a, k)= 

g.c.d. (b, k) = 1 in every case, the logical sum of these conditions is equal 
to the condition (ii) of Proposition 3.2. 

Conversely, since two conditions in Lemma 3.4 are equivalent, P 

satisfying (i) is k-canonical. For P satisfying (ii), we can apply Lemma 

3.4 after the application of h as above. q.e.d. 

Proposition 3.5. Let P be one of the triangles Pj, P 2,m, Ps,m, P4 ,m, P5 

in Proposition 3.1. Then, for integers k>2, a, b, the triangle P+(a, b) is 

k-canonical if and only if the integers satisfy the following respective condi

tion for each of the cases in Proposition 3.1. 

(1) If P=Pj, then g.c.d. (a, k)=g.c.d. (b, k)=1 and either a=-l, 

b= -lor a+b=O (mod k). 

3). 

(2) If P=P2,m, then a= -1 (mod k) and g.c.d. (b, k) = 1. 

(3) If P=Ps,m, then k=2 and a=b= 1 (mod 2). 
(4) If P=P4 ,m, then m= 1, k=3, g.c.d. (a, 3)= 1 and b= -1 (mod 

(5) If P=P5, then k=2 and a=b= 1 (mod 2). 
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Proof The cases P=PI and P=P2,m are already proved as Proposi
tion 3.2. 

Let P=Ps,m' Then the triangle P+(a, b) is equal to P(VI,V2, vs) for 
VI = (a, b), v2=(a+I, b), va=(a-l, b+2m). Let v=(a, b+m). Then 
P(vl, v2, vs) is the union of triangles P(vl, v2, v) and P(v!> vs, v). Since 
P(v!> v2, v)=P2,m + (a, b), it is k-canonical if and only if 

(BI) a= -1 (mod k) and g.c.d. (b, k)= 1, 

by Proposition 3.2. Let I be the linear automorphism of Z2 given by 

1«(1,0»=( -1, 2m) and 1«0, 1»=(0, 1). Then we have I(P(vl, vs, v»= 

P2,m +( -a, 2ma+b). Since P(VI' vs, v) is k-canonical if and only if so is 
I(P(vl, us, v», we know it is k-canonical if and only if 

(B2) -a= -1 (mod k) and g.c.d. (2ma+b, k)= 1, 

by Proposition 3.2. It is clear that the logical product of (BI) and (B2) 
is equivalent to the condition (3) of the proposition, since k > 2. 

Now assume P=P4 ,m' Then we have P+(a, b)=P(v!> v2 , vs) with 
VI = (a, b), v2=(a+ 1, b) and vs=(a-I, b+2m+ 1). Let v be the point 
(a, b+m) = (VI +mv2+mvs)/(2m + 1) in the interior of P(v!> v2 , vs). Since 
the triangle P(u!> V2 , va) is the union of three triangles P(VI' V2, v), 

P(VI' VS, v) and P(V2' Va, v), it is k-canonical if and only if so are these 
three triangles. We now show that it is not the case if m> 1. Since 

P(v!> v2, v)=P2,m + (a, b), we have 

(B3) a= -1 (mod k) and g.c.d. (b, k)= 1, 

by Proposition 3.2. Let g be the linear automorphism of Z2 defined by 

g«I, 0»=( -1, 2m+I) andg«O, 1»=(0, 1). Then we have g(P(VI' Va, v» 

=P2,m +( -a, (2m + I)a+b). Hence we have 

(B4) -a= -1 (mod k) and g.c.d. «2m + I)a+b, k)= 1. 

Clearly, (B3) and (B4) imply k=2 and a is odd. This is a contradiction, 
since (B3) implies b is odd and (B4) implies b is even. Hence only the 
case m = 1 is possible. Then each of the three triangles has no lattice 
point other than the vertices. Since P(VI' V2, VS)=PI+(a, b), we have 

(CI) g.c.d. (a, k)=g.c.d. (b, k)= 1 and either (CI-I) a= -1, (CI-2) 

b= -lor (Cl-3) a+b=O (mod k). 

Let hi be the linear automorphism of Z2 defined by hl«I, 0»=( -1,3) 

and hl«O, 1»=(0, 1). Since hl(P(vl, Va, v»=P1+(-a, b+3a), we have 

(C2) g.c.d. (a, k)=g.c.d. (b+3a, k)= 1 and either (C2-I) -a= -1, 

(C2-2) b+3a= -lor (C2-3) 2a+b_O (mod k). 

Let h2 be the linear automorphism of Z2 defined by h2 «1,0»=(2, 1) 
and h2«0, 1»=(1, 1). Since hiP(v2, Va' V»=PI +(2a+b+ 1, a+b+ 1), we 
have 
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(C3) g.c.d. (2a+b+I, k)=g.c.d. (a+b+I, k)=1 and either (C3-1) 

2a+b+I:=:=-I, (C3-2) a+b+I:=:=-I or (C3-3) 3a+2b+2:=:=0 

(mod k). 

Thus the integers k, a, b must satisfy the above conditions (Cl), (C2) and 
(C3). It is easy to check that these conditions are satisfied if k=3, 

g.c.d. (a, k) = 1 and b:=:= -1 (mod k). 

The converse is proved as follows: We have to show k=3 and b:=:=-I 

(mod 3). We have k=/=-2, since otherwise (CI) implies a and b are odd, 

while (C2) implies b+3a is odd. (i) We assume (CI-I) a:=:= -1 (mod k). 

Then (C2-I) and (C3-I) do not occur, since k=/=-2 and g.c.d. (b, k)= 1, 

respectively. In this case, (C2-2) and (C2-3) both mean b:=:=2 (mod k), 

and either (C3-2) or (C3-3) is satisfied if and only if k=3. (ii) Next 

assume (CI-2) b:=:= -1 (mod k). Then (C2-1), (C2-2) and (C2-3) mean 

a:=:=I, 3a:=:=0 and 2a:=:=1 (modk), respectively, while (C3-I), (C3-2) and 

(C3-3) mean 2a:=:= -1, a:=:= -1 and 3a:=:=0 (mod k), respectively. We ex

clude (C3-2), since we have already checked the case a:=:= -1 (mod k). 

Since g.c.d. (a, k)= 1 and 3a:=:=0 (mod k) imply k=3, we also exclude 
(C2-2) and (C3-3). Hence we may assume (C3-I) 2a:=:= -1 (mod k) 

holds. Then (C2-3) does not occur since k=/=-2. In the remaining case in 

which (C2-I) and (C3-I) hold, we have k=3, since 2a:=:=2:=:=-I (mod k). 

(iii) Assume (CI-3) a+b:=:=O (mod k). Then (C2-3) and (C3-2) do not 

occur since g.c.d. (a, k)= 1 and k=/=-2, respectively. Then both (C3-I) and 
(C3-3) mean a:=:= -2 (mod k), and (C2-I) and (C2-2) both imply k=3, 

for this a. 

Finally we assume P=P5. Then we have P+(a, b)=P(vl , V2, vs) 

with VI = (a, b-I), v2=(a+2, b) and vs=(a-I, b+2). Let UI, U2 and Us 

be the lattice points (a, b), (a+ 1, b) and (a, b+ 1) on P(v l , V2, vs), respec

tively. Since the triangle P(VI' V2, vs) is the union of four triangles 

P(VI' V2, ul ), P(V2' vS, u2), P(VI' vS, us) and P(u l , U 2, us), it is k-canonical if 
and only if so are these four triangles. Thus we consider each triangle. 
Let hs be the linear automorphism of Z2 defined by hs«(1, 0))=(0, 1) and 

hs«O, 1))=(-1,0). We have hlP(vl , V2, uI)) = P2,2+( -b, a). Hence by 
Proposition 3.2, we have 

(Dl) -b:=:= -1 (mod k) and g.c.d. (a, k)= 1. 

Let h4 be the linear automorphism of Z2 defined by h4«(l, 0))=(1, 0) and 

hl(O, 1))=(1, 1). We have hlP(v2, vs, U 2))=P2,2+(a+b+ 1, b). Hence 

(D2) a + b + 1 :=:= - 1 (mod k) and g.c.d. (b, k) = 1. 

For the linear automorphism h5 of Z2 defined by h5«I, 0))=( -I, -1) 

and h5«0, 1))=(0, -1), we have h5(P(v l , vs, uS))=P2,2+(-a, -a-b-I). 

Hence 
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(03) -a==- -1 (mod k) and g.c.d. (-a-b-l, k)= 1. 

147 

By (01), (02) and (03), we have 1=(-b)+(a+b+1)+(-a)==--1-1 

-1 ==- - 3 (mod k). Thus k is 2 or 4 and a==-b==- 1 (mod k). Moreover, 

P(u!, u2 , us) = P! + (a, b). Hence by Proposition 3.2, (ii), we have 

(04) g.c.d. (a, k)=g.c.d. (b, k)= 1 and either a==- -1, b==- -lor 

a+b==-O (mod k). 

If k=4, (04) is not compatible with the condition a==-b==- 1 (mod k). 

Thus we have k = 2 and g.c.d. (a, 2) = g.c.d. (b, 2) = 1. This is the condi
tion (5) of Proposition 3.4. It is easy to see that (5) implies (01), (02), 

(03) and (04). q.e.d. 

By combining this proposition and the results in the previous sections, 

we get the classification of 3-dimensional toric canonical singularities as 

follows. 

Theorem 3.6. Let r = 3, and let a be a 3-dimensional cone. Then the 

associated affine toric variety Xu is canonical of index k>O if and only if, 
for a coordinate system N =- Zs, the cone a is equal to C (P X {k}) for one of 

the following polygons Pc R2 : 

(i) k= 1 and any integral convex polygon P. 

(ii) k =2 and P= P«(l, 0), (1 +m, 1), (1, 2), (1- n, 1» for some pos

itive integers m, n. 

(iii) k?:.2 and P=P« -1, b), (0, b), (-I, b+m»for integers m~ 1, 

b with g.c.d. (b, k) = 1. 

(iv) k=2 and P=P« -1, 1), (0, 1), (-2, 1 + 2m» for an integer 

m~2. 

(v) k=3 and P=P«-l, -1), (0, -1), (-2,2». 
(vi) k=2 and P=P«-l, -2), (I, -1), (-2, 1». 
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Proo): We know these cones define canonical to ric singularities by 
Remark 4.1, Theorem 2.1 and Proposition 3.5. We should prove the 

converse. If the index k= 1, then we know by Remark 1.4 that the cone 

is of type )). If a is a g-gonal cone with g ~ 4 and k ~ 2, then it is of type 

(ii) by The orem 2.1. If the cone a is trigonal and k ?:2, then the result 
follows fwm Proposition 3.5. Here note that the triangle of (1) of Prop

osition 3.5 is k-equivalent to a triangle of type (iii) for m= 1 for a suitable 
coordinate system of Z2. q.e.d. 

§ 4. CaDI mical cyclic quotient singularities 

Let r be a positive integer and let Pr be the cyclic group Zir Z of 

order r. Assume pr acts on the vector space C S linearly and effectively. 

Since ever;' representation of a finite abelian group in a C-vector space is 

a direct su~n of I-dimensional representations, the action of Pr is given by 

p(ZI> ZZ, zs) == (~alZH ~a2zz, ~a3zs) for a coordinate (ZI' Z2, zs) of C S and for 

some integers aI, az, as with O:S:al> a2, as<r, where p is a generator of pr 

and ~=exp (2nilr). We denote by Qr(al, az, as) the quotient of C S by this 
normalized action of the cyclic group. If the three integers r, al> az have 

a common divisor d> 1, then we have pr/d(ZI' ZZ, zs) = (ZI' zz, ~ezs) where e 

is the integer with O:S:e<r and e:::=rasld (mod r). By the effectivity of the 

action e is a primitive d-th root of 1. The quotient of C S by the 

subgroup Pd=(pr/d) is C S with the coordinate (WI' Wz, Ws) = (ZI' zz, zff) and 

the action of the factor group Pr/d=pr/Pd on it is given by p(WI> wz, ws)= 

(~al/dWI> ~a2/dwz, ~Cws) for ~ = ~d where P is the image of p in pr/d and c is 

the integer defined by O~c<rld and c:::=as (mod rid). Thus we know 

Qr(al, az, as) and Qr/ialld, a2ld, c) are isomorphic. By the same argument 
for the triples (r, a2 , as) and (r, aI, as), we may restrict ourselves to consider

ing the quadruple (r, aI, a2 , as) such that each of these triples has no com
mon divisor. Namely we set 

A={(r, al> az, as); r, aI' az, as E Z, r>O, O:S:al , a2, as<r 

and g.c.d. (r, ai, aj) = I for any i, j with 1 :S:i <j < 3} 

and we classify (r, aI, a2, as) E A for which QrCal> a2, as) is canonical. The 

elements (r, aI, a2 , as) and (r', ai, a~, a~) in A are said to be conjugate if 

(i) r=r', and (ii) there exists x E Z with l:S:x:S:r-l and g.c.d. (x, r)=1 

such that (ai, a~, a;) is equal to ([xal]" [xa2]" [xa3]r) or its permutation. 
These two elements of A are conjugate to each other if and only if the 
subgroups of GLs(Z) generated by 

and (
~a; 
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respectively, are conjugate to each other. Hence cyclic quotients 

Qr(al> a2 , as) and Qr,(a~, a~, a;) are isomorphic in this case. 

Theorem 4.1. Let (r, aI' a2, as) be a quadruple in A. Then Ihe cyclic 

quotient Qla1, a2, a3) is canonical if and only if it belongs to one of the 

following four classes. 

Class I. (r, al> a2, as)'s with g.c.d. (ai' aj )= 1 and ai+aj=O (mod r) 

for some 1<i<js3. 

Class II. (r, ai, a2, 0a)'s with a1+a2+aa=0 (mod r). 

Class III. (r, ai, a2, aa)'s which are conjugate to (r, 1, r/2+l, r-2) 

for some r28 with r=O (mod 4). 

Class IV. (r, ai, a2, aaYs which are conjugate to either (9, 1,4, 7) or 

(14, 1,9, 11). 

Remark 4.2. Morrison [3] gave the same result under the restriction 

that each of ai' a2 , aa is prime to r. This is equivalent to assuming that 
the cyclic quotient singularity is isolated. Obviously, the quadruples of 

Class III do not occur in this case. 

The cyclic quotient Qlal, a2 , as) is described in terms of torus embed
dings as follows. 

Let N be a free Z-module of rank 3, and let M be its dual Z-module. 

Let {nl> nz, ns} be a basis of N, and let (J C N R be the trigonal cone 

generated by {nl> nz, ns}' We consider the semigroup ring C[Mn n-V]= 

EBmEMnnV Ce(m). Then the affine scheme X~.N with the coordinate ring 
C[M n n-V] is equal to Ca with the coordinate (ZI> zz, zs) = (e(ml)' e(mz), 

e(ma», where {ml' mz, ma} is the basis of M dual to {n!> nz, ns}. Let TN be 
the algebraic torus Homz(M, CX)=N®z CX, where CX is the multiplica

tive group C\{O}. Then TN acts on X~.N by (tlo Iz, Is): (ZI> zz, za) 1-+ 

(tIZ!> tzzz, tazs) for (tl' tz, ta) E TN and (Zl> Z2' zs) E Ca. 
For a quadruple (r, a, b, c) in A, we set n=(an1+bnz+cns)/r E N R • 

Let N' be the free Z-module N+ZncNR . Then we have an exact 

sequence 

O~N'/N ~TN~TN'~O. 

n n 
ca=X~.N~X~.N' 

Since the image of the class n+N E N'/N in TN is (.;:a" .;:a., c;as), we know 

that X~.N' is equal to the cyclic quotient Qr(al> az, aa). By the definition 
of A, we know n!> nz, na are primitive in N'. Hence by Reid [6], 
Qr(al, az, as) is canonical if and only if every lattice point in the tetrahedron 

spanned by {O, n1, nz, ns} is either equal to 0 or contained in the triangle 

spanned by {nl> nz, na}. By this observation, we get the following: 
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Lemma 4.3. Let (r, al> az, as) be a quadruple in A and k be a positive 

integer. Then the cyclic quotient Qr(al, az, as) is canonical of index k if 
and only if there exists a k-canonical triangle P(VI> VZ, vs)CRZ such that 

Z8=Zvi+Zv~+Zv~+Z(alvi+azv~+asv~)/r, where vi = (VI' k), v~=(vz, k), 

v~=(vs, k) e Zs. 

First, assume QrCal> az, as) is canonical of index k?::.2. Then the 
triangle P(v!> vz, vs) in the above lemma is equal to one of P+(a, b) in 
Proposition 3.5. By Remark 1.2, we may replace P(VI' Vz, Vs) by a k

equivalent one. Hence we assume O~a, b<k. Now we look at each of 
the cases in Proposition 3.5. 

Among the three subcases of the case (1) P=P!> suppose a=k-I, 

g.c.d. (b, k)=1. Then the triangle PI + (a, b) is equal to P(v!> Vz, va) for 
vl=(k-l, b), vz=(k, b) and vs=(k-I, b+ I). Let a, fi be integers with 
fik+ba= 1. Then for the lattice point v=( -a, fi, -a), we know that 
{v, v~, vi} is a basis of ZS and v~=kv+av~+vi. Thus we get Z8=N+Znl 
for nl =(v~+(k-l)vi +(k-a)v~)/k e NR and a is relatively prime to k. 

By Lemma 4.3, X q • N , is equal to Qil, k-I, k-a). Hence the quadruple 
(k, I, k-I, k-a) in A belongs to Class I in Theorem 4.1. Similarly, we 
get quadruples in Class I from the other cases. 

In case (2) P=Pz.m, we know a=k-I and g.c.d. (b, k)=1. Then 
the triangle Pz + (a, b) is equal to P(VI' Vz, vs) for vI=(k-l, b), vz=(k, b) 

and vs=(k-l, b+m). Let v be the same point v as in case (1). We 
have v~=mkv+mav~+vi. Thus we get ZS=N+Znz for 

By Lemma 4.3, X q • N is the cyclic quotient Qmk(l, mk-ma, mk-l). This 
belongs to Class I, too. 

In case (3) P=Pa.m, we know k=2, a= I and b= 1. Then the triangle 
P+(a, b) is equal to P(vl, vz, vs) for VI=(l, 1), v2 =(2, I), vs=(O, 1 + 2m). 

For the lattice point v = ( -I, 0, - 1), we know that {v, v~, vi} is a basis 
of ZS and v~=4mv+(2m-l)v~+2vi. Thus we get ZS=N+Zns for 

ns=(v~+(2m+ l)v~+(4m-2)vi)/4m e NR. 

By Lemma 4.3, we have X q .N'=Q4m(l, 2m+ 1, 4m-2). This belongs to 
Class III. 

In case (4) P=P4.1, we know k=3, a= 1 or 2 and b=2. Suppose 
a= 1. Then the triangle P + (a, b) is equal to P(v!> v2, vs) for VI =(1,2), 
V2 = (2, 2), Vs = (0, 5). If we set v = (0, - 3, - 2), then {v, v~, vi} is a basis 
of ZS and v~=9v+5v~+2vi. Thus we get Za=N+Zn4 for 

n4=(v~+4v~+ 7vi)/9 e NR. 
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By Lemma 4.3, X.,N' is the cyclic quotient QeCl, 4, 7) which belongs to 

Class IV. Similarly, we get the same result for a=2. 

In case (5) P=P5 , we know k=2, a= 1 and b= 1. Hence the triangle 

P+(a, b) is equal to P(VI' V2, v3) for vl =(I, 0), v2 =(3, 1) and V3 = (0, 3). 

For v=(O, -1, -1), we know that {v, v~, vi} is a basis of Z3 and v~= 

14v+5v~+3vi. By Lemma 4.3, X.,N' is equal to Q14(1, 9,11) and it 
belongs to Class IV, too. 

Finally, assume Qr(al , a2, a3) is canonical of index 1. Then since 

(aivi +a2v2+a3v3)/r is a lattice point, the third coordinate (al +a2 +a3)/r is 
an integer. Hence (r, ai, a2 , a3) is in Class II. 

Conversely, it is clear from the above investigation that QrCal , a2, a3) 

is canonical for (r, ai, a2, a3) in Class III or Class IV. By Reid [6, Theorem 

3.1], the quotient Qr(a lo az, a3) is canonical if and only if [xa l ]r+[xa2]r+ 

[xaalr:::::::r is satisfied for every integer x such that 1 :Sx::;;:r-1. It is clear 

by this criterion that Qr(al , a2 , a3) is canonical for (r, ai, a2 , a3) in Class I 

or Class II. 

Thus we complete proof of Theorem 4.1. 
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