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Abstract
Current speech recognition systems are often based on HMMs
with state-clustered Gaussian Mixture Models (GMMs) to rep-
resent the context dependent output distributions. Though
highly successful, the standard form of model does not ex-
ploit any relationships between the states, they each have sep-
arate model parameters. This paper describes a general class
of model where the context-dependent state parameters are a
transformed version of one, or more, canonical states. A num-
ber of published models sit within this framework, including,
semi-continuous HMMs, subspace GMMs and the HMM error
model. A set of preliminary experiments illustrating some of
this model’s properties using CMLLR transformations from the
canonical state to the context dependent state are described.
Index Terms: acoustic modelling, adaptive training, Gaussian
mixture models.

1. Introduction
Hidden Markov models (HMMs) with state-specific Gaussian
Mixture model (GMM) are the most popular acoustic model in
speech recognition. An important issue for training these mod-
els is to ensure that there is sufficient data to robustly estimate
the context-dependent phone models (usually triphones). The
standard approach for this is to use decision tree tying to deter-
mine the set of context-dependent states [1]. Given this decision
tree, GMMs are then trained for each state. This has two, re-
lated, limitations. First, there must be sufficient data to robustly
estimate the GMM parameters. Thus diagonal covariance ma-
trices are often used. The second issue is that the number of
context dependent states, the depth of the decision tree, is lim-
ited due to the need to robustly estimate the GMM parameters.
Though good performance has been achieved with these mod-
els, any relationship between the context dependent states is not
exploited. This motivates the use of a different form of model
that attempts to take advantage of this relationship, the canoni-
cal state model.

The canonical state model (CSM) uses a transformation of
some context-independent, or global, canonical state to repre-
sent a particular context dependent state in the system. It is
possible to specify transformations of all the state parameters:
component priors, component means and covariance matrices.
Examples of canonical state models in this general framework
include semi-continuous HMMs [2], the HMM error model
(HEM) [3] and the subspace GMM (SGMM) [4]. It is important
to emphasise that the final model that results from these trans-
formations will still sit within the class of standard HMMs. The
difference to standard systems is that a soft tying scheme [3],
rather than the standard tying approach, is being used.

One of the advantages of this form of model is that it is
very flexible. Currently published systems clearly demonstrate
this. For the HMM error model [3], a powerful transforma-

tion (a mixture of Constrained Maximum Likelihood Linear Re-
gression (CMLLR) transforms) is used to map a simple canon-
ical state model to a context-dependent state. Conversely in
the subspace GMM a highly complicated canonical model with
a large number of components and full covariance matrices is
mapped using a simple transformation to the context-dependent
state [4]. This additional flexibility allows the model structure
to be tuned to the particular task and available training data. As
transformations of the canonical state are being used to generate
the context dependent models, the parameters are estimated in a
similar fashion to speaker adaptive training approaches [5, 6, 7].
However now rather than the transforms modifying a canonical
speaker into each of the target speakers, a canonical state is
transformed into each of the context dependent states.

An interesting aspect of these models, that differs from
standard adaptation, is that it may be important to adapt the
component priors as well as the means and covariance matrices.
The simplest approach to doing this is to use an ML estimate
of the priors. This requires there to be sufficient data associ-
ated with a context to allow robust estimates to be made [2].
Alternatively a subspace representation can be used [4]. The
importance of the component transformations depends on the
configuration, in particular the number of components in the
canonical state. For example for the HEM no component prior
transformation was used, whereas for the subspace GMM it was
found to be very important [4].

The best configuration of the canonical state model will also
depend on the nature of the task being examined. For the HMM
error model a standard recognition task was examined [3]. For
this case relatively complex transforms, a mixture of diagonal
CMLLR transforms, was used to map from the canonical state
to the context dependent state. Conversely, the subspace GMM
was examined for multilingual recognition [8] where the data
associated with a particular language may be limited. Thus the
transformation of the canonical state to the context dependent
state is simple, an interpolation of parameters. The form and
number of canonical states will also depend on the configura-
tion. If there is, for example, a natural mapping of context-
dependent states to context-independent states (i.e. a consistent
phone set is used for all training and test), then multiple context-
independent canonical states can be estimated [3]. However in
the case of multilingual systems a single global canonical model
is required [8].

There are links between canonical state models and com-
pact representations of acoustic models. For these compact rep-
resentations a set of canonical distributions or vectors are used
to represent individual components in the context-dependent
system. Examples of this form of model are subspace distribu-
tion models [9] and structured precision and mean models [10].
However these forms do not maintain the concept of some un-
derlying state, rather they are used for compact component rep-
resentations, so are not considered further in this paper.



The next section discusses the general canonical state
model framework along with some examples of how it can
be used, including the semi-continuous HMM, subspace GMM
and the use of MLLR [11]-based systems. A more in-depth dis-
cussion of CMLLR-based systems, which includes the HMM
error model, is then given. Various forms of this CMLLR-based
model are then evaluated and conclusions drawn.

2. Canonical State Models
Canonical state models comprise two sets of model pa-
rameters: one or more sets of canonical states, sg =

{. . . , {c(m)
g ,µ(m)

g ,Σ
(m)
g }, . . .}, these canonical states are

typically at the global level or at the context-independent
phone level; and a set of transform parameters, T =

{. . . , {w(n)
s ,θ

(n)
s }, . . .}, from the canonical state, sg, to a con-

text dependent state, s, where θ
(n)
s are the set of transform pa-

rameters for component n and w
(n)
s the associated prior.

Both sets of model parameters need to be estimated: the
context-dependent transforms; and the canonical state model.
The parameter estimation follows the same general concepts as
speaker adaptive training [5, 6, 7]. However now rather than
the transforms modifying a canonical speaker into each of the
target speakers, a canonical state is transformed into each of
the context dependent states. The general training process is
split into two stages, first update the transform parameters given
the current canonical model parameters. Second the canon-
ical model parameters are updated given the current context-
dependent transformations.

The next section describes the general expression for the
canonical state model. This is followed by some example forms
of canonical state model including the Subspace GMM.

2.1. General Model

In this section only a single canonical state is considered. The
extension to a set of canonical states, where there is a unique
mapping from context-dependent state to canonical state, is triv-
ial. The likelihood for context-dependent state s using canoni-
cal state sg is given by1

p(x|s) =
N∑

n=1

w(n)
s

∑
m∈sg

c(mn)
s N

(
x;µ(mn)

s ,Σ(mn)
s

) (1)

where N is the number of transform components

c(mn)
s = Fc(sg,m;θ(n)

s ) (2)

µ(mn)
s = Fµ(sg,m;θ(n)

s ) (3)

Σ(mn)
s = FΣ(sg,m;θ(n)

s ) (4)

and the canonical state is a standard Gaussian mixture model
whose parameters have the form

p(x|sg) =
∑
m∈sg

c(m)
g N (x;µ(m)

g ,Σ(m)
g ) (5)

This form of mixture of linear transforms was originally used
for speaker adaptation [12] and later for the HMM Error
Model [3], an example of a canonical state model. Various

1This form of model is also related to factorial-style models, see [3]
for more details and the general concept of transformation streams. The
canonical model in (5) is modified if interpolation transforms such as
CAT are used.

forms of transform are possible for example, MLLR [11], CM-
LLR [6] and cluster adaptive training (CAT) [7]. For this gen-
eral model there is also the transformation of the component
priors, for example in [2, 4].

2.2. Semi-Continuous HMM

The simplest form of canonical state model is the semi-
continuous HMM [2]. Here only a single transform component
is used. The context-dependent state distribution is given by,

p(x|s) =
∑
m∈sg

c(m)
s N (x;µ(m)

g ,Σ(m)
g ) (6)

where the context-dependent component priors are estimated
using

Fc(sg,m;θs) = c(m)
s =

∑
t γ

(m)
st∑

m̃∈sg

∑
t γ

(m̃)
st

(7)

and γ
(m)
st is the posterior probability of canonical component

m, and context-dependent state s generating the observation at
time t. Writing the transformations of the means and covariance
matrices in the full canonical model form yields

Fµ(sg,m;θs) = µ(m)
g (8)

FΣ(sg,m;θs) = Σ(m)
g (9)

This form of prior transformation will be referred to as an ML-
transformation. It yields the maximum likelihood estimate of
the model parameters for the context-dependent state param-
eters. If applied to the component priors, means and covari-
ance matrices this will give exactly the same system as standard
GMM training (assuming that all states have the same number
of components).

2.3. Subspace GMM

For this description of the Subspace GMM (SGMM) the
speaker adaptation aspects of the model are ignored. This
speaker adaptation aspect may be viewed as being related to
CAT acting at the canonical state level. The form of SGMM
is parameterised by a single vector of weights for each context
dependent state, s and transform component, n, λ(n)

s

Fc(sg,m;θ(n)
s ) =

exp(v
(m)T
g λ

(n)
s )∑

m̃∈sg
exp(v

(m̃)T
g λ

(n)
s )

(10)

Fµ(sg,m;θ(n)
s ) =

[
µ(m1)

g . . . µ(mP )
g

]
λ(n)
s (11)

FΣ(sg,m;θ(n)
s ) = Σ(m)

g (12)

where v
(m)
g is the P -dimensional subspace prior vector for

component m. The transforms associated with the means and
covariance matrices have the same form as CAT2.

One of the elegant aspects of the SGMM is that efficient
likelihood calculation can be performed even when full covari-
ance matrices are used [4]. For example in the large vocabulary
configuration in [13], the canonical model had 750 components
each with a full covariance matrix, and a total of 200K context-
dependent transformations. The number of context-dependent
transformations per context-dependent state was made a func-
tion of the state occupancy.

2The original form of CAT [7] used diagonal covariance matrices,
whereas the SGMM form published in [4] was derived for full covari-
ance matrices. Additionally for simplicity of notation the “bias cluster”
for both the means and components is not considered.



2.4. MLLR-Based Systems

An alternative to using a CAT form of transformation is to con-
sider an MLLR transform [11, 5], or mixture of transforms,
from the canonical state to the context dependent state. Thus
in the general CSM notation, the context dependent state means
and covariance matrices of component m with transformation
component n are given by

Fµ(sg,m;θ(n)
s ) = A(n)

s µ(m)
g + b(n)

s (13)

FΣ(sg,m;θ(n)
s ) = Σ(m)

g (14)

An issue to consider when using MLLR transforms is that
if a simple canonical model is used (in the sense of small num-
bers of components) then situations can occur when the canoni-
cal state model yields no benefit over the standard GMM-based
scheme. For example with a single full MLLR transformation is
under-specified if only a 16 component canonical state model is
used. Thus training the transform will yield exactly the same
system as standard training for the mean, it will be an ML-
transformation. However if large canonical state models, or
mixtures of simple (for example diagonal) transforms, are used
then there may be benefit in this form of model.

3. CMLLR-Based Systems
This paper describes an extension to the version of the HEM
described in [3]. The transformation from the canonical state to
the context dependent state is a mixture of CMLLR transforms.
The original form of the HEM can be expressed in the same
form as the general canonical state model form as

Fc(sg,m;θ(n)
s ) = c(m)

g (15)

Fµ(sg,m;θ(n)
s ) = A(n)-1

s (µ(m)
g − b(n)

s ) (16)

FΣ(sg,m;θ(n)
s ) = A(n)-1

s Σ(m)
g A(n)-T

s (17)

Expressing this in the more usual form for the CMLLR
transform, the likelihood for context dependent state s compo-
nent m and transformation component n can be expressed as

p(x|s, n,m) = |A(n)
s |N

(
A(n)

s x+ b(n)
s ;µ(m)

g ,Σ(m)
g

)
(18)

The HEM likelihood can then be written as

p(x|s) =
N∑

n=1

w(n)
s

∑
m∈sg

c(m)
g p(x|s, n,m) (19)

One of the differences between the canonical state model ex-
amined in this work and the HEM is that the component priors
are also made context dependent. In this work a simple form of
transformation similar to the semi-continuous system is used.
The likelihood calculation has the form3

p(x|s) =
N∑

n=1

w(n)
s

∑
m∈sg

c(m)
s p(x|s, n,m) (20)

where p(x|s, n,m) is given by (18). In this case of the training
of the component prior is

Fc(sg,m;θ(n)
s ) = c(m)

s =

∑N
n=1

∑
t γ

(mn)
st∑N

n=1

∑
m̃∈sg

∑
t γ

(m̃n)
st

(21)

3An alternative would be to make the priors transform component
and canonical state component. In this case c(mn)

s would be used. Note
this would naturally subsume the initial w(n)

s if estimated in an ML-
transform fashion.

where γ
(nm)
st is an extension of the posterior γ

(m)
st to include

the transform component n. Note for this form of component
transformation there is no dependence on the component prior
transformation on the transformation component.

The estimation of the canonical state means can be ex-
pressed as

µ(m)
g =

∑
s

∑N
n=1

∑
t γ

(mn)
st
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A
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s xt + b
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s
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s
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A similar expression can be derived for the canonical state vari-
ances. The statistics to update the context-transformations can
be expressed as, for each dimension i,

G
(n)
si =

∑
m∈sg

1

σ
(m)2
gi

∑
t

γ
(mn)
st ζtζ

T
t (23)

k
(n)
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∑
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µ
(m)
gi

σ
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∑
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γ
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st ζT

t (24)

where ζT
t = [ 1 xT

t ], as well as the transform occupancy
count. The estimation of the canonical state transform parame-
ters, A(n)

s and b
(n)
s , can be estimated using the standard CM-

LLR update formulae [6]. For more details of the derivation of
these parameters see [3].

The likelihood calculation for these CMLLR-based
schemes does not have the same efficient form as the SGMM.
For each context-dependent state there are effectively N × M
(M is the number of canonical state components) Gaussian to
calculate4. However using the ML-transformation for the com-
ponent priors allows pruning of the component priors. This was
not examined in this work.

4. Preliminary Experiments
The performance of the CMLLR-based canonical state model
was evaluated on a Broadcast News transcription task. In con-
trast to state-of-the-art systems, only basic ML acoustic models
were built. There was no decorrelating transformation associ-
ated with front-end, and no discriminative training. Further-
more only unadapted experiments were performed.

The acoustic model training configuration was the same as
the bntr-375h acoustic models described in [14]. These models
were trained on 375 hours of acoustic data - the Hub4 training
data (144 hours) and TDT2 data (231 hours). A PLP front-end
with delta and delta-delta parameters, yielding a 39 dimensional
feature vector, was used. Approximately 7000 distinct state-
clustered triphone states were used with 16 Gaussian compo-
nents per-state. Only wide-band gender-independent acoustic
models were built in this work. The same narrow-band results,
based on the baseline GMM system, were used for all systems.
The language model used in these experiments was the RT03
language model described in [14]. This was trained on approxi-
mately a billion words of data, and a 59K vocabulary was used.
The eval03 test data, comprising 6 shows and 3 hours of data,
was used to evaluate the performance of the systems5 See [14]
for more details of the acoustic and language model training
sources and additional information.

4The calculation can be made more efficient, though not to the same
extent as the SGMM.

5The baseline number for this system, quoted in [14] is 17.2%. For
this work the HDecode decoder was used. The parameters were not
extensively tuned, which resulted in a baseline performance of 17.7%.



For the CSM, the number of components in the canoni-
cal state was increased using the standard mix-up approach ap-
proach in HTK. To increase the number of transform compo-
nents, the same approach as that described in [3] was used. A
separate canonical state was used for each context independent
state.

Table 1: Viterbi decoding results.

System #comp #tran struct WER

GMM 1 — 26.2
16 17.7

HEM 1 16 diag 17.7
3 17.4

CSM

16

1

diag

20.8
8 17.9
12 17.4
15 17.1

16
1 blck

18.2
32 17.7
48 17.4
48 2 blck 16.9
16 1 full 16.5

Table 1 shows the performance of the baseline, standard,
GMM system and a range of configurations for the CSM. The
initial contrasts used configurations similar to the HEM [3],
these are labelled HEM. Given the form of model used, 1 com-
ponent 16 diagonal CMLLR transforms is the same as the base-
line 16 component system, with the same number of free pa-
rameters. As expected from [3], using multiple components in
the canonical state improves performance. For the more general
CSMs, marked CSM, a number of configurations were evalu-
ated. As well as WERs it is interesting to compare the number
of parameters in the systems. Using a mixture of 15 diagonal
transforms for each context dependent state with 16 components
in the canonical state has about the same number of model pa-
rameters as the standard 16 component GMM and the 2 block-
diagonal transform component with 48 component-GMM.

Table 2: Confusion network decoding and combination results.

System #comp #tran struct WER
GMM 16 — 17.6
CSM1 32 1 diag 17.6
CSM2 16 15 diag 16.9
CSM3 48 2 blck 16.8
GMM ⊕ CSM1 CNC 16.5
CSM2 ⊕ CSM3 CNC 16.0

One of the interesting aspects about this form of CSM is
that it can achieve similar performance to the standard system
but constructed in a very different fashion with a similar num-
ber of model parameters (but not necessarily decoding cost).
These models are thus candidates for system combination. Ta-
ble 2 shows the combination of the baseline GMM system and
a similarly performing CSM system (CSM1), as well as two
similarly performing CSMs. For all systems small gains were
obtained from confusion network (CN) decoding over the base-
line Viterbi decoding results in table 1. Gains of 1.1% and 0.8%
absolute were obtained from CN Combination (CNC). Though
these experiments used only basic, unadapted and ML-trained,
they illustrate another potential benefit of this style of model.

5. Conclusions
This paper has described a general class of model, the canoni-
cal state model. The basic concept behind the model is that the
parameters of a canonical state are transformed to become the
parameters of a context-dependent state. Thus the model bears
some resemblance speaker adaptive training. However instead
of adapting a model to a speaker it is adapted to context depen-
dent state. The same range of transforms as speaker adaptation
can be applied, including CMLLR, MLLR, and CAT. An in-
teresting modification to the standard adaptation framework, is
that it can be advantageous to also adapt the component priors.
Existing models within this framework include semi-continuous
HMMs, the HMM error model and the subspace GMM.

The form of model examined in this paper is based on
context-dependent CMLLR transforms. Various configurations
were evaluated on a broadcast news English system. A num-
ber of systems yield comparable performance to the standard
GMM-based system and each other. They are found to be com-
plementary to one another. This paper has only described pre-
liminary experiments on a particular set-up. There are a large
number of possible systems and configurations that could be
used. Additionally as the models are usually trained on super-
vised data, discriminative training of all model parameters, in-
cluding the transformations, can be applied.
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