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ABSTRACT ronments. Various multiuser MIMO schemes are then pre-
P ted in thi . wdv of th it | tsented in Section Ill. Section IV shows the computer simula-
resented in this paper 1S a study of the capacily evalualipll, eqits to demonstrate the performance evaluatiomef t

of various multiuser MIMO schemes in cellular environment.?5ptimal and suboptimal methods. Finally, Section V conefud
The throughputs per user of the generalized zero-forciri Wi paper ' '

rank adaptation and vector perturbation schemes are cechpar
with the capacity bound of the Gaussian MIMO broadcast 1.
channel, obtained by dirty paper coding under proportional
fairness scheduling. The average cell throughputs of thedee multiuser downlink MIMO system in cellular environ-
schemes are also compared. From these comparisons, Mg#§its, where a common base station wifl transmit an-

study provides vital information for applying multiuser MO tennas transmits different signals to multiple mobile sses
schemes in multicell environments. shown in Fig. 1. LetX” be the number of users in the cell and

Nr i, be the number of receive antennas atkké user.

To ensure that the users receive their data without coordina
tion, an appropriate preprocessing of the data should bizdar
Recently, the capacity bounds of Gaussian multiple-inpatit at the transmitter. LeF denote the preprocessing function
multiple-output (MIMO) broadcast channels have been stlidiandx;, be theL-by-1 data vector for thé-th user, wherd.; is
and shown to be achieved by dirty paper coding (DPC) [1]-[%he number of spatial modes supported tokké user. Then,
and several practical progresses using source-channiglgcodhe transmitted signal is represented by:
in the dirty paper channel have been made in this area [6], [7]
However, there are still open problems to achieve rategctos
capacity with practical transceivers, whereas many sulapt wheres is an N,-by-1 vector.
schemes have been proposed to simplify the transceivet],In[ |n multicell environments, the received signal at th¢h
the capacity bound obtained from the DPC and the througlser, anVy ,-by-1 vector, is represented by
put of linear processing, such as zero forcing (ZF)-based or
thogonal space-division multiplexing (OSDM) [8]-[10] and yi = Hys + ny,

time—divis:ion multiple-access (TDMA), have been comparqgherer is an N ,-by-N; matrix that denotes the channel
for downlink cellular systems. matrix between the base station and kxth user, andh;, de-

~ In this paper, the downlink throughputs of a more generglyas the additive noise due to both the thermal noise and the
linear OSDM scheme with rank adaptation [11] and nonlifseferences from neighboring cells. It is assumed thatf

ear vector perturbation [12], [13] are evaluated and cormalyjes of H, are independent and identically distributed (i.i.d.)

numerically with the capacity bound in the multicell envifo nqom variables whose means are zero and variances are de-
ment. To apply a point-to-point MIMO technique in & point-t0¢emined by the path loss and shadowing factor ofthie user.
multipoint MIMO system, the proportional fairness (PF)sgh £.-1 user decodes the data vector as follows:

uler in [14] is considered. First, the cumulative densitpdu

tions (CDFs) of the throughput per user are shown, and theen th X = Gr (yr) Vk,

average cell throughputs are compared. The throughput g%s

. . : ereGy, is the postprocessing function for theth user.
from the capacity bound for suboptimal techniques are show . .
: . . . e assume that the channel matrices for different users are
using computer simulations. All of these results provide-us.

ful insights into the design and application of multiuseM@ 'f';g?npen;r?;t er]fici:l tEr?o(\:/\k/]r?gTiqusg;eztgtri?) r?u?:sg;sgc]ic
techniques in cellular environments. rading, P y ) P
. . . . ity, it is also assumed that every user has the same number of
The organization of this paper is as follows. Section Il de’ . :
scribes the multiuser MIMO system model in multicell enviicee Ve antennas, 1&g, = N vk.
Y Throughout this pape T, tr(A), and|A| denote the con-
*This work was supported in part by the University Informafiaehnology JUgate transpose, trace operation, and determinant obmatr

Research Center Program of the government of Korea. respectively.

M ULTIUSER MIMO SYSTEM MODEL

I. INTRODUCTION

s=F(x1,Xo,...,XK),
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Figure 1: System model of a multiuser MIMO system

[1l.  TECHNIQUES FORMULTIUSER MIMO D OWNLINK channel (MAC) optimization problem that is concave of the co

) ) ) ) . variance matrices; then, the following result is obtair@d [
In this section, we first present the capacity bound of thdimul

user MIMO downlink systems, i.e. the DPC achievable rate Cppc(P,H) = U Crrac(P,HT),
regions. Next, we present two suboptimal schemes: the gen- Py L, Pi=P

eralized zero-forcing (GZF) and the vector perturbatio®)V
schemes. Finally, we explain the PF scheduler with rank-ad

g{rrpich shows that the capacity of the Gaussian broadcast chan
tation that is also under consideration. el

is the same as the union of the MAC capacity regions over
all individual power constraint® = (P, ..., P») that sum toP.
) Here, the MAC capacity region for a given power constraint
A. Capacity Bound (DPC) and channel instancé,; 4 (P, H'), is given by the union of
With the DPC it is possible to precancel interferences that dhe rate regions over all possible non-negative covariamae
known noncausally at the transmitter, resulting the sampeaaa trices, as follows:
ity as if there is no interference. When the DPC is applied to
a multiuser MIMO downlink, it can be used to precancel other ¢y, (P, H)) = q.>0 {R P 2ies B
users’ coded signals with an appropriate ordering [3]. TRED tr(Qi)<P; Vi

achievable rate region is given by:
<log|Iy, + ¥,es HIQH; | VS C {1,..., K} ¢,
Copc=Co | | JRa ], (1) whereQ; is the covariance matrix for theth user andR =
2 (R1, Ra, ..., Rx). We locate the operating point on the bound-

ary of the optimal region for a given weight vectpr,by maxi-
whereCo (A) is the convex hull operation of the sét, [ Jis mizing the weighed sum rates using the algorithm in [4], Whic
the union operationRx = (Rx,), s R ) 7 IS the user s calculated using the results of the dual MAC and standard
permutation vector, and convex optimization procedures shown in (2), wh@&ds a
vector of user rates of the sRtandyu is a weight vector given
by PF. The numerical methods for the optimization procedure
in (2) are shown in detail in [4].

b (550

_‘_ b
‘IN,. + Hz) ( > Eﬂ(j))Hw(i)
i=1,..., K.

Rri@y = log

B. Suboptimal Schemes
1) Generalized Zero-Forcing (GZF)

Here,I is the N-dimensional indentity matrix;, is the co- For the downlink of multiuser MIMO systems, one of the sub-
variance matrix of the usér, the union operation is performedoptimal schemes is the linear OSDM. The OSDM enables the
over all possible permutations (1), 7(2), ..., 7(K)), and all users to receive their own data with zero co-channel interfe
possible non-negative covariance matrices that are @nstt ence. Recently, [10] proposed an iterative algorithm timatsi
totr(3; + X+ ..3Xk) < P. the preprocessing and postprocessing linear operatotsdor
In this paper, we evaluate the achievable rates using the ®@6DM, which maximize the effective channel gains. In this
scheduler, which needs to find the optimal point on the bouriper, however, to avoid the burden from iterations, we luse t
ary of the rate region (1) that maximizes the weighted sugsratonventional ZF block-diagonalization [9], in which the itiru
for a given weight vector. Finding the optimal operatingrpioi user MIMO channels are decomposed into multiple, single-
with (1) is formidable since it is neither convex nor concaveiser MIMO channels. For the case 8%, > L, the domi-
Thus, this problem is transformed into a dual multiple ascesantLy, left singular vectors are considered as the effective left
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K—-1

- i
max p-R= max D7 (br(iy = Mnin)) log [T+ H;(”Qn(z)Hw(z)
=1

= + lo,
RERppC QYK tr(Q)=P =} (bnac)) log

K
:
I+ H\QeyHapy| ()
=1

singular vectors oH,, for the k-th user in order to preserve 2) \ector Perturbation (VP)

the maximum spatial diversity. Then, we apply the singul@ our comparison, VP, a one-dimensional dirty paper ap-
value decomposition approach [8] to each single-user MIM@oach, is considered as a simple nonlinear technique. By
channel to achieve the maximum single-user MIMO capacilyerturbing the data vector at the transmitter and taking-mod
This scheme is termed GZF. In the aspect of complexity, G£fio operation at the receivers, VP achieves an excellefoper
has a merit in that it_ needs only linear processing at both thgynce gain over the linear processing schemes, espedially a
transmitter and receivers. high signal-to-noise ratios (SNRs) [12]. Recently, VP hesrb

Let F denote the preprocessing matrix at the base statigitended to systems with multiple receive antennas and mul-
and Gy, denote the postprocessing matrix at thth user. We tiple spatial modes, and an optimum VP for minimizing the
note thatF" can be separated &, F» --- Fx|, whereF is  mean square error has been proposed [13].
the preprocessing matrix for thieth user, and the transmitted  Once the precoding and decoding matrices for a ZF block di-

signal can be represented by: agonalization are determined, VP chooses the best petitba
vector to minimize the power in the transmitted signal when
B a F added to the data vector. In this paper, the data vector is per
5= Z kX turbed based on the GZF. The perturbation vector is consitai
k=1 to an integer vector so as not to affect the zero co-channel in
To obtain the optimaF, andG,, let W, be a matrix with terf?rznk;:g condition [12]. The transmitted signal can Ipeae
orthogonal columns such that: sented by. X
s = Fi (xp + 7l s
Wy, € null ([H{U; - H}_ Uiy kz::l ( )
t
HY, Upo o H U]'), and . 2
— 3 !/
wherenull(A) denotes the null space & and U, con- 1= argmin D Fi G+ 71|
k=1

sists of the dominant; left singular vectors ofH;. If . - _ .
[W; --- W] is multiplied to the transmitted signal as thévherer is a scalar of a positive real valuk, is the integer

preprocessing matrix, the effective block-diagonal cleanma- vector, and|-|| denotes the vector 2-norm.
trix becomes: Using the same pre- and postprocessing matrices with GZF

as in (3), the postprocessed data vector for VP is given by:
i
_ T T
Het = HlUl HKUK} [Wl WK]’ f(k = GkaFk (Xk+71k)+Gknk- (5)

where the effective channel of tieth user is given by: Taking the modulcr operations for (5), the estimate ®fwith
VP is obtained and is the same as (4).

Herr, = UIH, W
efty = U Hp Wy 3) Scheduling with Rank Adaptation

Let the columns oUet i, (Ve ;) denote the left (right) singu- When the total number of receive antennas is more tkan

lar vectors offHf , Such as: both GZF and VP need an extra scheduling algorithm, while the
DPC provides the optimal user selection implicitly. Moregv
Her = UeﬁykDeﬂ}ngﬁﬂw if the number of receive antennas for a user can be more than

one, the rank adaptation technique [11] should be applied to
whereDes , denotes a diagonal matrix that consists of singulénprove the sum rates.

values ofHer ;.. TO achieve the maximum capaciiy, andGy, In our comparison, the PF scheduler is employed under the
are consideration of fairness among the users. The set of §patia
F, 2 Wi Vet sEr, andGj, N Ulﬁ kUL’ 3) modes for u;ers(Ll,LQ, ... Lg), are determined by brute-
’ force searching.

where the power-loading matri; is an L;-by-L;, diagonal
matrix, whose diagonal elements are determined by the well- V. COMPARISON AND DISCUSSION
known yvaterﬂllmg algorithm [8]. Then, the postprocessathd The CDFs of throughput per user and the average cell through-
vector is represented by: puts for the DPC, GZF, VP, and TDMA are evaluated. MIMO

R channels are obtained by generating independent Gausasian r

Xp = GrYi dom variables with a zero mean, and the results shown be-

= GpHpFix; + Ggng. (4) low are the averages ov850 independent trials under the PF
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Table 1: Simulation Parameters

Parameter | Values || Parameter | Values
# of antenna§ N, Nr 1} | {2,1}, {4,2} Inter-cell 18 (2nd-tier)
# of users K) 1,2,4,8 Tx antenna pattern Omni-direction
Scheduling PF Path loss model 3GPR/TSG-C.R002
Sync. protocol Synchronous|| Path loss exponent 3.5
TX power 47 dBm Shadowing STD 8.9 dB
Rx noise level —94 dBm BS correlation 0.5
Radius of cell 1000 m Min. separationd) 100 m
Channel model Rayleigh Max. achievable SINR 17.8 dB
1 T T T T T T T T T T T T T 1 —
0.9 1 0.9r B 1
0.8 ! 0.8 1
o 0.7 . : . : : J 0.7r J
z 5
2 o6f g £ o6 g
g 8
% 0.5 1 g 0.5 1
g o4f 1 % 04f i
[a) O
©osf SR SR 1 0.3 :
0.2 1 0.2 DPC |1
VP
0.1 1 0.1+ — — —GZF |1
TDM
—010 -8 -6 -4 -2 0 2 4 6 8 10 12 14 16 18 0 é 4‘1 é é 7
Average SINR (dB) Throughput (bits/sec/Hz)
(a)
Figure 2: SINR CDF of multicell environments in Table 1
1 . - = g
0.9 : //// 27 ./// |
scheduler for each average SINR point. Every average . o8l V//' ,
was assigned independenty000 times to all users accor )y
ing to the distribution in Fig. 2, which was generated ur o // |
the multicell environment outlined in Table 1. The mobila- £ o6t ' 1
tion locations are constrained to be distanced from basers g 05 |
farther than minimum distance@d) 100 m and the maximur 3
achievable SINR in the receiver is limited20 dB, as showi & 04 K=1.24.8 1
in Table 1. BS correlation is defined as the correlation f 03l i
among the inter-cells’ BSs and its value)is.

Fig. 3(a) and 3(b) show the CDFs of the throughput per o2 ol
for {Nr, Ng} = {2,1} and{4, 2}, respectively. Here, whe 01 - - —GzF |
Nr = 4andK = 4,10% of the high end users for each sche o ‘ ‘ ‘ L

6 8 10 12 14

in an inter-cell achievel.65, 4.19, 3.92, and2.86 bit/sec/Hz
using the DPC, VP, GZF, and TDMA, respectively. For
low average SINR users, the gains of the GZF, VP, and DPC (b)

over TDMA seem to be negligible. This is because the DPC, ] )

GZF, and VP all use the solution of allocating all of the powdrigure 3: CDF of throughput of various multiuser MIMO
to the proportionally highest rate user in this regime, whicSceémes when (N7, Np} = {2,1}, (b) {Nr,Nr} =

is the same as TDMA with PF. In contrast, in the high SINKA 2}

regime, the DPC, GZF, and VP have a significant gain over

TDMA since the multiplexing gain of TDMA is bounded by

min{ N1, Nr}, whereas those of the multiuser MIMO schemef®r the DPC over GZF and VP due to the optimal cancelling of
are bounded bynin{ Nr, K Ng}. There is an additional gain inter-user interferences.

Throughput (bits/sec/Hz)
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12 v v VP, which also have potential to be improved further, aredgoo
11} candidates for next generation communications. Howeler, a
of the previous schemes need perfect channel state infaamat

at the transmitter for implementation. Examining the rdabus
ness of these schemes against channel uncertainty and-the ex
act complexity comparison of each system remains as work to

10

7T be undertaken.
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