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ABSTRACT 
At present, "capacity" is the  prevailing paradigm for covert 

channels. Wi th  respect to steganography, however, capacity 
is at  best  insufficient, and  at worst, is incorrect. In this pa- 
per, we propose a new paradigm called "capability" which 

gauges the effectiveness of a steganographic method.  It  in- 
cludes payload carrying ability, detectability, and robust-  

ness components.  We also discuss the  use of zero-error ca- 
pacity for channel analysis and demonst ra te  tha t  a J P E G  
compressed image always has the  potential  to carry hidden 

information. 

1. INTRODUCTION 
Steganography is the  art  and  science of sending a hidden 

message from Alice to Bob, so t ha t  an  eavesdropper is not 

aware tha t  this  hidden communicat ion is even occurring [23]. 

We refer to the  communicat ion channel from Alice to Bob 

tha t  t ransmi ts  this  hidden information as a stego channel 
(it is also sometimes called a subliminal channel [31, 32, 
15], a l though some use tha t  te rm in a very restricted sense). 

Note tha t  the  stego channel lies hidden in a communicat ion 
channel, the cover channel, from Alice to Bob--J-hence the 

term stego (or subliminal).  The cover channel and stego 

channel are often of the  same "data  type," but  this is not 
necessary. 1 

One wishes to determine how much "information" [28] can 
be sent over a stego channel. This is similar to the related 
information-theoretic studies of covert channels. Covert chan- 

nels use the  paradigm of capacity to measure their  informa- 
t ion carrying ability. There  are two impor tan t  differences 

between covert and stego channels. 

*US Government  work. Research supported by the  Office of 
Naval Research. 
1Note tha t  Prime Minister Tha tcher  caught leaks from those 
among her ministers by giving them documents  with differ- 
ent word spacing [1], thus  the  stego and cover channels were 
very different in  form. 
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When  studying covert channels no consideration is given 
to hiding their  existence. In contrast ,  a stego channel 

only exists if its existence is hidden. 

No consideration is given to how long a covert chan- 
nel may t ransmi t  data.  In fact, the  channel is tacit ly 

assumed to t ransmi t  "forever." On the  other hand,  
a stego channel 's  t ransmission t ime is limited to the  

type of cover channel /cover  medium tha t  is used. For 
example, if a message is hidden in an  image, then 

the  type  and  size of the  image limits the number  of 
transmissions of the stego channel. Therefore, we can- 
not assume tha t  word sizes of asymptotically rate- 

maximizing block codes can approach infinity (as is 

the  case w.r.t, covert channel analysis). 

Thus, a stego channel is very different from a covert channel. 

Therefore, we must have a new paradigm, because a stego 
channel is not a covert channel  (in the  technical sense, not  

in the vernacular usage of covert), u 

This is in par t  because the  new paradigm for stego channels 
must  take detectability into account, something tha t  is not 

generally 3 considered when it comes to covert channels (al- 
though perhaps it should be). In general, the  more data  tha t  

are hidden, the  easier it is to detect it. This  is a distinction 
tha t  is sometimes "hidden" in the  li terature. Any s tudy of 
stego channels tha t  does not incorporate some measure of 
the  detectabil i ty of the  stego channel  is seriously flawed; at  

best it is incomplete, and  at worst it is deceptive. 

Also, the new paradigm must  take into account the prag- 

matic  aspects based on the  number  of transmissions tha t  
are allowed 4 and  the effect this  has on the ability to devise 

a code t ha t  achieves the  theoretical capacity of the  chan- 

nel. Thus, a paradigm other t han  capacity must  be used as 

2In fact, we must  pause to ask if capacity is the  correct 
paradigm for covert channels. This question is beyond the  
scope of this paper; however, it has been touched upon ear- 
lier [14]. Ei ther  way stego channels and  covert channels must  
be measured differently. 
3To some extent,  it is considered for purposes of auditabil i ty 
of covert channels [35]. 
4We note tha t  in an  earlier paper  tha t  we presented at  
NSPW 2000 [15] we discussed a different new paradigm con- 
cerning steganography. The  concern of t ha t  new paradigm 
was "when is something discovered." We feel tha t  bo th  
"new" paradigms are needed for a complete analysis of 
steganographic systems, and  tha t  the  two new paradigms 
are very different. 
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the true metric of a stego channel. The capacity of a com- 

munications channel has a specific meaning as put  forth by 

Shannon [28]--it is the  upper  limit on essentially error-free 

communication. Theoretically, codes exist t ha t  let us send 
information at any rate  less t han  the  capacity, with  e-error 
rate. At tempts  to send information at a ra te  higher t han  

the  capacity will result in errors. 

Thus, if we simply view a stego channel as a communications 
channel then we could use capacity as a metric of the stego 
channel 's  information carrying potential.  However, this  to- 
tally begs the  question of the  stego channel 's  steganographic 

detectability. Also, it ignores the  lifetime of the  stego chan- 
nel. This is why we use a new term - -  c a p a b i l i t y  - -  when 
discussing how much information a stego channel can trans- 

mit. 

C a p a b i l i t y  is the new paradigm tha t  we propose for stego 
channels. Capability = (P, D) where P is the payload size 

and D is a detectabil i ty threshold. We sometimes expand 
the capability to a triple (P, D, R) where R is a measure of 
robustness of the stego channel. Note tha t  P is a function of 
the type of coding needed to send the hidden information. 

For simplicity we restrict ourselves to still image steganog- 
raphy in this paper, bu t  our new paradigm applies across 

different media. Also, we repeat  some examples (and briefly 
some discussions) tha t  we used in a previous NSPW paper 
[15], since those examples are best for representing certain 
concepts. The  two papers though are quite distinct. 

One must  remember  tha t  much of what  we discuss deals 
with the semantics of what  we were a t t empt ing  to hide. In 

extnded work one should consider the  implications of the 

work of Chalt in and  Kolmogorov on algorithmic complex- 

ity [5]. We have also concentrated on screen images in this  
paper and have not considered print ing issues. Also, pro- 

gressive type issues concerned with how an image "loads" 
are not addressed in this paper. 

F i g u r e  1: C o v e r  image 

F i g u r e  2: C a n d i d a t e  h i d d e n  i n f o r m a t i o n  

Figure 3: Embedded image 

2. SIMPLE EXAMPLES 
This section will explore a few scenarios differentiated by 

their assumptions about  the cover image (greyscale or color), 
noise (present or absent,  correlated or uncorrelated), coding 

of embedded da ta  (error correction used or not) and embed- 

ded data  content (quality requirements of the  contents to be 
of use - image or bitstr ing).  All examples use the popular 
method of image steganography first reported by Kurak and 
McHugh [10, 15] or a varia~nt of it. This approach hides an 
embedded image in a cover image by replacing some of the 
least significant bits (LSB) of the cover image w i t h  some of 

the most significant bits (MSB) of the embedded image. We 

will refer to this  approach as the n-bi t  KM (n-KM) method 
when the  n LSBs (n-LSB) of the cover are replaced with 
the n MSBs (n-MSB) of the  embedded image. A variant 

of the  n-KM approach is the  n-LSB encoding, which sim- 
ply embeds an arbi t rary  bi tstr ing in the  lowest n bits of an 

image. 

Figure 4: Stego image 
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Figure 5: Extracted image (no noise) 

Figure 6: Extracted image, p = .2 

Several images will be used to i l lustrate the simple examples. 
Fig. 1 is the  cover image. This is the image in which we will 

do the  hiding. Ideally, what  we send out (the stego image) 
of the  stego channel should be indistingt~ishable from the 

cover image. Fig. 2 represents what  we would like to send. 

Since, for now at least, we are not interested in a 100% true 
rendit ion of Fig. 2, we refer to it as the  candidate hidden 

information for lack of a be t te r  term. Fig. 3 is what  we 

actually hide; it is the  same as Fig. 2, except tha t  we use 
only the  MSB of each pixel (brightness) byte instead of all 
eight bits. Of course we have made an a priori decision tha t  

this MSB representat ion of Fig. 2 suffices for our needs. 
Fig. 4 is the  resulting (via Ex. 1) stego image. Fig. 5 is 

the  extracted image if there is no noise (via Ex. 1), whereas 
Fig. 6 is the extracted image with noise as given in Ex. 2, 

with p = .2. 

2.1 Example la  - Greyscale, 1-KM, no noise, 

no coding, embedded image 
Assume we have greyscale images with dimensions M x 
N pixels. Each pixel has a corresponding brightness byte 
(brightness ranges from 0 to 255). We do not hide an entire 
image (Fig. 2), bu t  only the MSB bit  representat ion of the 

image (Fig .  3). This is good enough, unless our concerns are 
of a more "artistic" nature.  This  distinction is something 

tha t  we wish to discuss with the  N S P W  participants.  Using 
the  1-KM method  on Figures 1 and  2 produces Fig. 4. To 
extract  the  embedded image, shift every pixel byte of the 

stego image (Fig. 4) left by 7 bi ts  (Fig. 5). 

As a communicat ion channel, this stego channel is noiseless 
and  has a capacity of M N  bits  per  image, or equivalently, 
1 bit  per  pixel. Since there is no noise in this channel, the 
capacity actually measures how much da ta  can be sent with- 

out any error correcting coding being used. Note tha t  this  

steganography usually 5 cannot  be detected by the naked eye 

(Human Visual System - -  HVS). 6 We have not yet discussed 
the degree to which this  stego channel is "subliminal." In 
fact, this stego channel is trivial to detect,  so even though 

it seems as if it can send a great deal of information, the  

"capability" of this  stego channel  must  be tempered by the  
fact tha t  it is not  very well hidden. Therefore, when making 
comparisons between stego channels there is more to take 
into account aside from how many bits can be sent through 

the  stego channel. 

2.2 Example lb  - Greyscale, 1-LSB embed- 

ding, no noise, no coding, embedded bit- 

string 
We need not limit the  embedded message to an actual image, 
the  only th ing t ha t  mat te rs  is how the  bits are interpreted. 
Therefore, we can send any message up to size M N  bits via 

the  method described in Ex. la.  The  only l imitation to the  
size of the  embedded message is the  size of the  cover image. 

2.3 Example 2a - Greyscale, 1-KM, noise, no 

coding, embedded image 
Now take the same si tuat ion as Ex. I except tha t  the  stego 
image ( the cover image after the  embedded image has been 

"inserted") is subject  to random noise. Any bit  can be 

flipped independent ly  with probabil i ty p (this is the  bit  er- 
ror rate, or BElt) .  Thus, the  noise affects each pixel, and 

each bi t  in a pixel byte, independently.  If  we wish to send 
an embedded image as in Ex. la ,  we can extract  a passable 

representat ion (Fig. 6) of the  embedded image provided p 
is small. 
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F i g u r e  7: C a p a c i t y  a n d  1 - B E R ,  p l o t t e d  a g a i n s t  B E R  

2.4 Example 2b - Greyscale, 1-KM, noise, cod- 

ing, embedded bitstring 
If we view this me thod  of s teganography solely in terms of 

communicat ions theory we see t ha t  we have a binary sym- 
metric channel (BSC) which has a capacity of 

CBsc = I -- H(p, q), 

5Exceptions to this will be noted later. 

SImage based steganography cannot  be called steganogra- 
phy unless it passes at least the  HVS test. This is also a 
topic tha t  we wish to discuss with the  workshop partici- 
pants. 
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where q = 1 - p  and  (with all logarithms base 2 throughout) ,  

H(p,q) = - ( p . l o g p +  q . logq) .  

However, we cannot assume that we have infinite uses of this 

channel; rather, we are limited to MA r uses of this chan- 

nel. Since error correcting codes must be used to obtain 

a data rate near Cssc, we cannot simply say we can send 

MAr. Cesc bits per image (or CBsc bits per pixel since we 

are only using the LSB of a pixel byte). This is important 

- -  even if detectability is taken into account we see that ca- 

pacity alone is not the correct measure of how much hidden 

information we may send via a stego image. Only if the 

stego channel is "noiseless," as is the case in Ex. 1, does 

capacity really measure how many bits we can send. 

Fig. 7 shows plots of CBSC and the  complement of the 
bit  error ra te  (probabili ty of a bit  not flipping), vs: the  

probabili ty of a bit  error (we only plot from 0 to .5, since 

the capacity is symmetric  about  .5). 

2.5 Discussion of Simple Examples 
We must  take into account how many bits are truly needed 

to send the hidden information in a useful manner.  In Fig. 6 
we can still make out the image of the buildings and impor- 
t an t  information about  their  location. Keep in mind tha t  

Fig. 6 only has 80% correctness, yet for most needs it con- 

tains as much content  as Fig. 3. In fact, Fig. 3 has, for 
many purposes, the same content  as Fig. 2. Yet, Fig 3. 
has 1 /8 th  the  number  of bits of Fig. 2. This brings us to a 

deeper problem of what hidden information are we truly try- 

ing to send, and how many bits are needed to represent this 

information? (Similar thinking about  how "big" a secret is 

can be found in [17].) When  dealing with covert channels 
and capacity, the  conventional wisdom was to consider only 
"how many" bits we can send and not to concern ourselves 
with the  "nature" of the  bits. However, we see tha t  with 

stego channels we may be willing to accept "noisy" bits as 
long as the essence of the  message is received. This accep- 

tance of noisy bits allows us to decouple the  coding problem 
from the  number  of bits sent. However, this must  be noted 
in order to compare fairly the  steganographic capabilities of 
different stego channels. 

Referring again to Figure 7, consider p = .2, where the ca- 

pacity is .28 bi ts  per pixel. For an M × N size image we 

would expect to be able to pass no more than  .28 • M N  

bits. However, we see tha t  this is arguable. In fact, since 
p = .2, we see tha t  .8. M N  bits go through, on the average, 

without  error. This makes sense if we recall t ha t  Shannon 

showed tha t  if you t ransmi t  at  a rate higher than  capacity 
then you will have errors. One may argue tha t  the  infor- 

mat ion tha t  we are a t t empt ing  to pass through the stego 
channel is not really a 1 bit  per pixel representat ion of the 
embedded image. This is a valid argument.  How much in- 
formation is t ruly needed to pass the  salient parts  of the 
embedded image? Also when we are dealing with an image 
the HVS is very forgiving when it comes to correcting the 
erroneous pixels. However, what  if the  embedded informa- 
t ion were not an image, but  simply a bi t  string? T h e n  we 

could not accept an average error rate of 20% without  some 
sort of correction. In this case the  effective ra te  of .28 bits 
per pixel, given by the  capacity, seems "more" correct. 

As mentioned above though,  we have not discussed the code 

needed to send bits at  rates approaching the  capacity. Prag- 
matic coding concerns might  force us to send fax less than  
.28. M N  bits per  image. Therefore, jus t  being able to cal- 
culate capacity does not mean  tha t  you can t ransmit  in an 
essentially error-free rate near capacity without  doing any- 
thing else. You must  know the coding with which you are 

t ransmit t ing.  Also, the  BSC is a trivial channel. Noise 

characteristics of a channel can be much more complicated 
(as they are when we discuss AWGN channels later in the 
paper).  It is also possible tha t  the  channel is not  memory- 
less. In tha t  s i tuat ion very litt le can be said about  efficient 

coding. Keep in mind t ha t  we have not yet discussed de- 
tectabil i ty of the stego channel. 

This is why we need a be t t e r  metric such as capability, t ha t  
incorporates detectabil i ty along with the  amount  and type 
of information steganographically t ransmit ted .  

In the next  section, we will embed an image in a second 
image in such a manner  tha t  the  extracted image consists 

only of "noise" and is of no use for steganographic commu- 

nication in this form. However, the  capacity of this stego 
channel is not  zero, and if we concern ourselves with send- 

ing bits (which is the  proper  consideration anyway), and not 

the  "image," we see t ha t  the  resulting stego channel may in 

fact pass meaningful information. 

3. NOISY COLOR EXAMPLES 
We will now use color images. As in the  previous greyscale 
cases, we assume tha t  our images are stored in a lossless 

manner  (e.g., T IFF  or BMP).  A typical color image has 3 

bytes for each pixel :  a red byte R, green byte G, and a blue 
byte B. This results in a 24-bit color image. The color bytes 
represent the  brightness (or intensity) values for each color. 
A color image can be transferred to a greyscale by using the 
following formula [20]: 

Y = .3R + .6G + .1B 

where Y is the  luminance value corresponding to the one 
brightness byte  in the  greyscale image, and  R, G, and B 

are the  respective integers values of the  red, green, and blue 

bytes in the color image. (Note not  all image processing 

systems are identical. In fact, the  software we use, "xv" 
[37], uses the luminance formula Y = .3R + .59G + . l l B . )  

The reason tha t  Y is not simply the  average of R, G, and 

B is tha t  the HVS perceives different colors differently. In 
fact, the  HVS perceives green much more readily than  blue 
(as evidenced by the luminance formula). 

We will first discuss our example, and then for the  sake 
of clarity of exposition, describe the  impor tan t  motivation 

behind it. We now have noise affecting the lower bits of an 

image, across all three colors. The  noise may be independent 
across R, G, and B, or there may be a dependence across the 
colors. We will jus t  concentrate of the LSB. Consider the 

image in Fig. 8, which contains the content tha t  we wish 
to hide, and  the 1-MSB representat ion of tha t  content as 
shown in Fig. 9. 
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F i g u r e  8: C a n d i d a t e  h i d d e n  i n f o r m a t i o n  F i g u r e  10: Co lo r  i n d e p e n d e n t  p = .2 

F i g u r e  9: E m b e d d e d  i m a g e  F i g u r e  11: Co lo r  i n d e p e n d e n t  p = .5 

By now we hope the reader accepts the fact that  we may 
replace the 1-LSB of a suitable cover image with the 1-MSB 
image that  we wish to embed so that the HVS cannot detect 
the hiding. Thus, we form the stego image again using the 
1-KM method in our color image. In the cases considered 
below, the stego image may be subject to noise (perhaps 
due to lossy compression upon saving the stego image in a 
certain format). 

3.1 Example 3.1: Color, 1-KM, color-independent 

noise, no coding, embedded image 
This subsection assumes that the noise affects the LSB of 
the R, G, and B bytes independently, and is also indepen- 
dent pixel to pixel. We show the resulting extracted image 
under two different noise conditions. Figs. 10 ~ 11 are the 
extracted images (stego image with each byte shifted seven 
places to the left). Fig. 10 is the result of subjecting the em- 
bedded image (Fig. 9) to a noise that inverts each bit with 
probability p = .20, independently across R, G, and B. Fig. 
11 is the results of flipping each color bit independently with 
probability p = .50. Fig. 10 still has meaningful content, 
whereas Fig. 11 is just random noise and has no content. 
The reason that Fig. 11 is random noise is that  each three 
bit pair representing a pixel in Fig. 9 has an equi-probable 
chance of becoming any three bit pair. For example the pixel 
which has a LSB of (1,0,0) has a 1/8 probability of the LSB 
transitioning into any of {(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), 
(1, 1, 0), (0, 1, 1), (1, 0, 1), (1, 1, 1)} . Fig. 11 is the result of 

this experiment. 7 

7Let us review our representation. The embedded image is 
the LSB plane of the stego image, written as (Xl,X2, x3), 
where xl is the R value, x2 is the G value, and x3 is the B 
value. Therefore, per ~ixel of the stego image, the embed- 
ded image is given as tXl,X2, x3), where x~ = 0 or 1. How- 
ever since this is really the MSB of the image we are hiding 
(Xl, X2, X3) is interpreted as R = Xl • 128, G = x2 • 128, and 
B = x3 • 128 w.r.t, the extracted image. 

We now consider the range of p between 0 and .50 (we do 
not concern ourselves with p > .5 because that just results 
in "negative" images, and the capacity of the associated 
channels are identical for p and 1 - p). In terms of a com-  

m u n i c a t i o n  channel we have an input alphabet of size eight. 
The input alphabet is 

{(0, O, 0), (1, O, 0), (0, 1, 0), (0, O, 1), 
(I, I, 0), (I,0, I), (0, I, I), (I, I, i ) } .  

Since bits are flipped independently across the triples the  

output alphabet is the same as the input alphabet. Let 

us consider the input symbol Xl = (0, 0, 0). The symbol 
Zl may not be changed at all and result in output symbol 
yl = (0, 0, 0) with probability (1 - p ) 3 ;  Xl can be changed 
to output symbols y2 = (1,0,0), ys = (0,1,0), or y4 = 
(0, 0, 1), each with probability p(1-p)2;  or Xl can be changed 
to output symbols y5 = (1,1,0), y6 = (0,1,1), or yT = 
(1, 0, 1), each with probability p2(1 - p ) ,  or with probability 
pS to output symbol y8 = (1, 1, 1). T h e  other input symbols 
behave similarly. 

Consider finite discrete random variables A and B, aj E A, 
bl E B. The entropy of B, H(B) ,  is: 

~B 

H(B) = - ~ p ( b  0 logp(b 0 . 
i = l  

We define the conditional entropy (equivocation), H(A[B), 
as: 

~B  nA  

H(A[B) = - ~ p ( b l )  ~ p ( %  [bi)logp(aAbO, 
i = 1  j = l  

where nA (riB) is the number of non-probabilistically trivial 
values of A ('B). (Values whose probability is zero do not 
affect the terms of interest.) 

Given a discrete memoryless channel (DMC) the output 
symbols yj are the values of the output random variable 
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Y, and the  input  symbols xi are the values of the input 

random variable X.  The channel mat r ix  [p(yj[xi)], where 

p(yj[xl) is the  conditional probabil i ty of the  ou tpu t  symbol 
yj given tha t  the input  was x / i s  s 

yl " " " yny 
3gl ( P(Yl'Xl) "" P(Yny[Xl) I 

: i . . .  i • 

X,~x \ P ( Y d X . x )  "'" p ( y . y l X . x ) ]  

For a DMC the channel mat r ix  completely describes the 
channel and the  capacity C [28] is given by maximizing the  
mutual  information I (X ,  Y),  

I (X ,  Y)  = H ( X )  - H ( X I Y  ) = H ( Y )  - H ( Y I X )  , 

over the  distributions tha t  support  {xl} (the symbols xi are 
fixed, the  probabili ty values p(x 0 vary), so 

C = m a x I ( X ,  Y)  . 
x 

We say tha t  a channel is a symmetric DMC, or more simply 

put  a symmetric channel, if the channel is a DMC and every 
row of the channel matr ix  is the same up to permutat ion,  
and every column of the  channel mat r ix  is the same up to 
permutat ion [3]. For a symmetric  channel, ~jp(y j[xOlogp(y j Ix l )  
is independent  of i since the  rows of a symmetric channel 

matr ix  are the  same up to permutat ion.  Therefore, without  
loss of generality, H ( Y [ X )  = - ~ j  p(yj Ix1 ) log p(yj [x 1). So 

maximizing I (X ,  Y) ,  over different distr ibutions of X,  comes 

down to maximizing H ( Y )  < log hr .  If we can show tha t  
there exists a distr ibution of X such tha t  H ( Y )  = l ogny ,  
we will know the  maximum of H(Y) .  Let X have the  equi- 

probable distr ibution p(xi) = (1 /nx )  for all i. Since p(yj) = 

~ i p ( y j ,  xi) = ~ip(y j[x l )p(x i )  = (1 /nx)  ~ ip(y j[x , ) ,  the  
term ~ip(y j]x i )  is the same for all j because this is the  
sum of the  j t h  column entries, which are the  same for all 
j .  Therefore p(yj) is independent  of j ,  so Y has the  equi- 
probable distr ibution p(yj) = 1 /ny  when X has the  equi- 

probable distribution. Hence, it is possible tha t  H ( Y )  = 
l ogny ,  so we have determined the  maximum mutual  in- 

formation I (X ,  Y), and the following is the  capacity of a 
symmetric  channel: 

C = l o g n y  + E p ( y j l x l ) l o g p ( y j l x l  ) . (1) 

J 

For the  color-independent noise case, the channel matr ix  is 
an 8 x 8 matr ix  with every row and column, up to permu- 
tation, of the  form {q3,pqZ,pq2,pq2,p2q, p2q,p2q, p3}, where 

q =  l - p :  

Of course when p = 0, this results in the 8 x 8 identity 

matrix, and p = q = 1/2 results in the  8 x 8 matr ix  where 
every entry is 1/8. Regardless of the  p value, every row has 
the same entries (up to permutat ion) ,  and every column has 
the same entries (up to permutat ion) .  Thus our channel is 
a symmetric channel. By Eq. 0-), the  capacity C of this 
channel is 

C = 3 + (3p 3 + 6p2q + 3pq 2) logp + (3q a + 6pq 2 + 3p2q) log q 

(2) 

SWe annota te  rows and  columns of matrices for clarity. 

Therefore the  capacity is 0 < C < 3 bits per  symbol, as 

p varies from .50 down to 0, and C achieves the  boundary 
values of 0 and 3, respectively. 

3.2 Example 3.2: Color, 1-KM, color-dependent 
noise, coding, embedded bitstring 

We now assume tha t  the  noise is still pixel-wise indepen- 
dent, but  it is totally dependent  across R, G, and B. In 
other words the  LSBs for each color either all change simul- 
taneously or none of them change. Observe what  happens  
to the embedded image Fig. 9 under  such noise effects. 

F i g u r e  12: C o l o r  d e p e n d e n t  p = .2 

F i g u r e  13: Co lor  d e p e n d e n t  p = .5 

The extracted image in the p = .5 case (Fig. 13) is not ran- 

dom noise, because there are still some residuals from the  

embedded image in it. However, in terms of an  image, it is 

essentially useless. Recall t ha t  with color-independent noise, 
Fig. 11 is random noise, while there are still some residual 

elements of Fig. 9 in the  color-dependent Fig. 13. This is be- 

cause color-dependent noise behaves differently from color- 
independent  noise. Given a three bit  representation of the 
LSB of a pixel (bl, b2, b3), we define the complement of tha t  

three bit  representat ion to be the  three bit  tuple (b[, b~, b~), 

such tha t  the term by term exclusive-or of (bl,b2, b3) with 
(b~, b~, b31) is (1, 1, 1). Wi th  this in mind we study what may 

happen to the  MSB representat ion of an image under color- 
dependent noise. A region tha t  is very dark (or very bright) 
transit ions to a region tha t  is a mix of very dark and very 
bright. However, a region tha t  is very bright with respect 

to one color transit ions to a region tha t  still has this one 
color mixed with the  "complementary" color. This behavior 
is seen in Fig. 13. 

So, some of the information about  the image is still able to 
be extracted even when p = .50, in contrast  to the  color- 
independent  noise si tuat ion where no par t  of the image is 
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channe l  m a t r i x :  color  i n d e p e n d e n t  case  

extracted. We studied the underlying communication chan- 
nel in the color-independent case and saw that the capacity 
is zero when p = .50. How does the communication chan- 
nel behave when we have color-dependent noise? The input 
alphabet and output alphabet are the same as for the color 
independent noise (see subsection 3.1). What  is very differ- 
ent is the channel matrix. 

Consider the input Xl = (0, 0, 0). Since the noise is color 

dependent, (0, 0, 0) either stays as (0, 0, 0) with probability 

q, where q = 1 -p, or it is transformed to (1, 1, 1) with 

probability p. Note that the input symbol (1, 1, 1) either 

stays as (1, 1, 1), or is transformed to (0, 0, 0). 

Since this is a symmetric channel, by Eq. (1) the capacity 
is 

C=3+plogp+(1-p)log(1-p) .  (3) 

What  is very interesting about Eq. (3) is that  the capacity 
is always bounded from below by 2, 2 _< C _< 3. In fact, 
we see that pairs of input symbols map to pairs of output 
symbols reflexively in pairs. In other words: 

* {(0,0,0),(I,1,1)}--~{(0,0,0),(1,1,1)} 

* { ( 1 , 0 , 0 ) , ( 0 , 1 , 1 ) } - - + { ( 1 , 0 , 0 ) , ( 0 , 1 , 1 ) }  

. {(0, I,0),(1,0, I)}--~-{(0, I,0),(1,0,1)} 

* {(0,0,1),(1,1,0)}--~.{(0,0, i),(1,1,0)}. 

Therefore if we view the four pairs above as equivalence 
classes we can form a secondary channel which has the 4 x 4 
identity matrix for the channel matrix. Therefore, no matter  
what p is, we can always send 2 bits of information. In 
fact, there is no noise affecting this secondary channel so 
the C = 2 is always achievable without any coding! (Note 

that the actual channel has C > 2 for 0 < p < 1/2 (as 
in the other example this channel is symmetric about 1/2), 
but coding is required to achieve this data  rate. Given that 
our channel is actually a stego channel we might not have 
"enough transmissions" to utilize a coding that .approaches 
capacity.) This leads us to the concept of zero error capacity 
denoted by Co [29]. Of course we require no error correction 
to achieve the zero error capacity in t h e  situation we have 
shown. This may not always be the case, though. 

3.3 Dependent or Independent? 
In the above examples we see that  when there is a total 
dependence among the color bytes with respect to noise, 
that information may still be passed, even in the noisiest of 
situations. However, for color-independent noise, it is possi- 
ble for no information to be passed. If we are dealing with 
JPEG, the true answer lies somewhere in between. This is 
because JPEG operates not in the RGB coordinate system, 
but rather in the YUV coordinate system. We know from 
the above formula that Y is the luminance of the pixel. U 
and V are chrominance values. U is the difference between R 
and Y, whereas V is the difference between B and Y. What  
is important is that the YUV coordinate systems expresses 
a dependence between the colors. This dependence trans- 
lates to a dependence of the noise between the colors It, G, 
and B when an image is saved as a JPEG. Thus, we con- 
jecture that  even the most severely compressed JPEG image 
may pass some hidden information in the LSBs. This is a 
very strong statement and may give a theoretical existence 
proof of robust (survives attacks from compression noise) 
steganography with respect to JPEG images. We will dis- 
cuss this in future work. 

4. PARTIAL SUMMARY 
The above examples and discussions are worth summarizing. 

How much information are we truly hiding? The im- 

portant parts of an image might be describable by a 

relatively small number of bits. Therefore it might 

be better to speak of "embedding information" rather 

than to speak of "embedding an image." We believe 

that this distinction is sometimes glossed over in "pop- 

ular" discussions of steganography (most technical pa- 

pers correctly discuss embedding files). Of course, con- 

sidering the embedded information as an image has the 

advantage that the HVS can correctly parse through 

errors via the implicit semantics of an image. Thus, 

an image file is a very special file, one can easily get 

through the errors in it, whereas in another file type 

error-correction may be necessary to send any infor- 

mation (of course we are implicitly using an image 

"viewer"). Audio files might behave in a manner sim- 

ilar to image files, but an arbitrary bitstream cannot 

recover so gracefully from errors. Depending upon the 

coding difficulties it is perhaps better to speak about 

how many bits a stego channel may transmit, rather 

than how big an image it can transmit. 
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m a t r i x :  co lor  d e p e n d e n t  case  

• Considering the  stego channel simply as a communi- 

cation channel is the wrong approach. We must  not 

forget tha t  block codes need to be designed to achieve 
rate near capacity and tha t  the  stego channel might 
not be able to t ransmi t  a sufficient number  of t imes 

(thinl~ number  of pixels), so tha t  the  code can effec- 
tively t ransmi t  information. On the other hand,  there 

might be codes tha t  are not very large and therefore do 
not require a large number  of transmissions to achieve 

a sub-optimal rate of transmission. This sub-optimal 
ra te  might be more than  sufficient to send effective 
amounts  of hidden information. The zero-error capac- 
ity discussed above involves such a code. 9 For the 

example we showed tha t  "no" coding (to be precise, 
the identity coding) suffices. 

As noted earlier, even with respect to covert channels the 
sole use of capacity has been called into question, e.g., the 
smal l  message  cr i ter ion [14]. The reasoning behind the 

small message criterion is not directly applicable to stego 

channels, because we do not  have the  luxury of infinitely 
many transmissions. But  the idea tha t  measures other than  

capacity are useful still holds. Note tha t  in the related infor- 
mation hiding field of watermarking, Sugihara [33] expressed 
concern with simplistic applications of Shannon's  capacity 
as the sole measure of embedded information transfers. 

5. D I S C U S S I O N  
So far, we have just  been focusing on how much informa- 

tion a stego channel may send. Remember  a stego channel 
in general becomes useless if its existence is made known. 

Some qualifications to this are noted below, however, it is 
certainly the  case tha t  if it is possible to detect whether  a 
steganographic channel is being used, tha t  it is no longer 
fulfilling its purpose. Therefore, for stego channels we must  

include a measure of detectabil i ty when discussing their  use- 

fulness. 

5.1 Ex .  1 R e v i s i t e d  
Let us revisit Ex. 1, the  1-KM method.  Using the 1-KM 

method,  we can t ransmi t  M N  bits per image. In terms of 
a communication channel, this is a noiseless DMC with a 
capacity of 1 bit  per  pixel. Of course, there remains the 
caveat tha t  we are limited to M N  transmissions. The 1- 
KM method cannot  be discovered by the  HVS (for most 
cover images). If a proposed method of steganography is not 

9Codes for achieving zero-error capacity are not t~aat well 
studied [29]. 

detectable by the  HVS is tha t  good enough? The answer is 

a resounding no! 

How detectable is the  1-KM method?  Well if we know the 

algorithm all t ha t  is required is to take the  suspect image 
and shift the  bi ts  7 to the  left. If you see a different image 
there, the game is over! In general, detection tools tha t  do 

not involve human  interpreta t ion axe preferable. 

5.2 D e t e c t i o n  
There axe many techniques for detecting steganography (i.e., 
steganalysis [7, 24, 25]). In fact, many  often take the Ker- 
ckhoffs approach t ha t  is applied to cryptography [2] - -  as- 

sume tha t  the method of steganography is known, yet the  
use of steganography should still not be detectable without  

the  key. As discusssed later in this  paper, a weaker condi- 

t ion may suffice. Regardless, the  tradeoff between capacity 
or payload and  detectabil i ty requires further  investigation. 

The detection tool just  discussed rests upon interpreting 
the  1-LSBs as a hidden image. An alternative approach 

would be to run  various statistical tests. One such test is 
the discrete Laplacian l° V(px,~), where p,,~ is the  ( x , y )  

pixel. V(px,~) works by measuring the  difference in local 
pixel neighborhoods. 

V ( p z , y )  = px+l,y -I- p z - l , y  -I- pz,y+l -I- px ,y -1  - 4pz,v 

V(p,.v ) is not defined for boundary  pixels. Tha t  is, for an 

M x N image, V(p,,~) is not  defined for x = 0 or for y = 0, 
nor for x = M - 1  or y = N - 1 .  (Keep in mind tha t  a 
M x N image is interpreted as a M x N matrix. However 
the indexing goes left to right, from 0 to M - 1, in the  

horizontal direction, and  top to bot tom,  from 0 to N - 1, in 
the  vertical direction.) 

Le t  us look at ( the midrange of) the  histogram of the  dis- 

crete Laplacian of a legitimate T IFF  image (Fig. 14), and 
the  same range of the  discrete Laplacian of a 1-KM stego im- 

age (Fig. 15). Fig. 14 is the  discrete Laplacian of the cover 
image Fig: 1, whereas Fig. 15 is the discrete Laplacian of 

the stego image Fig. 4. The graphs of very different: the  
discrete Laplacian of the  stego image shows humps every 2 
values. This is because the  1-LSBs have been affected. The 
1-LSBs of a legitimate image are not as correlated as the 1- 

MSBs of a legitimate image. Therefore when we replace the 

1°The use of the discrete Laplacian as a detection tool was 
briefly discussed at N S P W  bu t  not published. A discussion 
of it may also be found in Katzenbeisser and Petitcolas [8] 
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I-LSBs of the cover image with the 1-MSBs of the embedded 

image, under the KM approach, we see that the 1-LSBs of 

the resulting stego image have the wrong statistical signa- 

ture. This is shown by the humps in Fig. 15. I1 A tool such 

as this could be automated to look for incorrect LSB signa- 

tures, whereas machine interpretation of some bit planes [7] 

as part of an image is a more difficult problem related to the 

field of artificial intelligence and computer vision. 
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F i g u r e  14: C o v e r  i m a g e  d i s c r e t e  Lap lac ima  
sO 

crypted to appear as random noise (and lessen any detection 

that the discrete Laplacian may show), other tests may de- 

tect that something is wrong with the LSBs. This is new 

territory and ripe for discovery. 

Figure 1 6 : 2 4  bit color image  

Figure 17: 2-LSBs, shifted left 6 bits 

-So -4o -3o -20 -10 0 I0 2o 3o 4O 

F i g u r e  15: S t e g o  i m a g e  d i s c r e t e  L a p l a c i a n  

What if we attempt to introduce noise (e.g., by encrypting 

the embedded data) into the LSBs under the KM approach, 

is the steganography still visible? The answer is yes, the 

histogram no longer has the humpy behavior indicative of 

LSB hiding, but the the histogram has greater variance. At 

this time we have no hard and fast rules. Therefore, even 

though the discrete Laplacian no longer shows the telltale 

humpy behavior of bit plane replacement, we still see that 

the discrete Laplacian may still reveal some information. 

However, the detection has now become more dimcult. 

We note though that all bit planes of an image seem to have 

certain dependencies, especially in the bright areas. This is 

especially true of images that originated as JPEGs. (The 

comments in this subsection are not backed by enough ex- 

perimentation or theory. However, we feel that they are 

on the correct path.) Therefore, if the LSBs have been en- 

llOne need not restrict themselves to just the LSBs; the 
detection works similarly for the n-LSBs. 

Embedding data in a cover image generally introduces arti- 

facts, which constitute the basis for detection. One form of 

artifact is apparent when we consider the TIFF file shown 

in Fig. 16. Fig. 17 is the 2-LSB of that TIFF Mile, with 

every byte shifted six places to the left. We see that the 

bright areas of Fig. 16 work their way down to the lower 

bits. Fridrich has noted similar behavior [6], as have Lee 

and Chen [11]. Steganography that does not respect such 

"artifacts" is detectable, or at least highly suspicious. 

1NI~L [15] has modified the  KM approach to only hide a 
small message in a lossless manner .  We have experimental  

evidence tha t  our method  is essentially impossible to detect 

[16]. Of course, this  is with  the  present detection tools. 
Perhaps in the  future someone will determine a way to easily 
detect the  NRL method.  Therefore, in general, any measure 
of undetectabil i ty may vary over time. 

In any case, when discussing steganography and the capac- 

ity, data rate, or capability of the associated stego channels, 

we must include a measure of detection. 

5.3 Robustness 
One may also want to take robustness of the  steganography 

into account. If we can hide a message tha t  survives J P E G  
compression we have come up with a very strong method.  If 

a steganographic method  must  be restricted to compression- 
less formats, we could (for example) eliminate all possibility 

of s teganography on a web site by forcing all ' the images to 
be stored as J P E G s  instead of TIFFs.  This  may obviate the  
need to detect stegoimages reliably, if the  goal is merely to 
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prevent their  use. 

It is also the case t ha t  error correction coding needed to 
overcome impairments  on the  stego channel may itself in- 
crease detectability. Error correction coding necessarily in- 
troduces redundancy into the  embedded data  b y  its very 

nature.  It is likely tha t  this  redundancy can be exploited by 

detection mechanisms; this is the case whenever error cor- 
rection coding is used, regardless of whether  encryption (or 
compression) is used in the system. 

Except for transposit ion ciphers, encryption tha t  is per- 

formed on the  source embedded da ta  to randomize them 

and to prevent their  disclosure must  be done before the  em- 
bedded data  are error correction coded. This is because, at 

the receiving end, the errors must  be removed before decryp- 
t ion is performed. Any cryptosystem tha t  has dependencies 

of many of the  plaintext bits on many of the ciphertext bits 
(i.e., has good diffusion) will fail to function if there are er- 

rors in the ciphertext. Thus, error correction decoding must  
be performed before decryption in order to remove all errors 

to obtain accurately decrypted data. Use of transposit ion 

ciphers (i.e., permut ing the  data)  after error correction cod- 
ing may be of some use for confusion purposes, but  it is very 
limited with regard to how much it can change the  charac- 

teristics of the  data,  or the  degree to which this can prevent 
detection. 

6. OUR NEW PARADIGM 
Based upon our discussions we see t ha t  a stego channel may 
be measured by a tuple 

Capability = (P, D) 

referred to as the  capability. This  is the  formalization of our 

new paradigm. P is the  l~ayload, which is the  amount  and 

type of information t ha t  actually can be sent, through real- 
istic and  pragmatic coding, with the  threshold of detection 
kept under  D. 

6.1 Payload 
In general, if no da ta  type is given for the  embedded infor- 

mation, we assume tha t  it is simply a bit  string (in other 
words, unless noted otherwise, we would not be concerned 
with sending an  image, but  r a t h e r  concern ourselves with 

the bits tha t  could express the  image--see  the  discussion 
in section 1.) If the  payload is concerned with something 
other tha t  a bit  string, say an  image, then  we may include 

a fidelity factor with P .  Assuming t ha t  the embedded mes- 
sage is a bit string is the best approach, and, as noted, is 

the default. This is also the  s tandard  approach for dealing 

with communicat ion channels. The  issue of source coding 

is not taken into account. Da ta  types such as images can 

lead to confusion and interpretive mistakes. The essence of 
what  we want to send, should be a mathemat ica l  construct,  
not an fuzzy concept subject  to interpretat ion.  When  dis- 
cussing the payload in terms of a generic bit  string we will 

use bits/pixel  (or bi ts / image)  as the  unit  (of course we can 
generalize to cover messages tha t  are not still images and  

thus change the  units). We again emphasize the point tha t  
we should concentrate only bit  strings, ra ther  then images. 

Consider Fig. 1. As a T IFF  file it is 250198 bytes, and when 

we save it to a J P E G  (quality factor 100%) it shrinks slightly 

to a size of 224174 bytes. The  TIFF  and  J P E G  are indistin- 

guishable to the HVS. Note tha t  the  actual size of the image 
in Fig. 1 is 176 × 176 ram. Fig. 18 shows the  result of turn-  

ing Fig. 1 into a thumbnai l  of size 2917 bytes (reducing from 
500x500 to 125x125 pixels and  saving in the default J F E G  
mode of xv). This thumbnai l  is shown in its actual size of 

44x44 ram. Forgetting about  image formats, we were inter- 
ested in the  MSB representat ion of Fig. 1, which is 250000 

bits. However, we may be able to represent the  essence of 
tha t  in a file tha t  is only 2917 x 8 = 23336 bits. Even bet ter  

since the  thumbnai l  is 125x125 pixels if we only care about  
the  MSB, then 15625 bits  are all tha t  are needed (further 

a t t empts  to use s tandard  compression tools did not let us 
reduce the  size further).  We have not  worked on optimizing 
this, so we take 15625 bits  as an  upper  limit. Thus, we have 

lowered the  "size" by an  order of magnitude,  but  have lost 
minimal "meaningful information." Therefore, with proper 

error correcting coding we may be able to send the  "essence" 
of Fig. 1 in a very noisy environment,  is Again, this is the 

s tandard  approach to measuring how much "information" 
can be sent via a transmission scheme. 

F i g u r e  18: J P E G  t h u m b n a i l  o f  Fig .  1 

We see tha t  given a noisy transmission we may still be able 
to send all of the  intended message, provided tha t  we use 

the  proper error correction in our coding for transmission 
over the  stego channel. We emphasize t ha t  this distinction 
is often forgotten when it comes to steganography. A legit- 

imate reason for this  is tha t  the  coding issues can be quite 
difficult, whereas, sending an image tha t  results in the  same 
image with some degradat ion (still good enough to get the  

point across) is easier to do and to explain. However, for a 
proper analysis of the danger of any stego channels we must  
explore all aspects of the  message payload. 

6.2 Detection 
The detection factor D is itself not t ha t  well-defined. Steganog- 

raphy must  not be apparent  to the  human  eye. If it is, then 
we have not performed steganography in any sense of the  

word. The idea behind  the  steganographic communication, 
at  least for an image, is tha t  we cannot  tell by looking at 
an image tha t  there is something hidden in it. Of course~ 
this comes with the  caveat tha t  not jus t  any image is used 

1Sin order to embed an error-correction coded version of the 
thumbnai l  in the cover using 1-KM,.a net capacity of about  
0.10 is required. It is not  unreasonable to assume tha t  half 
the  Shannon capacity can be achieved, so a Shannon capac- 
ity of 0.20 should suffice. From Figure 7, this corresponds 
to a BER of about  0.24 or less. 
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as a cover image. For example, if we use a cover image such 

tha t  every pixel is black (e.g. the  bytes are zeroed out), 
then even a few bits hidden in such an image could be de- 

tected by the  HVS. The concept of what  is good enough for 
a generic cover image has not  been put  on a firm foundation. 
But  we believe enough has been said to satisfy the  reader 

tha t  a min imum condition of steganography is tha t  it not 

be visible to the  HVS. 

Kerckhoffs' principle [2], a s tandard  of cryptography tha t  

the  "security" of a cryptosystem should hold even if the al- 
gori thm is known, i.e., t ha t  its security should depend only 
upon the key, may not apply in all steganographic cases. 

Obviously if we are given 10 images to examine and are told 
tha t  a KM method  has been used, then it is trivial to detect 

the  steganography. But  what  if we have to check every image 
on the  Usenet newsgroups, or the  entire web? Would know- 

ing t ha t  the  KM method  was used on some of the  images al- 

low us to detect the  steganography (in a reasonable amount  

of time)? Of course, the  designer of a steganographic system 

should still aim to satisfy Kerckhoffs' principle, but  it might 
not be necessary in all situations. 

W h a t  tools do we have to s tudy an image? To do the  detec- 
t ion analysis correctly we must  s tate  exactly what  detection 

tools are at our disposal. Remember  tha t  a stego channel 

ceases to exist once it has been discovered. In general, when 
dealing with detection we assume tha t  we have a "good" 
cover image with which to work. Some methods of steganog- 

raphy are adaptive to the cover image and adjust  the hiding 

to process so as to make it undetectable  by the HVS [11, 9, 

19]. These concepts should also be discussed when it comes 

to D. 

Also keep in mind tha t  detection need not  be done only in 

the  spatial domain (pixels and their  R.,G,B values). One 
can t ransform an  image from the  spatial to the  frequency 

domain (e.g., descriptions of these techniques are given in 
[4]). Steganography can be done in the frequency domain. 

Therefore we should have detection tools for the  frequency 
domain also [6, 24, 25]. Frequency domain approaches give 
us the  ability to embed the  message in a manner  tha t  is 

robust  to LSB corruption. However, we may detect such at-  
t empts  by studying the  coefficient values of the  various fre- 

quency transforms, and  looking for statistical anomalies [24, 
36]. (Note this approach for hiding information works quite 
well for watermarking, where it does not mat te r  t ha t  there 
is "hidden" information. W h a t  mat ters  for watermarking is 

tha t  the "hidden" information not interfere with the  cover 

image and tha t  the  "hidden" information be robust  to re- 
moval. In short,  s teganography values detection over ro- 
bustness, whereas watermarking values robustness over de- 

tection.) 

Hiding techniques for J P E G  images often do their  hiding in 

the frequency domain, e.g. Jsteg [34] and F5 [36]. This is 

because J P E G  converts 8 x 8 blocks of the  spatial domain 
into a frequency domain by using the  discrete cosine trans- 
form [30]. Detection of Jsteg is discussed elsewhere [7, 25]. 
Of course, we need no t  restrict  ourselves only to transforms 

t ha t  arise from J P E G  [26, 27]. Note tha t  a recent method of 
hiding in the  spatial domain [18] works against the  JPEG-  
compatibil i ty detection method  proposed by Fridrich [6]. 

Marvel et al. [12, 13] have also done work (in the  spa- 

tial domain) tha t  t reats  the  cover as noise, and transforms 

the  information to be embedded into Gaussian noise, which 

is added to the  cover. The  stego channel is thus mod- 
eled so tha t  it is bounded  by addit ive white Gaussian noise 
(AWGN) channel. The  capacity of the AWGN [28] is well- 

known and based upon the  signal to noise ratio of the  chan- 

nel. Note t ha t  Marvel 's work improves on earlier methods 

t ha t  use the  AWGN as the  stego channel model. The de- 
tectabil i ty of this  stego channel is based upon the  HVS and 
the  signal to noise ratio. We feel t ha t  more t han  the  signal 

to noise ratio is needed to satisfy the  undetectabil i ty condi- 
tions. The signal to noise rat io 's  size is a necessary, but  not 

sufficient condition. We will explore this concept in future 

work to see if our claim is true. 

6.3 Robustness 
One can also extend capabili ty to a triple (P, D, R). The fac- 

tor  R is a measure of the  robustness of the  steganographic 
method to noise. If the  method  only holds for lossless for- 

mats  this should be noted. If the  embedding can s tand up 
to J P E G  compression, the  type  and quality factor of the  
J P E G  method should be noted. If the  embedding falls only 

against at tacks t ha t  severely degrade the  cover image, this 

too should be noted. 

It  is sometimes possible to in ter rupt  steganographic commu- 
nication without  the  need of detect ing the  steganographic 

communication.  For example, consider any steganographic 

method t ha t  uses the  2-LSB. If we had  the  ability to scram- 

ble the  two lower bit  planes then  (1) the  stego channel would 
be useless, and  (2) the  cover image would not  loose much 

visual fidelity. This is a possible me thod  for preventing 
steganography. This  type  of approach is similar to the use of 

St i rmark in destroying the  synchronization needed to read 

a digital watermark [21, 22]. 

6.4 Examples of Capability 
In this  section we i l lustrate our new paradigm by example. 

6.4.1 Capability of Example 1 
Capability = (P: 1 bi t /pixel ,  no coding necessary. 
D: knowledge of the a lgori thm renders this  useless unless 
an adaptive encryption is used prior to the  embedding so 
tha t  the  LSB pa t t e rn  h a s  the  correct a r t i fac t s - - the  dis- 

crete Laplacian can reveal embedding, use of encryption can 
lessen this revelation, bu t  fur ther  research is required into 

the  discrete Laplaciem and  other  statistical techniques. 
R.: not robust - - lossy  compression can destroy the  embedded ' 

message.) 

6.4.2 Capability of Example 2 
Capabili ty = (P: If the  noise p is not  too large then MSB 

represented images can be t r ansmi t t ed  noisily, bu t  recogniz- 
ably. In te rms of a bit  s tr ing (bits/pixel)  the  "capacity" (in 

the  sense of Shannon) is 1 - H(p,  1 - p) bits/pixel.  But, to 
achieve this ra te  we must  be  concerned with the  complexity 

of the coding, and  also the  world length of the  code. 
D: If the algori thm is known, this  method  .is trivially de- 

tectable if we are sending images (with no encryption). If 
we are sending a bit  stream, them the  detection is more sub- 

tle, bu t  still not  too difficult. 
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R: This approach incorporates robustness by accounting for 
noise, so the robustness is "built in." Of course additional 
or bursty noise can affect all of the stego channel's charac- 
teristics.) 

6.4.3 Capability o f  Example 3.1 
This is similar to Example 2. 

6.4.4 Capability o f  Example 3.2 
Capability = (P: We only concern ourselves with a bitstring. 
We can send 2 bits/pixel without any error correcting cod- 
ing, and send 2MN bits per M × N image. I fp  < .5 we may 
send more than 2 bits/pixel, but more complex coding must 
be used. Also, we must take the length of the code words 
into account in order to get a per image payload figure. 
D: We are presently studying this for large p. We feel that 
detection will be difficult in very noisy situations (such as 
severe lossy compression). Of course, bits should be scram- 
bled before embedding to confuse eavesdroppers. However, 
with high noise levels, legitimate image artifacts can become 
lost. 

It: This approach survives correlated noise, but not uncorre- 
lated noise (via coding as explained in subsection 3.2). We 
conjecture that an approach such as this will guarantee a 
non-zero, hard to detect, method for JPEG compression.) 

7. CONCLUSION 
Stego channels are not easy to quantify. Their payload size 
and usefulness come with caveats. The user must be aware of 
the strengths and weaknesses of the steganographic method 
in use. Comparisons between stego channels may be im- 
possible to make in certain situations. This paper serves as 
notice that when dealing with steganography, it may not be 
business as usual. 

Concepts such as zero-error capacity and the ease of coding 
for a communication channel must be taken into account. 
One cannot assume that they have infinite transmissions 
with a stego channel. If each pixel (8 x 8 block, etc.) is 
treated as a transmission, then we are limited to the number 
of pixels (8 x 8 blocks, etc.) times the number of images. 

We propose a new paradigm for measuring how much "stuff" 
a stego channel can transmit. This new paradigm is a tuple 
called the capability: it measures how much and what type 
of information is being sent, it includes a measure of the 
detectability of the stego channel, and it may include the 
robustness of the stego channel against attack. 
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