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ABSTRACT

Evaporation plays a critical role in a range of technologies that power and sustain our society. Wicks are widely used as passive, capillary-fed
evaporators, attracting much interest since these devices are highly efficient, compact, and thermally stable. While wick-based evaporators
can be further improved with advanced materials and fabrication techniques, modeling of heat and mass transport at the device level is vital
for guiding these innovations. In this perspective, we present the design and optimization of capillary-fed, thin film evaporation devices
through a heat and mass transfer lens. This modeling framework can guide future research into materials innovations, fabrication of novel
architectures, and systems design/optimization for next generation, high-performance wick-based evaporators. Furthermore, we describe
specific challenges and opportunities for the fundamental understanding of evaporation physics. Finally, we apply our modeling framework
to the analysis of two important applications—solar vapor generation and electronics cooling devices.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0021674

NOMENCLATURE

A evaporator area [m2]
cp specific heat at constant pressure [J/kg K]
D evaporator diameter [m]
Dv diffusivity of vapor in gas [m2/s]
dparticle characteristic particle size [m]
dwick characteristic pore size [m]
Ga gallium
Gr Grashof number
g acceleration due to gravity [m/s2]
H elevation [m]
ha convective heat transfer coefficient to ambient [W/m2 K]
HTC heat transfer coefficient [W/m2 K]
hlv enthalpy of vaporization [J/kg]
j mass flux [kg/m2 s]
jdryout dryout evaporative mass flux [kg/m2 s]
k thermal conductivity [W/mK]
L characteristic length [m]
Ll length of effective conduction path from the solid to the

liquid-vapor interface [m]
M figure of merit
_m evaporation rate [kg/s]

N nitrogen
n unit normal vector
O oxygen
P modified pressure [Pa]
Pe Péclet number
p pressure [Pa]
Q heat transfer rate [W]
q
00

heat flux [W/m2]
q
00

dryout dryout evaporative heat flux [W/m2]

q
00

solar incident solar flux [W/m2]
R thermal resistance [K/W]
Rg specific gas constant [J/kg K]
Re Reynolds number
S shape factor [m]
T temperature [K]
t wick thickness [m]
tgap air gap thickness [m]
u flow velocity vector [m/s]
ub bulk average flow speed [m/s]
um mass averaged mixture flow velocity [m/s]
v specific volume [m3/kg]
x,y coordinates in the plane of the wick [m]
z coordinate normal to the wick plane [m]
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Greek symbols

α solar absorptance
γ surface tension [N/m]
Δp capillary pressure [Pa]
Δpmax maximum sustainable capillary pressure [Pa]
Δρ mixture density difference [kg/m3]
δ diffusive boundary layer thickness [m]
ε infrared emissivity
ζ relative humidity
η solar-vapor efficiency
θe equilibrium contact angle
θrec receding contact angle
K effective permeability [m2]
K

0
intrinsic permeability [m2]

κ mean curvature of the liquid-vapor interface
μ dynamic viscosity [Pa s]
ν kinematic viscosity [m2/s]
ρ density [kg/m3]
σ mass accommodation coefficient
σc condensation coefficient
σe evaporation coefficient
σSB Stefan-Boltzmann constant [W/m2 K4]
f porosity
ω vapor mass fraction

Subscripts

c condenser
cap capillary
cond conduction
conv convection
evap evaporation
HK Hertz-Knudsen
int liquid-vapor interface
l liquid
rad radiation
res reservoir
S Schrage
s solid
sat saturation
v vapor
∞ far field

I. INTRODUCTION

Evaporation is an essential mechanism in technologies that
provide power,1 fresh drinking water,2,3 and cooling for systems
ranging from electronics4 to buildings.5 The high impact of evapora-
tor performance on these important systems has motivated recent
innovation of evaporator materials and configurations,6,7 along with
key advances in our fundamental understanding of liquid–vapor
phase change.8–11 There is still potential to improve system efficien-
cies by enhancing evaporator thermal performance and reducing the
power required to pump liquid to the evaporator. One major thrust
of the evaporation community is to advance thin film evaporation
(pure evaporation in the absence of boiling) technologies, which are
often advantageous due to their stable nature compared to the

chaotic boiling process. The use of wicks to achieve capillary-fed, thin
film evaporation has attracted much interest because these structures
can passively supply liquid, often entirely eliminating the need for a
mechanical pump to deliver the working fluid to the evaporator. This
advantage reduces system power consumption and is vital for off-grid
applications where electricity is scarce or unavailable. Additionally,
the presence of a solid wicking structure in the liquid film offers the
ability to tune the thermal performance of the evaporator.

Interest in wick-based evaporators has driven efforts to tailor
performance via enhancement of intrinsic material properties and
wick structures.12–14 The two key functions of a wick that research-
ers desire to simultaneously optimize are its ability to supply liquid
by capillary pumping and its role in facilitating thermal trans-
port.4,15,16 Capillary pumping performance can be enhanced by
improving the intrinsic wettability of the wick material and design-
ing the structure to minimize viscous dissipation of fluid flow while
maximizing the sustainable Laplace pressure. Thermal transport in
the wick is influenced by the intrinsic thermal conductivity of the
material and the geometry of the porous structure. In certain appli-
cations, the wick also acts as a solar absorber,7,17,18 in which case
the radiative absorptance of the wick is an important aspect of the
overall thermal transport. Since both capillary pumping and
thermal transport performance are connected to the wick’s material
and structural properties, wick design is often complicated by
trade-offs that arise. Although wick performance is often a critical
piece of the overall system performance, the working fluid, operat-
ing conditions, and system design must also be considered in
device-level optimization.

Here, we provide a comprehensive analysis of the physics of
heat and mass transport in capillary-fed, thin film evaporation
systems and discuss how this knowledge can be applied to develop-
ing materials, wick architectures, and system designs. Accurate
physical modeling is essential for guiding efficient materials inno-
vation in this field as it allows researchers to understand which
novel material properties enhance system performance and to what
extent. As shown in Fig. 1, the applications that utilize thin film
evaporation differ by many orders of magnitude in size and operat-
ing heat flux; consequently, distinct approaches are needed to guide
materials and fabrication innovations that push the limits of perfor-
mance. For instance, the capillary pumping capability of a wick
decreases drastically with increasing evaporator size, which is why
the use of wicks has largely been focused on systems with smaller
evaporators, such as solar vapor generation17,19–21 and electronics
cooling.4,22 Furthermore, the governing physics of transport from
the liquid–vapor interface to the far field are vastly different
depending on whether the evaporator is in an air or pure vapor
ambient. Our comprehensive heat and mass transport analysis
serves as a tool to navigate the modeling of fluidic and thermal
pathways under the specific conditions presented by the far field
ambient. Additionally, we discuss the challenges and opportunities
for advancing our fundamental understanding of liquid–vapor
phase change, which will be critical for accurate modeling of high-
performance evaporators. Finally, we demonstrate how this model-
ing framework can be used to guide the design and optimization
of capillary-fed, thin film evaporation devices by analyzing its
implications for two applications: solar vapor generation and
electronics cooling.
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II. LIQUID TRANSPORT

A. Capillary-driven flow

Wicks are porous structures that imbibe liquid on the princi-
ple of energy minimization. Imbibition occurs when the solid–
vapor specific surface energy (γsv) is greater than the solid–liquid
specific surface energy (γsl). For a given solid–fluid pair, this crite-
rion is met when the equilibrium contact angle (θe) is less than
90°.23 The driving force for imbibition is characterized by the
Young–Laplace equation,

Δp ¼ pl,int � pv ¼ 2γ lvκ, (1)

where Δp is the local capillary pressure, pl,int is the local liquid pres-
sure at the liquid–vapor interface, pv is the pressure of the vapor
phase, γlv is the liquid–vapor surface tension, and κ is the local
mean curvature of the liquid surface.

For passively supplied thin film evaporation, a wick is
placed in contact with a stationary liquid reservoir as depicted in
Fig. 2(a). In steady state operation, a heat flow (Q) enters the
wick and is dissipated to the environment via evaporation, con-
vection, and radiation [Fig. 2(b), “Qevap,” “Qconv,” and “Qrad,”
respectively]. Frequently, evaporation is the dominant mode of
heat transfer out of the wick, especially in systems where the
ambient is pure vapor. Regardless of the ambient conditions, the
evaporative heat flux component (Qevap) requires a steady flow
of liquid from the reservoir to replenish the evaporating working
fluid. This flow of liquid in the wick can be described by

Brinkman’s equations,24

∇P ¼ �
μl
K 0 uþ μl∇

2u,

∇ � u ¼ 0,
(2)

where P ¼ pl þ ρlgH (ρl is the liquid density, g is the acceleration
due to gravity, and H is the elevation), μl is the dynamic viscosity
of the liquid, u is the liquid flow velocity vector (vector quanti-
ties are henceforth denoted with boldfaced symbols), and K 0 is
the intrinsic permeability of the wick. The mass transferred to
the vapor phase via evaporation is accounted for by applying the
boundary condition ρlu � n ¼ jv at the liquid–vapor interface,
where n is the unit normal vector to the interface pointing into
the vapor and jv is the local evaporative mass flux. Here, we
neglect the inertial terms under the assumption that the
Reynolds number Redwick ¼ ρlubdwick/μl � 1, where ub is the bulk
average flow speed and dwick is the characteristic length scale of
pores in the wick. K 0 is generally a second order tensor but is
typically denoted as a constant for isotropic and spatially
uniform wicks. Alternatively, the momentum conservation state-
ment of Eq. (2) is often expressed using Darcy’s law,25

∇P ¼ �
μl
K
u, (3)

where Κ is the effective permeability of the wick. This effective
permeability accounts for the effects of viscous dissipation
within the wick’s structure and from its boundaries, whereas the
intrinsic permeability only includes the former. Considering a

FIG. 1. Operating regimes of processes that use thin film evaporation. Air ambient systems are restricted to lower evaporative heat fluxes than pure vapor systems since
the presence of air poses diffusive resistance to mass transport. Capillary-fed devices are typically used for smaller evaporators such as those used in solar vapor genera-
tion and electronics cooling due to the size dependence of the capillary pumping limit.
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common scenario where the wick is attached to a substrate with
the liquid reservoir adjacent (as depicted in Fig. 2), Κ can be
determined from Eq. (2) by integrating in the direction normal
to the wick plane (z-direction) and enforcing boundary condi-
tions. For this example configuration, scaling of the terms on the
right-hand side of Eq. (2) shows that K � K 0 when K 0/t2 � 1,
where t is the thickness of the wick. If the wick has free surface
boundaries at both surfaces normal to z, K ¼ K 0. A similar anal-
ysis can be used to apply Darcy’s law to a wick in any arbitrary
configuration.

B. Dryout limits

The capillary limit of a wick is defined as the operating point
where the viscous pressure drop incurred by flow through the wick
balances the maximum capillary pressure that can be supplied.
This is referred to as the “dryout flux” because dry spots form in
regions of the wick where the maximum capillary pressure is
exceeded. From Eqs. (1) and (3), it can be seen that this limit will
depend on the geometry of the wick’s pores, the overall dimensions
and orientation of the wick, and the fluid/material properties. We
note that the dryout limits do not depend on the ambient vapor
conditions (excluding temperature dependence of fluid/material
properties), i.e., the dryout limits of a given wick are the same
whether operated in air or saturated vapor.

To demonstrate the effects of wick and fluid properties on the
performance, we consider a simple case: a disk-shaped, monopor-
ous wick (having one characteristic pore size) of diameter D and
thickness t attached to a substrate and surrounded by an adjacent
reservoir (as depicted in Fig. 2), pores of size dwick, and negligible
effects of gravity. Substituting these parameters into (1) and (3), the

area normalized capillary limited mass flux (kg/m2 s) and evapora-
tive heat flux (W/m2) for this system are

jdryout ¼ 64
γ lvρl
μl

tK

D2

cos(θrec)

dwick
,

q00dryout ¼ 64hlv
γ lvρl
μl

tK

D2

cos(θrec)

dwick
,

(4)

respectively, where hlv is the enthalpy of vaporization of the fluid
and θrec is the receding contact angle for the fluid/solid pair.
From this simple case, we extract the capillary transport figure of
merit Mcap ¼ hlvγ lvρl/μl ,

26 which is used to evaluate the suitability
of working fluids at given operating temperatures (see Fig. 3).
Equation (4) shows that liquid transport can be enhanced by
choosing a fluid with a large Mcap, designing a wick that is highly
permeable and wetting, and optimizing the dimensions of the wick.
In Sec. IV C, we provide further discussion of these design aspects
and the trade-offs between wicking and thermal performance.

III. THERMAL TRANSPORT

In typical thin film evaporation devices, heat originates in the
solid part of the evaporator by generation (e.g., Joule heating),
absorption of radiation, or thermal contact with another body.
This heat is conducted through the solid/liquid matrix of the wick,
transported to the liquid vapor interface, and is dissipated to the
environment by a combination of evaporation, convection, and radi-
ation [Fig. 2(b)]. In thermal management systems, it is common to
quantify the heat transfer efficiency using the heat transfer coefficient

FIG. 2. (a) General schematic of a porous wick evaporator in an air or vapor ambient. A wick adjacent to a stationary liquid reservoir is depicted, but depending on the applica-
tion, the reservoir may originate at a condenser (as in the case of heat pipes and vapor chambers) or the wick may float on the reservoir. (b) Resistance network representing
the thermal paths connecting the wick, reservoir, and ambient. In an air ambient, evaporative heat and mass transport is limited by high resistances to vapor transport (Rvapor)
and convection (Rconv), whereas Rvapor is relatively small in a pure vapor ambient, causing resistance in the Knudsen layer (Rkinetic) to govern the evaporation rate.
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(HTC) between the wick and the far field, calculated as

HTC ¼
q00

(Twick � T1)
, (5)

where q00 is the steady state heat flux dissipated by the wick, Twick is
the temperature at the interface between the wick and the heat
source, and T∞ is the temperature of the far field ambient.

Analyzing the paths for dissipation of the heat input to the
wick (Q), the thermal resistance Rres lumps the conduction and
convection resistance from the wick to the liquid reservoir.
Depending on the orientation of the wick, Rres may be large
enough to ignore heat transfer to the reservoir. On the other hand,
significant care must be taken to minimize heat losses to the reser-
voir in applications like solar vapor generation. The solid/liquid
matrix of the wick is itself a complicated network for heat transfer
from Twick to Tint (the liquid–vapor interface temperature), which
can be lumped into Rwick. Heat transfer from the liquid–vapor
interface to the far field strongly depends on the ambient condi-
tions. In air ambient systems, the thermal resistances associated
with vapor transport (Rvapor) and convection of the background gas
(Rconv) are dominant over the kinetic resistance (Rkinetic) due to the
large diffusive resistance presented by non-condensable gases.27

Depending on the system configuration, radiative heat transfer
between the wick and the ambient (Rrad) can be significant, which
is often the case in evaporation from open systems. For systems
operating in pure vapor, the diffusive resistance is removed, greatly
reducing Rvapor such that evaporation is governed by kinetics across
the non-equilibrium Knudsen layer,28,29 quantified by Rkinetic. In
the proceeding sections, we discuss modeling heat transfer in the
wick (Rwick) and elucidate the distinction between the governing
physics for evaporation into air (limited by Rvapor) and pure vapor
(limited by Rkinetic).

A. Wick

Due to the typical length scales of wicking structures, Rwick is
usually dominated by conduction in the solid/liquid matrix.
Neglecting advection in the liquid can be justified by evaluating the
Péclet number of liquid flow toward the evaporating interface,

Pet ¼
jvcpt

kl
, (6)

where cp and kl are the specific heat at constant pressure and
thermal conductivity of the liquid, respectively. If Pet � 1, conduc-
tion is the dominant mode of heat transport through the liquid.
Thermal Marangoni convection is commonly ignored and was
shown to be negligible for typical electronics cooling operating con-
ditions.30 Since conduction is prevalent, Rwick is usually expressed
in terms of the wick’s effective thermal conductivity (kwick) as

Rwick ¼
t

kwickA
, (7)

where A is the area of the evaporator.

The effective thermal conductivity of the wick is dependent on
the working fluid, operating conditions, and the material and archi-
tecture of the wick. The simplest models for kwick consider the solid
and liquid as purely parallel conduction paths,

kwick ¼ ks(1� f)þ klf, (8)

or in series,

kwick ¼
kskl

ksfþ kl(1� f)
, (9)

where ks is the thermal conductivity of the solid and f is the poros-
ity of the wick. The parallel and series models provide upper and
lower bounds, respectively, for the effective thermal conductivity.
While these models offer some intuition, they do not account
for the thermal resistances of constriction, spreading, and tortuosity
that are intrinsic to porous media. The Maxwell model for the
thermal conductivity of uniform spheres gives

kwick ¼ ks
2þ kl/ks � 2f(1� kl/ks)

2þ kl/ks þ f(1� kl/ks)
: (10)

This model is often used for sintered particle wicks as a more
conservative estimate than parallel conduction, although it still
overestimates reported experimental measurements.31 A compari-
son of many analytical and empirical models to experimental
results for the thermal conductivity of sintered particle wicks was
presented by Peterson and Fletcher.31

Even highly ordered, non-tortuous wicks like micropillar
arrays32 do not exhibit simple parallel/series behavior when used
for thin film evaporation because heat must ultimately be spread
from the highly conductive solid into the liquid to enable evapora-
tion. This is often referred to as the “thin film” resistance.14,32,33

In cases where the thin film resistance contributes significantly to
Rwick, kwick is sensitive to the wick thickness. Approximate analyti-
cal models accounting for constriction, tortuosity, and thin film
resistance in specific, highly ordered structures have been devel-
oped,32,34,35 but numerical methods are often necessary to fully
capture the complexities of 3D heat flow in wick structures.15,30,34

From a qualitative point of view, the large relative resistance of the
thin film arises from the orders of magnitude difference between kl
and ks (for example, kl/ks∼ 10−3 for water and copper at 20 °C).
Thus, even if the effective conduction path between the solid–liquid
and liquid–vapor interfaces (Ll) is much shorter than the conduction
path through the solid, the thin film resistance could be significant. As
such, pushing the limits of Rwick requires attention to ks, kl, t, and Ll.
As seen in Eq. (4), decreasing t to reduce Rwick comes at the cost of
simultaneously reducing the dryout heat flux.15 Another conflict
between designing for thermal resistance and dryout heat flux comes
into play due to the fact that Ll cannot be decreased independently
from dwick in monoporous wicks. We discuss these trade-offs as they
relate to electronics cooling devices in Sec. IV C.
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B. Air ambient

In an air ambient, the flow of vapor away from an evapora-
tor is hindered by frictional resistance from air molecules. This
resistance is much stronger than the kinetic resistance under
typical air ambient conditions, as evidenced by the good fit of
purely continuum diffusive/convective models to experimental
data.27,36–38 Thus, transport in the Knudsen layer can be
neglected for evaporators operating in an air or non-condensable
gas ambient. The most general approach to determine the evapo-
ration rate is to first solve the coupled mass, momentum, and
energy conservation equations with appropriate boundary condi-
tions to determine the mass average mixture flow velocity (um).
Then, the evaporative flux can be determined from the advec-
tion–diffusion equation,

jv ¼ ρωum � ρDv∇ω, (11)

where jv is the vapor mass flux vector, ρ is the mixture density, ω is
the vapor mass fraction, and Dv is the diffusivity of vapor in the gas
(or mixture of gases). The evaporative mass flux is related to the
evaporative heat flux by q00evap ¼ jvhlv, so the equivalent thermal
resistance is

Rvapor ¼
Tint � T1

jvhlvA
: (12)

Determination of the flow velocity is often a non-trivial task, but
we will only consider commonly encountered limits of Eq. (11) as the
conservation equations and various methods to solve them are dis-
cussed in the literature and heat/mass transfer textbooks.26,39 Rconv can
also be determined using classical heat and mass transfer solutions.

It is common to approach device-level modeling by consid-
ering limits in which certain terms of the conservation equations
can be neglected, or by using correlations provided by rigor-
ous analytical, numerical, or experimental evaluation of the
conservation equations. In the limit of purely diffusive trans-
port in a binary system, the evaporative mass flux is modeled
by Fick’s law,26

jFick ¼ �ρDv∇ω: (13)

Fick’s law is widely used for evaporation into air, yet
caution must be taken in noting that it is valid under the condi-
tions that (a) the diffusing species is dilute and (b) advection
can be neglected. When the evaporative flux is sufficiently large,
advection of the vapor (known as Stefan flow) can no longer be
ignored. The balance between advective and diffusive transport
is characterized by the Péclet number,

Peδ ¼
um,intδ

Dv
, (14)

where um,int is the velocity of the mixture near the interface and
δ is an effective boundary layer thickness that depends only on
system geometry and boundary conditions.27 δ relates to the
shape factor S of a system by δ ¼ A/S; care should be taken in

recognizing that S (and therefore δ) may scale up with the size of
the evaporator.26 Values of S are tabulated for many simple con-
figurations26 or can be determined experimentally for a specific
geometry.

For conditions with a high Peδ or vapor concentration such that
Fick’s law becomes invalid, the advection–diffusion equation (also
known as the Maxwell–Stefan equation) should be applied.40

Simplifying for binary transport, zero net flow of the ambient gas, and
no external pressure gradient, the Maxwell–Stefan equation reduces to

jStefan ¼ �ρDv∇ ln
1

1� ω

� �

, (15)

where jStefan is the vapor mass flux, including both advection and dif-
fusion. For 1D flow in terms of the effective boundary layer thickness,
temperature of the interface, and far field vapor mass fraction (ω∞),

jStefan ¼ �
ρDv

δ
ln

1� ωsat(Tint)

1� ω1

� �

, (16)

where ωsat(Tint) is the saturated vapor mass fraction at Tint. While the
forms of Eqs. (15) and (16) are applicable for many evaporators, the
general form of the advection–diffusion equation [Eq. (11)] is valid
for conditions including flow of the ambient gas and can be general-
ized for multicomponent mixtures.40 Lu et al. demonstrated that
Fick’s law underpredicted experimental results for high-flux evapora-
tion into air, whereas the Maxwell–Stefan equation fit their data well
for all experimental conditions tested (up to Peδ and ωsat(Tint) of
nearly unity).27

The effects of gravity sometimes must be considered in evapo-
rative systems. Buoyancy driven advection (natural convection) is
quantified by the Grashof number of the system,

Gr ¼
gΔρL3

ρν2
, (17)

where Δρ is the difference in mixture density between the interface
and far field, L is the characteristic length scale of the system, and ν

is the kinematic viscosity of the mixture. When Gr � 1, natural
convection can be neglected; otherwise, numerous correlations exist
for heat/mass transfer due to natural or externally forced convection
in a variety of configurations.26 When considering the scalability of
laboratory-scale systems, it is important to recognize that the size
dependence of δ and Gr may cause the transport physics to change
significantly with the system scale. Finally, it should be noted that
effects such as Stefan flow, natural convection, and external convec-
tion may exhibit complicated coupling when more than one is
present in a system. For instance, Zhang et al. recently analyzed the
interplay between Stefan flow and natural convection and provided
heat/mass transfer correlations for this mixed mode.41

C. Pure vapor ambient

A saturated vapor ambient is preferred for steam turbines,1

mechanical vapor compression desalination systems,3 and electron-
ics cooling devices4 since heat transfer efficiency is enhanced by
removing the diffusion resistance presented by non-condensable
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gases. In the absence of diffusion resistance, Rvapor can be of the
same order as Rkinetic or even smaller, depending on the device con-
figuration. For devices like heat pipes, where the resistance to vapor
flow returning to the condenser may not be negligible, Rvapor
should be considered in series with Rkinetic to determine the system
performance. We offer a brief discussion of device-level modeling
in Sec. IV C. Here, we discuss the underlying physics of kinetically
limited heat transfer since this limit is becoming increasingly
important as materials, fabrication, and systems design advances
diminish Rwick and Rvapor.

Classic kinetic theory considers that a net evaporation/con-
densation flux across the liquid–vapor interface perturbs the local
thermodynamic equilibrium in the vapor phase, giving rise to the
non-equilibrium Knudsen layer adjacent to the interface.42 Since
equilibration is driven by molecular collisions, the Knudsen layer
is typically a few mean free paths thick.29 Various models exist
that connect Knudsen layer kinetics to macroscopic external flow
variables (e.g., heat flux), the most common of which are the
Hertz–Knudsen (HK) and Schrage equations,28 which express the
evaporative heat flux as

q00HK ¼
hlv
ffiffiffiffiffiffiffiffiffiffi

2πRg

p σe
psat(Tl,int)

ffiffiffiffiffiffiffiffiffi

Tl,int

p � σc
pv,1
ffiffiffiffiffiffiffiffiffi

Tv,1

p
� �

,

q00S ¼
2

2� σc

hlv
ffiffiffiffiffiffiffiffiffiffi

2πRg

p σe
psat(Tl,int)

ffiffiffiffiffiffiffiffiffi

Tl,int

p � σc
pv,1
ffiffiffiffiffiffiffiffiffi

Tv,1

p
� �

,

(18)

where Rg is the specific gas constant, psat(Tl,int) is the saturation
pressure at Tl,int, σe is the evaporation coefficient, and σc is the
condensation coefficient. σe denotes the fraction of vapor mole-
cules emitted from the liquid compared to the amount predicted

by the equilibrium Maxwell–Boltzmann distribution, while σc is
the probability that a vapor molecule impinging on the interface
condenses.43 At near equilibrium conditions (low Mach number),
it is widely agreed that σe = σc= σ,29,44 referred to here as the
mass accommodation coefficient. The Schrage equation is more
appropriate for evaporation into a large vapor reservoir as it
accounts for the external vapor flow while the HK equation does
not, although Ytrehus pointed out that the HK equation is correct
for free molecular evaporation/condensation between parallel,
planar liquid surfaces.29 However, it has been acknowledged that
neither the HK nor the Schrage equation explicitly conserves
momentum and energy.29,45 We note that the Schrage equation as
shown in Eq. (18) is simplified for low Mach number conditions;
the full equation provides better accuracy for high-speed flows.44

A more rigorous theoretical approach is to consider the gov-
erning equation for the evolution of the molecular velocity distri-
bution function across the Knudsen layer, the Boltzmann
transport equation (BTE).46 The complicated nature of the BTE
collision term makes analytical solutions not possible for most
problems, but a large body of literature exists containing
perturbation-theory-based solutions,42,47 moment solutions,29,48

numerical solutions to the Boltzmann–Krook–Welander (BKW)
model equation,49–52 and direct simulation Monte Carlo (DSMC)
solutions.46,53–55 We note that numerical BKW and DSMC solutions
are regarded as most accurate.29 Extension to polyatomic gases was
analyzed thoroughly by Frezzotti.56 Recently, Lu et al. demonstrated
that the HK and Schrage equations and a polyatomic DSMC solution
to the BTE showed reasonable agreement to experimental results for
low Mach number evaporation of water into its pure vapor.57 Other
recent molecular dynamics (MD) studies have characterized the val-
idity of the Schrage equations for evaporation of argon in steady
state58 and transient59 conditions.

While thermal resistance between the wick and the interface
(Rwick) is predominantly controlled by the wick material and geom-
etry, Eq. (18) shows that the resistance to evaporation is set by the
working fluid and operating conditions. Using the Schrage equa-
tion, the thermal resistance at the liquid–vapor interface is com-
monly expressed as44

Rkinetic ¼
1

Aint

2� σ

2σ

� �

Tv,1vlv

h2lv

� �

(2πRgTv,1)
1/2 1�

pv,1vlv

2hlv

� ��1

,

(19)

where Aint is the area of the liquid–vapor interface and vlv is the
specific volume difference between phases. We note that Eq. (19)
only considers heat transfer due to evaporation, a reasonable
assumption for most practical systems. Conduction across the
Knudsen layer is typically negligible but has been shown to be an
appreciable mode of heat transfer for small systems (∼100 nm
length scale) where non-condensable gases are present.60,61

A kinetically limited heat flux scaling can be expressed by
rearranging (18) and assuming a small temperature difference
between the liquid and vapor,

q00kinetic ≏
hlv
ffiffiffiffiffiffiffiffiffiffiffiffiffi

RgTv,1

p

dp

dT

�

�

�

�

sat

(Tl,int � Tv,1), (20)

FIG. 3. Merit numbers of select working fluids over a range of operating tempera-
tures. The solid and dashed lines correspond to Mcap and Mevap, respectively. While
water has superior properties for capillary liquid transport, the other fluids shown
here are more favorable for efficient evaporative heat transfer between 0 and 97 °C.
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where
dp
dT

�

�

�

sat
is the derivative of the equilibrium vapor pressure with

respect to temperature along the saturation line. From Eq. (20),
we extract an evaporation figure of merit for the fluid,

Mevap ¼ hlv
ffiffiffiffiffiffiffiffiffiffi

RgTv,1

p dp
dT

�

�

�

sat
, where

dp
dT

�

�

�

sat
is evaluated at Tv,∞. We note that

Mevap gives a heat flux scaling per unit temperature rise, whereas
the evaporation figure of merit proposed by Lu et al.57 and Hanks
et al.62 relates to heat flux via a dimensionless driving pressure.
Both figures of merit are derived from the same physical principle
and are equally valid; here, we prefer to provide intuition for
thermal resistance directly from Mevap. We plot both the capillary
and evaporation figures of merit for various fluids in Fig. 3. Mevap

does not account for mass accommodation, which is widely believed
to be a function of temperature63 and strongly depends on the
working fluid. While σ is generally taken to be close to unity for non-
polar fluids, various theoretical and experimental works have reported
values of σ spanning three orders of magnitude (0.001–1) for water.43

Determination of the mass accommodation coefficients of pure fluids
is still an active area of research,8,11 but modeling of practical systems
is further confounded by the sensitivity of the accommodation coeffi-
cient to contaminants.43 For this reason, σ is often treated as a fitting
parameter to be experimentally determined for a given evaporator,
working fluid, and range of operating conditions.32,62

IV. CHALLENGES AND OPPORTUNITIES IN THIN FILM
EVAPORATION

A. Fundamental understanding

As innovative fabrication techniques allow access to evapora-
tion/condensation regimes that approach the fundamental limit of
interface resistance dominated transport, a thorough understanding
of the liquid–vapor interface is critical. When considering the
kinetics of liquid–vapor phase change at near equilibrium condi-
tions, the typical approach is to (a) assume that particles are
emitted from the interface into the vapor according to the equilib-
rium distribution, i.e., a half Maxwellian distribution for the veloc-
ity component normal to the interface;52 (b) assume diffuse
reflection29,52 of vapor molecules that do not accommodate into
the liquid phase upon striking the interface; (c) assign a mass
accommodation coefficient to describe the probability of exchange
between phases; and (d) couple the liquid–vapor interface boun-
dary condition to the external vapor flow. MD has provided evi-
dence that (b) is accurate under various conditions;60,61,64,65

however, the validity of (a) is unclear as some molecular dynamics
studies have predicted a non-Maxwellian distribution for the
normal velocity component due to the influence of the liquid’s
potential well.66,67 As such, the velocity distribution of molecules
emitted from the interface into the vapor as well as the value and
fundamental mechanism behind the mass accommodation coeffi-
cient are open questions of great interest. Nagayama and Tsuruta63

proposed a theoretical framework to describe the condensation
coefficient using the transition state theory,68 but MD calculations
were used to fit their model due to a lack of physical understanding
of the energy barrier proposed by their theory. A statistical rate
theory approach was used by Ward and Fang to derive an expres-
sion for evaporation flux,69 but their result requires the

determination of thermodynamic conditions precisely at the inter-
face, making it difficult to apply in practice. Bedeaux et al. analyzed
the liquid–vapor interface from a non-equilibrium thermodynam-
ics perspective and supported the expression of Nagayama and
Tsuruta for the condensation coefficient when an energy barrier
exists.70 Since the origin of this energy barrier is unclear, it remains
an open question that requires more in-depth theoretical and
experimental investigations. The complex molecular picture at the
boundary between phases seems to point to molecular dynamics as
a promising pathway to a better understanding of the fundamental
properties of the liquid–vapor interface.

While MD studies have continued to improve our theoretical
understanding in recent years,8–10 there have also been advance-
ments in experimental techniques to study the liquid–vapor inter-
face. Experimental determination of the mass accommodation
coefficient, for instance, is challenging because (a) temperature
must be measured precisely at the interface without disturbing gas
kinetics; (b) contaminants cannot be allowed to concentrate at the
interface; and (c) it is difficult to design an experiment where trans-
port is highly sensitive to the properties of the liquid–vapor inter-
face. Figure 4(c) demonstrates the significant discrepancy between
experimental11,57,71–74 and MD9,63 reported values of the mass
accommodation coefficient of water and highlights the large uncer-
tainty of experimental measurements. Nonetheless, state-of-the-art
fabrication and measurement techniques enable experimental
studies that bring us ever closer to precise, reliable measurements
of σ. Li et al. fabricated a hybrid nanofluidic channel that allowed
accurate measurement of the evaporation rate of water from a few
nanopores by visualizing the receding meniscus in a nanochannel
[Fig. 4(b)].74 However, the temperature of the liquid–vapor inter-
face was not monitored, and the nanopore diameter-dependence
they had observed was attributed to contaminant buildup. Lu et al.
designed a nanoporous membrane evaporator that provided non-
invasive temperature sensing at the liquid–vapor interface with contin-
uous flow underneath the membrane to advect away contaminants.57

Nevertheless, the purpose of that study was to validate the kinetic
theory model for the Knudsen layer; the accommodation coefficient
was obtained by applying a model fit to the BTE. Although Lu et al.
relied on state-of-the-art nanofabrication to create a resistance temper-
ature detector (RTD) adjacent to the liquid–vapor interface,57 others
have used optical techniques like Raman thermometry to measure
substrate temperature precisely at the three-phase contact line75 or
directly measure the bulk temperature of water droplets.72 Lee et al.
circumvented the need for location-sensitive temperature sensing by
measuring the mass accommodation coefficient using isothermal,
forward osmosis-driven flow across a thin vapor gap in a membrane
[Fig. 4(a)].11 While improved sensitivity was achieved, measurement
uncertainty was still ≈ 50% and the effect of solutes in their draw solu-
tion could not be quantified. The challenges and opportunities in this
space lie in further increasing experimental sensitivity to the mass
accommodation coefficient while simultaneously meeting the tempera-
ture sensing and contaminant mitigation requirements.

B. Solar vapor generation devices

Solar vapor generation, applying direct solar heating to drive
evaporation, plays a ubiquitous role in steam generation,7,17,18
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desalination,21,76–79 sterilization,7,80 and wastewater treatment.81

Recently, solar-driven interfacial evaporation, which localizes the solar-
thermal energy at the liquid/air interface through a solar absorbing
capillary wick structure, has attracted particular interest due to its
passive, high-efficiency, portable, and low-cost nature. Compared with
the volumetric heating configuration, interfacial evaporation reduces
the required thermal mass and avoids heat loss through the bulk
liquid, which therefore improves the overall solar vapor conversion
efficiency.7 In typical solar-driven interfacial evaporation, a floating
capillary wick is used as the evaporator (Fig. 5).7,18 Liquid is driven by
capillary pressure due to the micro-to-nanopores of the wick.
Additionally, the capillary wick has high absorption to visible light,
which enables efficient solar-thermal energy conversion. Owing to the
low thermal conductivity of the wick (i.e., high Rwick), thermal energy

is localized at the interface where evaporation occurs. Compared with
the requirement of high solar absorption and low thermal conductiv-
ity, wickability plays a relatively insignificant role to the overall per-
formance because non-concentrated solar flux (∼1000W/m2) is
typically much smaller than the capillary limit of the wick. Although
significant achievements have been demonstrated in both material
synthesis and device characterization, the fundamental heat and
mass transport during solar vapor generation has been left largely
unexamined. Therefore, a unified theoretical treatment is required
that considers the interplay among the passive liquid feed, coupling
of interfacial heat and mass transport, vapor diffusion into the air
ambient, and the overall solar-to-thermal energy conversion. The
fundamental limit and the general optimization principle need to be
well-understood based on quantitative analysis.

FIG. 4. (a) Depiction of the vapor gap membrane designed by Lee et al.11 to measure σ via forward osmosis-driven transport. Adapted with permission from Lee et al.,
Nat. Nanotechnol. 9, 317 (2014). Copyright 2014 Springer Nature. (b) Schematic of the nanofluidic device used by Li et al.74 to measure σ through thermally driven evapo-
ration. Adapted with permission from Li et al., ACS Nano 13, 3363 (2019). Copyright 2019 American Chemical Society. (c) A selection of reported values of the mass
accommodation coefficient of water from the literature. The green (Smith et al.72) and blue (Lu et al.57) shaded regions represent a single value of σ (with uncertainty
bands) measured over a range of temperature conditions. The red shaded region (Li et al.74) represents multiple reported values of σ corresponding to different diameter
nanopores. The diamond symbols represent MD calculations, which consistently predict σ≈ 1. The remainder of the data is comprised of experimental measurements that
tend to fall well short of unity and have wide uncertainty bands due to the difficulty of achieving high sensitivity.
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This general theoretical description of the vapor diffusion can
be further used to model and understand the fundamental heat
and mass transport in solar vapor generation systems. Considering
solar-thermal energy conversion, evaporative heat transfer, radiative
and convective heat loss to the air ambient, and conductive heat
loss to the bulk liquid, the energy balance of an evaporator in a
steady state can be expressed as17

_mhlv ¼ Aαq00solar � AεσSB(T
4
int � T4

1
)� Aha(Tint � T1)� Qcond

(21)

where _m ¼ Ajv is the evaporation rate which can be determined
from Eq. (13) or Eq. (16) depending on the operation regime. α is
the solar absorptance of evaporator and q00solar is the incident solar
flux along the surface normal. ε and σSB are the infrared emissivity
of evaporator and Stefan–Boltzmann constant, respectively. ha is
the convective heat transfer coefficient of the ambient air and Qcond

is the conductive heat transfer rate to the bulk liquid. In a quiescent air
ambient, ha arises from natural convection, which typically ranges
from 5 to 15W/m2K. More accurate estimations of ha can be obtained
from the classic correlations of natural convection26 and corrected
using the correlation provided by Zhang et al. for high-flux applica-
tions.41 Note that since solar vapor generation is usually performed
under a non-concentrated solar flux (∼1000W/m2),76,79,82,83 the
Maxwell–Stefan effect on jv and ha is negligible. However, if a high
solar concentration (>10–100) is applied, the accuracy of Fick’s law
should be carefully examined according to the analysis of Sec. III B.

Equation (21) provides the basic framework to understand the
coupling of heat and mass transport in various practical systems.
Since Rvapor plays a dominant role in the air ambient system, heat
and mass transport is determined by the interaction between the
capillary wick and surrounding environment. Here, we discuss two
representative evaporation configurations, i.e., the open and closed

systems (Fig. 5), and analyze several essential mechanisms that
have not been commonly considered in the present analysis of
solar-driven interfacial evaporation. In practical applications, the
open configuration can be seen in the vapor/steam generation
systems while the closed configuration is used in solar-driven
desalination or wastewater treatment processes. When evaporation
occurs in an open system, i.e., vapor diffuses from the evaporator
to the far field air ambient [Fig. 5(a)], the solution to Eq. (13) is
determined by the shape factor S of the system as

_m ¼ ρDvS(ωsat(Tint)� ω1): (22)

The far field vapor mass fraction is related to the far field rela-
tive humidity (ζ∞) by ω1 ¼ ζ

1
ωsat(T1). S is only determined by

the geometry of the system. For example, if a disk-shaped evapora-
tor (with diameter D) is placed into a semi-infinitely large environ-
ment, S is equal to 2D. According to Eqs. (21) and (22), the heat
and mass transport during solar-driven interfacial evaporation is a
nonlinearly coupled problem. To evaluate the performance of the
evaporator, the solar vapor efficiency η is defined as

η ¼
_mhlv

Aq00solar
: (23)

Figure 6 shows the evaporation performance of an open
system in some representative conditions by solving Eq. (21).
The reference data in Fig. 5 indicate the result when D = 5 cm,
ha = 10W/m2 K, Dv = 3 × 10−5m2/s, α = 0.97, ε = 0.03, and
ζ∞ = 0.1. The effective thermal conductivity of the liquid filled cap-
illary wick is kwick = 0.05W/mK, and the thickness of the evapora-
tor is t = 2 cm. To show the contribution of different parameters,
the reference data were compared with different conditions by
changing the corresponding parameters. Specifically, since the

FIG. 5. Schematics of porous wick evaporators operating in (a) open and (b) closed configurations. For an open system, the evaporative flux is highly dependent on the
vapor mass fraction at the far field. The mass transport resistance is only a function of the evaporator size (scaling with 1/D), which is independent of material properties.
For a closed system, both the evaporator and condenser are in a saturated state; consequently, the mass transport resistance increases with the air gap thickness tgap but
is independent of D.
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effective boundary layer thickness is δ ¼ A/S ≏ D, reducing evapo-
rator size always leads to higher η even if all remaining material
properties are held constant. For example, if D decreases from 5 cm
to 1 cm, η increases more than 60% under one-Sun illumination
(1000W/m2) (see the blue curve in Fig. 6). Convection is one of
the most dominant sources of heat loss. For example, if ha could be
reduced from 10W/m2K to 2.5W/m2 K using a proper convection
cover, an ∼60% increase of η can be achieved under one-Sun illu-
mination (bright red curve). A spectrally selective absorber, which
has high absorptance to the solar spectra and low emissivity to
the infrared spectra, is important to reduce the radiative loss.
Otherwise, an ∼35% reduction of η is predicted if a gray-body or
blackbody absorber is used (green curve). The effective thermal
conductivity of the evaporator is critical to the heat localization.
For example, a more than 40% decrease of η is shown under
one-Sun illumination if kwick increases from 0.05W/mK to
0.5W/mK (dark red curve), which is comparable to the thermal
conductivity of liquid water. In general, achieving η > 90% is funda-
mentally challenging even if a relatively small sized evaporator
(D = 5 cm), spectrally selective absorber (α = 0.97 and ε = 0.03), and
superior thermal insulation (ha = 2.5W/m2K and kwick = 0.05W/mK)
are applied to the open system.

A key signature of the open configuration is the contribution
of dark evaporation. Dark evaporation arises from the concentra-
tion difference between the saturated liquid/air interface and the far

field at the ambient temperature, which occurs as long as the
far field is not saturated. This dark evaporation effect is also
described as “vapor generation by environmental energy” in some
studies.84,85 In most studies, however, the contribution of dark
evaporation to vapor generation was eliminated from η by measur-
ing the evaporation rate of the system without solar illumina-
tion.17,18,76,79 For a typical capillary wick with centimeter scale size,
dark evaporation dominates the total vapor generation at low solar
flux (q00solar , 250 W/m2), while its contribution becomes negligible
when q00solar is sufficiently large (>1500W/m2). This can be seen in
Fig. 6 by comparing the reference curve to the ζ∞ = 1 condition
(purple curve) for which there is no dark evaporation. To obtain an
accurate characterization for the solar-to-vapor conversion perfor-
mance, the dark evaporation rate should be carefully determined
especially for the low solar flux regime (q00solar , 1000 W/m2) where
ζ∞ and S should remain the same for both experiments with/
without solar illumination.

On the other hand, when evaporation occurs in a closed
system, where an evaporator and a condenser are separated by an
air gap [Fig. 5(b)], the heat and mass transport process becomes
fundamentally different than in open systems even if the same
materials are used for the evaporator. In a one-dimensional case,
the mass flow rate across the air gap is given by

_m ¼ ρDvA
ωsat(Tint)� ωsat(Tc)

tgap
, (24)

where Tc is the temperature of the condenser and tgap is the air gap
thickness. Comparing Eq. (24) with Eq. (22), there are two signifi-
cant differences between the closed and open systems. First, vapor
transport in a closed system is driven by the concentration gradient
between the evaporator and condenser, which is determined by sat-
uration properties at Tint and Tc. Second, instead of a constant
value [1/(SDv)] at fixed A for the open system, the vapor transport
resistance [tgap/(ADv)] can be significantly changed by tgap (from 0
to ∞) for a closed system. Since decreasing tgap results in a simulta-
neous decrease of the heat conduction and mass transport resist-
ance through the air gap, reducing the mass transport resistance
leads to a significant increase of heat loss through conduction in
the small air gap thickness regime. Therefore, there is an optimal
air gap thickness corresponding to a maximum vapor conversion
efficiency, which was discussed recently by Zhang et al.86

We show several representative solar vapor generation
devices in Figs. 7(a)–7(c) and plot their performance in
Fig. 7(d).13,17,18,21,77,79,82,83,87,88 Multi-stage devices that reuse the
latent heat of condensation (solid symbols) exceeded 100% solar
vapor efficiency and produced more water than single-stage
devices. Although engineering the material properties of the
evaporator has been extensively studied to improve vapor
production,13,21,77,89 the fundamental bottleneck of solar vapor
generation—especially under a non-concentrated solar flux—is typ-
ically not the material-level innovation but the optimization of heat
and mass transport at the device level.78,82,83 For example, Wang
et al. showed the opportunities of latent heat recovery through an
advanced thermal design for achieving multifold enhancement of
water production in the application of passive solar-driven

FIG. 6. Simulated solar vapor efficiency of a representative open system
modeled by Eq. (21).The vapor efficiency labeled as “reference” indicates the
simulation results based on parameters D = 5 cm, ha = 10 W/m2 K,
Dv = 3 × 10

−5m2/s, α = 0.97, ε = 0.03, ζ∞ = 0.1, and kwick = 0.05 W/mK. Each of
the remaining results is labeled by a specific parameter, indicating only the value
of the corresponding parameter that changed while all other parameters are the
same as the “reference.” For example, the vapor efficiency labeled as “D = 1 cm”
shows the simulation results based on parameters D = 1 cm, ha = 10 W/m2 K,
Dv = 3 × 10

−5m2/s, α = 0.97, ε = 0.03, ζ∞ = 0.1, and kwick = 0.05 W/m K. Code
for this model can be found in the supplementary material.
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desalination systems.78 Zhang et al. theoretically demonstrated the
performance of a closed solar vapor generation system can be sig-
nificantly enhanced by optimizing the geometrical configuration of
the device without any changes to materials.86 The same group
[Xu et al., see Figs. 7(c) and 7(d)] experimentally demonstrated
record-high vapor and water production using commercially avail-
able and low-cost materials based on the principle of heat and
mass transport optimization.79 Therefore, it is essential to develop
device-level, in-depth modeling tools that describe the fundamen-
tal heat and mass transport and quantitatively guide design and
optimization. On the other hand, further practical opportunities
also lie in reducing the material cost and improving the robustness
of solar vapor generation devices.7,78,83 For example, the device is
expected to be durable and contaminant-free during a long-term

operation,76,87 where both the material-level and device-level
efforts are required.

C. Electronics cooling devices

In the field of high-performance electronics, the potential for
a bottleneck due to heat dissipation limitations is a major
concern.90 For instance, significant enhancement of power switch-
ing and radio frequency devices is expected with the implementa-
tion of gallium nitride (GaN) and gallium oxide (Ga2O3)
microelectronics components.91 However, thermal management is
extremely challenging due to intense, localized heating
(∼1 kW/cm2) generated by these devices during operation.16,91,92

High-flux and efficient cooling strategies are needed to maintain

FIG. 7. (a)–(c) Images of solar vapor generation devices/materials reported by (a) Ni et al.17 [reprinted with permission from Ni et al., Nat. Energy 1, 16126 (2016).
Copyright 2016 Springer Nature], (b) Wu et al.87 [reprinted with permission from Wu et al., Nat. Commun. 11, 521 (2020). Copyright 2020 Springer Nature], and (c) Xu
et al.79 [adapted with permission from Xu et al., Energy Environ. Sci. 13, 830 (2020). Copyright 2020 The Royal Society of Chemistry]. (d) Performance of various solar
vapor generation devices reported in recent literature. The solid symbols represent devices that reuse latent heat to achieve >100% efficiency as defined by Eq. (23). All
experiments were performed under one-Sun solar illumination excluding [i], where 900 W/m2 of electrical heating was used.
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low enough operating temperatures to sustain good performance and
prolong device lifetime.93,94 Pool boiling is commonly used in power
generation and has been explored as a thermal management
strategy,95–98 but the transient nature of boiling causes undesirable
temperature fluctuations. Additionally, the evaporator must be larger
than the bubble length scale (∼millimeters) to prevent a single
bubble from covering the evaporator in an insulating vapor layer,
meaning implementation is not practically scalable to microelectron-
ics. Even better performance has been demonstrated with flow
boiling in microchannels, but this approach has the drawback of high
pumping power requirements and flow instabilities leading to both
pressure and temperature fluctuations.99–101 Thus, pure thin film
evaporation (i.e., without boiling) from wicks is a promising electron-
ics cooling strategy not only due to the passive supply of coolant but
also owing to its pressure and temperature stability. However, cou-
pling of flow resistance, capillary pressure, and thermal resistance has
hindered the performance of monoporous wicks, limiting the effi-
ciency of heat dissipation at high fluxes.15,32,102–104 State-of-the-art
nanofabrication techniques and recent advances in our understand-
ing of evaporation kinetics have led to the demonstration of hierar-
chical wicks designed to decouple these three characteristics.62 While
this concept already shows promising results, there is much room for
further enhancement via optimization of wick geometry, integration
of high thermal conductivity materials, and development of fabrica-
tion techniques that create more advantageous hierarchy.

The literature contains a rich body of work addressing device-
level modeling of capillary-fed, thin film evaporation into pure
vapor,15,32,33,105–108 including for heat pipes and vapor chambers,
two commonly used devices for electronics cooling. Since liquid
supply is often a limiting factor for these devices, the capillary-
driven flow analysis described in Sec. II should be applied to
account for the dryout limit in the design process.16,109,110

The general approach to thermal modeling of these devices is to
use Eq. (18) to specify the boundary conditions between coupled
wick and vapor domains that are governed by the continuum con-
servation equations (mass, momentum, energy). By this method,
pv,∞ and Tv,∞ are taken as the pressure and temperature of vapor
in the section of the device adjacent to the evaporator. The
resistance in the continuum region between the evaporator and
condenser (Rvapor) is then dependent on the device geometry,
orientation with respect to body forces (e.g., gravity), and fluid
properties. Rwick depends on the wick structure’s geometry, thermo-
physical properties of the solid and liquid, and flow conditions
within the wick. As such, both Rvapor and Rwick can be tuned
through innovation of device architecture and material selection,
but the kinetic resistance remains as a fundamental property of the
fluid. Therefore, the working fluid and operating conditions are key
variables for tuning the heat transfer efficiency of devices operating
in the kinetically limited regime. However, as shown in Fig. 3, it is
often not possible to choose a fluid and operating conditions that
optimize both the capillary and evaporation figures of merit. It is
thus desirable to engineer wicking structures that meet heat flux
constraints even when a fluid of low Mcap is used in order to allow
flexibility to improve the heat transfer efficiency of kinetically
limited evaporation devices via fluid selection.

Figure 8 shows the simulated cooling performance of a wick
in pure vapor conditions. Conduction in the wick is modeled by

Eq. (7), where kwick is determined by the Maxwell model [Eq. (10)].
The Schrage equation [Eq. (18)] is used to model heat transfer at
the liquid–vapor interface with pv,∞ = psat(Tv,∞) and σe = σc = σ.
The reference conditions in Fig. 8 correspond to q00 ¼ 100 W/cm2

(representative heat dissipation required for electronics cooling4),
t = 100 μm, ks = 398W/mK (copper at 20 °C26), and σ = 1, with
water as the working fluid. The liquid thermal conductivity is set
to kl = 0.60W/mK for water and kl = 0.11W/mK for pentane,
and the porosity of the wick is f = 0.5. To capture the importance
of the temperature dependence of the thermophysical properties
of the working fluid, the enthalpy of vaporization and saturation
pressures at the interface and far field are extracted from the
REFPROP database.111 The reference curve in Fig. 8 shows that
the HTC increases with vapor temperature (Tv,∞) for the chosen
conditions, reflecting the positive slope of Mevap for water in this
temperature range (Fig. 3). High-performance electronics are
known to generate hot spots where the heat flux can locally
exceed 1000W/cm2.16,91,92 Holding other parameters constant
while increasing the heat flux to 1000W/cm2 (see the blue curve
in Fig. 8) results in a 93% enhancement of the HTC at Tv,∞ = 1 °C
due to the tendency of Rkinetic to decrease with interface tempera-
ture at these working conditions. As the far field vapor

FIG. 8. Simulated evaporative cooling performance for thin film evaporation
from a wick into pure vapor; the HTC is defined according to Eq. (5). Heat trans-
fer in the wick and at the liquid–vapor interface are modeled using Eq. (7) and
the Schrage equation [Eq. (18)], respectively. The curve labeled as “reference”
indicates the simulation results based on parameters q00 ¼ 100 W/cm2,
t = 100 μm, ks = 398 W/mK, σ = 1, and water as the working fluid. Each of the
remaining results is labeled by a specific parameter, indicating only the value of
the corresponding parameter that changed while all other parameters are the
same as the “reference.” For example, the curve labeled as “q00 ¼ 1000 W/cm2

”

shows the simulation results based on parameters q00 ¼ 1000 W/cm2,
t = 100 μm, ks = 398 W/m K, σ = 1, and water as the working fluid. kwick is
calculated using the Maxwell model [Eq. (10)] where kl = 0.60 W/m K for
water and kl = 0.11 W/m K for pentane. Code for this model can be found in
the supplementary material.
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temperature increases, the effect of heat flux diminishes since
Rwick becomes more prominent. On the other hand, reducing the
wick thickness to t = 50 μm (bright red curve) has little effect at
low temperatures (e.g., Tv,∞ < 30 °C) due to the dominance of
Rkinetic but increases the HTC by 70 % at Tv,∞ = 100 °C. By the
same reasoning, decreasing the solid thermal conductivity to ks-
= 153W/mK (silicon at 20 °C,26 green curve) has a small impact at
low temperature (e.g., Tv,∞ < 20 °C) but increasingly hampers heat
transfer as Tv,∞ rises. Reducing the accommodation coefficient to

σ = 0.31 (dark red curve)—better reflecting the experimental mea-
surements in Fig. 4(c)—decreases the HTC by more than 40%
across the entire range of Tv,∞. This result highlights the impor-
tance of accurately determining the accommodation coefficient
and mitigating contamination buildup at the liquid–vapor inter-
face. The importance of the choice of working fluid and operating
temperature is exemplified by comparing pentane (purple curve)
to the dashed reference curve in Fig. 8. A 320% enhancement of
the HTC at Tv,∞ = 1 °C is achieved by switching to pentane, but

FIG. 9. (a)–(c) Scanning electron micrographs of capillary pumped evaporators reported by (a) Ćoso et al.14 [adapted with permission from Ćoso et al., J. Heat Transfer
134, 101501 (2012). Copyright 2012 American Society of Mechanical Engineers], (b) Wen et al.116 [adapted with permission from Wen et al., Nano Energy 51, 373 (2018).
Copyright 2018 Elsevier], and (c) Hanks et al.62 [reprinted with permission from Hanks et al., ACS Appl. Mater. Interfaces 12, 7232 (2020). Copyright 2020 American
Chemical Society]. (d) Performance of various capillary-driven evaporators reported in the literature. We used the definition of Eq. (5) for the HTC where Twick was taken
as the temperature at the interface between the wick and the substrate. For data points from studies of devices designed for capillary-fed boiling, we chose the data point
with the highest heat flux before the onset of nucleate boiling. The working fluid was water unless otherwise noted, Hanks et al. collected data for [i] water, [ii] R-245 fa,
and [iii] pentane.
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water becomes a more efficient heat transfer fluid at Tv,∞≈ 96 °C
as its Mevap approaches that of pentane. Overall, Fig. 8 demon-
strates that wick material and geometry, fluid properties, and oper-
ating conditions (flux and temperature) significantly impact
thermal transport for thin film evaporation into pure vapor.

While HTC is one key metric for electronics cooling, the wick
must also be capable of dissipating the target thermal load. In fact,
the overall performance of pure thin film evaporation for thermal
management is typically limited by the trade-off between achieving
high dryout fluxes or efficient heat transfer.15,103,112 This design
limitation is an inherent weakness of monoporous wicks due to
unfavorable coupling of viscous resistance to liquid flow, capillary
pressure, and thermal resistance. As an example, the widely used
Kozeny–Carman equation113 predicts that the intrinsic permeabil-
ity of packed media scales with the square of the particle diameter
(K 0

≏ d2particle ≏ d2wick), whereas the maximum capillary pressure
scales with the inverse of the pore diameter (Δpmax ≏ d�1

wick).
Meanwhile, larger pores present a larger thin film resistance as the
thermal path from the solid to the interface is lengthened. The con-
sequence is a limited design space where optimizing the wick
geometry for dryout heat flux requires penalizing the HTC.15,103

Since high thermal resistance tends to cause boiling, one popular
strategy has been to design wicks with the intention of triggering
nucleate boiling within the wicking structure.112,114–117 In this
capillary-fed boiling mode, a thick wick can be utilized since the
generation of vapor within the structure somewhat decouples
thermal resistance from wick thickness, resulting in a high capillary
limit without drastically increased thermal resistance. However,
capillary-fed boiling comes with the drawback of spatially varying,
transient temperature fluctuations produced by bubble nucleation.
Thus, there is still much room for innovation in the pure thin film
evaporation regime since a passive, stable, and well-controlled
thermal management solution is preferable for electronic device
cooling. The key challenge is to overcome the competitive relation-
ship between viscous losses and capillary pressure in order to maxi-
mize the dryout heat flux without increasing thermal resistance.
Conveniently, enhancement of the maximum capillary pressure
and of the HTC can be attained by shrinking pore sizes only in the
vicinity of the liquid–vapor interface. This observation has led to
the design of tiered, hierarchical wicks;62,118 structures comprised
of a thin layer of smaller pores at the interface to sustain large cap-
illary pressures and facilitate heat transfer supported by a base layer
of larger pores designed to reduce viscous losses [Fig. 9(c)]. This
biporous structure largely decouples heat transfer and capillary
pressure from fluid flow in the wick, giving access to a design
regime with greatly enhanced dryout heat flux and HTC.

Figure 9 shows a few examples of capillary-fed evaporators
along with data for thin film evaporation performance of various
recent studies.14,32,62,112,119–121 We note that many of the aforemen-
tioned studies also explored capillary-fed boiling and reported
better performance in that regime; here, we chose the highest heat
flux point discernably inside the thin film evaporation regime to
represent their data. The slight exceptions to the thin film criteria
are as follows: Narayanan et al. used an air jet to aid vapor
removal, evaporation constituted ≈ 64% of the heat flux at the data
point in Fig. 9(d);119 Dai et al. reported boiling at lower heat fluxes
but did not observe bubbles in their wick at the data point shown

in Fig. 9(d);120 Hanks et al. pumped liquid to their sample, but
liquid supply to the evaporating region was completely passive.62

We note that the use of a tiered hierarchical structure allowed for
the use of low surface tension working fluids (R-245 fa, pentane) at
high heat fluxes due to decoupling of viscous losses and capillary
pumping capability.62 These devices were limited by failure due to
boiling inside of the fragile structure rather than liquid supply,
resulting in the low surface tension fluids outperforming water
since their superior Mevap provided lower thermal resistance. These
tiered, hierarchical wicks show great promise for further design
optimization and are particularly advantageous in applications
such as electronics cooling where low surface tension dielectric
fluids are more desirable than water.

Much opportunity lies in breaking down the barriers to practi-
cal implementation of the complicated wick structures being pro-
posed for high-performance electronics cooling. The first barrier is
that lab scale demonstrations often involve incompatible, expensive,
and/or non-scalable fabrication methods. For example, the tiered,
hierarchical wick reported by Hanks et al. required multi-step
cleanroom fabrication procedures for two wafers.62 Feasible integra-
tion of these innovative wicks into a manufacturable product
requires practical and scalable fabrication and materials processing
techniques that create multi-scale and multi-layer porous struc-
tures. Furthermore, these methods must be compatible with high
thermal conductivity materials since thermal performance is
extremely sensitive to Rwick for evaporation into pure vapor. Recent
works have highlighted template self-assembly as a cost-effective,
scalable fabrication strategy for high thermal conductivity
wicks,117,122 even demonstrating reasonable conformality over
microstructured substrates.122,123 However, defect control and hier-
archy remain challenging for template self-assembly. Other barri-
ers, including longevity and contamination mitigation, similarly
present engineering challenges that lie at the intersection of materi-
als processing with heat and mass transfer design.

V. CONCLUSIONS

We have presented a comprehensive review of heat and mass
transfer analysis for capillary-fed, thin film evaporation devices that
can be used to construct detailed models of application-specific
systems. A key modeling distinction is that transport of vapor from
the liquid–vapor interface to the far field is greatly dependent on
the ambient conditions, that is, whether the ambient is air or pure
vapor. In pure vapor, the kinetic resistance of the Knudsen layer is
the dominant factor for mass transport, whereas air ambient
systems have much lower operating heat fluxes due to diffusive
transport resistance. Understanding these governing physics is vital
to progress in the field as improving device performance is not
only a material’s problem, but also a matter of optimizing heat and
mass transfer. Although material breakthroughs will be valuable for
improving the durability and cost-effectiveness of evaporators for
various applications, comprehensive heat and mass transfer model-
ing tools have the potential to stimulate significant performance
enhancement.

The challenges and opportunities in capillary-fed, thin film
evaporation are interdisciplinary and multiscale in nature. At the
molecular and microscopic scale, our fundamental understanding
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of the liquid–vapor interface and the kinetics of phase change
remains limited. Namely, our understanding of the mass accommo-
dation coefficient used in the Schrage equation and other kinetic
theory-based models is not satisfactory, as evidenced by the dis-
crepancy between MD calculations and experimental measure-
ments. On the experimental side, three key challenges need to be
overcome: non-invasive temperature sensing at the liquid–vapor
interface, contaminant mitigation, and experimental sensitivity.
Developing a better understanding of the mass accommodation
coefficient will become increasingly critical to device design as per-
formance approaches the limits imposed by the interface. At the
systems level, solar vapor generation is an example of an applica-
tion where heat and mass transfer optimization offers promising
returns, despite much focus in recent literature on novel wick mate-
rials. Recent publications have shown that water production and
solar vapor efficiency can be greatly enhanced by recovering the
latent heat and designing to minimize heat loss, even when using
simple materials. However, wick material and architecture develop-
ment are highly impactful for electronics cooling devices since their
operation pushes the limits of capillary liquid supply and the
thermal resistance of the wick itself is greatly important. New
advances in nanofabrication techniques will be vital for making
hierarchical wick architectures that are scalable to chip size, cost-
effective, and facilitate high-performance thin film evaporation.
There are abundant opportunities for interdisciplinary research
efforts to improve evaporative devices and thus positively impact
many sectors, such as power generation, water purification, and
cooling technologies.

SUPPLEMENTARY MATERIAL

See the supplementary material for the following: Codes for
the solar vapor generation device model described in Sec. IV B
and the electronics cooling device model described in Sec. IV C
have been made available online. The files containing these codes
are packaged as “AirAmb_Efficiency” and “PureVapor_HTC,”
respectively.
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