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Abstract—This paper presents a novel pattern recognition framework by capitalizing on dimensionality increasing techniques. In

particular, the framework integratesGabor image representation, a novel multiclass Kernel Fisher Analysis (KFA) method, and fractional

power polynomial models for improving pattern recognition performance. Gabor image representation, which increases dimensionality

by incorporating Gabor filters with different scales and orientations, is characterized by spatial frequency, spatial locality, and

orientational selectivity for coping with image variabilities such as illumination variations. The KFA method first performs nonlinear

mapping from the input space to a high-dimensional feature space, and then implements themulticlass Fisher discriminant analysis in the

feature space. The significance of the nonlinearmapping is that it increases the discriminating power of the KFAmethod, which is linear in

the feature space but nonlinear in the input space. The novelty of the KFA method comes from the fact that 1) it extends the two-class

kernel Fisher methods by addressing multiclass pattern classification problems and 2) it improves upon the traditional Generalized

Discriminant Analysis (GDA) method by deriving a unique solution (compared to the GDA solution, which is not unique). The fractional

power polynomial models further improve performance of the proposed pattern recognition framework. Experiments on face recognition

using both the FERET database and the FRGC (Face Recognition Grand Challenge) databases show the feasibility of the proposed

framework. In particular, experimental results using the FERET database show that the KFA method performs better than the

GDAmethod and the fractional power polynomial models help both the KFAmethod and the GDAmethod improve their face recognition

performance. Experimental results using the FRGC databases show that the proposed pattern recognition framework improves face

recognition performance upon the BEE baseline algorithm and the LDA-based baseline algorithm by large margins.

Index Terms—Dimensionality increasing techniques, face recognition, Face Recognition Grand Challenge (FRGC), fractional power

polynomial models, Gabor image representation, Kernel Fisher Analysis (KFA) method.

�

1 INTRODUCTION

POPULAR pattern recognition paradigms based on data
reduction, such as redundancy reduction and dimen-

sionality reduction, have met with difficulties in solving
complex pattern recognition problems, such as the human
face recognition problem. As a result, the low-dimensional
pattern recognition methods based on such popular techni-
ques as Principal Component Analysis (PCA), Linear
Discriminant Analysis (LDA), Independent Component
Analysis (ICA), etc., cannot achieve satisfactory pattern
recognition performance, as evidenced by the recent Face
Recognition Grand Challenge (FRGC) competition [33]. New
paradigms in pattern recognition, such as kernelmethods [6],
[38] motivated by the statistical learning theory [42],
emphasize the nonlinear mapping from an input space to a
high-dimensional feature space. The rationale of performing
such a nonlinear mapping comes from Cover’s theorem on
the separability of patterns, which states that “A complex
pattern-classification problem cast in a high-dimensional
space nonlinearly is more likely to be linearly separable than
in a low-dimensional space” [15]. While these paradigms

providenewmeans for solvingpattern recognitionproblems,
some open issues, such as kernel function selection, still
require further research [6], [38].

This paper presents a new pattern recognition framework
that capitalizes on some dimensionality increasing techni-
ques, such as Gabor image representation, a novel multiclass
Kernel Fisher Analysis (KFA) method, and fractional power
polynomial models. As the Gabor wavelets model the
receptive field profiles of cortical simple cells quite well [8],
[9], Gabor image representation is applied to capture the
salient visual properties such as spatial localization, orienta-
tional selectivity, spatial frequency characteristics. Note that
Gabor image representation computes the convolution of an
image and the Gabor filters of different scales and orienta-
tions. Thenovelty of theKFAmethodcomes from the fact that
it extends the two-class kernel Fisher methods [30], [5] by
addressing multiclass pattern classification problems and it
improves upon the traditional Generalized Discriminant
Analysis (GDA) method [2] by deriving a unique solution.
Note that the GDAmethod finds a solution that is not unique
[2]. Finally, the Gabor-based KFA method applies fractional
power polynomial models for improving pattern classifica-
tion performance.

The feasibility of the proposed framework is assessed on
face recognition problems. Face recognition has become a
very active research area in recent years, drivenmainly by its
broad applications in human-computer interaction, home-
land security, and entertainment [4], [18], [23], [22], [49], [36],
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[7]. The face recognition vendor test,1 FRVT 2002, through
extensive testing of the state-of-the-art face recognition
vendor systems, identifies some challenging research areas
in face recognition, such as face recognition from outdoor
imagery [35]. Phillips and Newton [36] further recommend
that researchers should concentrate on “face recognition
problems that are harder, as defined by the image sets in the
experiments and the performance by a control algorithm”
rather thanwork on problems that have already been solved.
We therefore choose two representative databases to assess
the proposed framework: The FERET database [37] and the
FRGC Version 1 and Version 2 databases [33]. The FERET
data set used in our experiments includes 600 face images
corresponding to 200 subjects. Experimental results show
that 1) the KFA method achieves better face recognition
performance than the GDA method and 2) the fractional
powerpolynomialmodels help both theKFAmethodand the
GDA method improve their face recognition accuracy. The
data set from the FRGC Version 1 database contains
366 training images, 152 gallery images, and 608 probe
images. The data set from the FRGC Version 2 database
contains 12,776 training images, 16,028 controlled target
images, 16,028 controlled query images for Experiment 1, and
8,014 uncontrolled query images for Experiment 4 [33].
Experimental results show that the proposed framework
improves face recognition performance by large margins
compared to the FRGC baseline algorithms.

2 BACKGROUND

Feature extraction in pattern recognition needs to consider
the effectiveness on both data representation and class
separability [12], [31], [13], [43]. The Gabor image representa-
tion has become a popular representationmethod for pattern
recognition, in general, and face recognition in particular.
Lades et al. [20] applied the Gabor wavelets for face
recognition by first computing the Gabor jets and then
performing a flexible template matching (graph-matching)
using a dynamic link architecture. Wiskott et al. [44] further
expanded on the dynamic link architecture and developed a
Gabor wavelet-based elastic bunch graph matching method
to label and recognize human faces. Applying the 2D Gabor
image representation and the labeled elastic graph matching
method, Lyons et al. [29], [28] then proposed an algorithm for
two-class categorization of gender, race, and facial expres-
sion. Recent research [10], [27], [24] showed that the Gabor
image representation yielded better performance for face
recognition than other commonly used representation
methods, such as PCA [19], [41].

One commonly used classification method, the Fisher
linear discriminant, or FLD (also known as, the linear
discriminant analysis, or LDA), achieves high separability
among different classes by deriving a projection basis that
separates the different classes as far away as possible and
compresses the sameclasses as compactly aspossible [40], [3],
[11]. The FLD method, when implemented in a high-
dimensional PCA space, often leads to overfitting. Over-
fitting ismore likely tooccur for the small training sample size
problems, such as the face recognition problem, where
usually there are a large number of faces, but only a few
training examplesper face [34].One solution to thisdrawback

is to analyze the reasons for overfitting and propose new

models with improved generalization abilities [26].
To account for the nonlinear interactions among patterns,

the linear FLD method is extended to a nonlinear form, the

kernel FLD method [30], [2], [5], [50], [32], [21]. Generally

speaking, thereare twotypesofKernelFLDmethods.The first

type deals with two-class pattern classification problems and

some popular methods are the Fisher discriminant analysis

with kernels [30] and two variations on kernel FLD [5]. The
second type addresses multiclass pattern classification pro-

blems and a representative method is the Generalized

Discriminant Analysis (GDA) using a kernel approach [2].

Mika et al. [30] presented a two-class kernel FLD method

whose linear classification in the feature space corresponds to

a powerful nonlinear classification in the input space. The

two-class kernel FLD method is competitive to some other

popular classification techniques, such asAdaBoost, regular-

izedAdaBoost, and supportvectormachines [30].Baudat and

Anouar [2] developed a multiclass kernel FLD method, the
GDA method, which finds a nonlinear FLD solution using a

kernel function. TheGDAsolution, however, is not unique as

the GDA method chooses a particular solution that satisfies

the formulationof themethod. Indeed, thereexists at leastone

such solution satisfying the equations but the solution is not

unique [2].
Based on the GDA formulation, Yang [46] presented a

kernel Fisherfaces method for face recognition. The kernel

Fisherfaces method tries to avoid the singularity problem by

adopting the same technique of the Fisherfaces method,

which applies PCA first to project the pattern vectors “to a

lower dimensional space so that the resulting within-class

scattermatrix is nonsingular” [3].While this techniqueworks

for the Fisherfaces method, it does not apply to the kernel
Fisherfaces method because a lower dimensional space

cannot make the kernel matrix nonsingular. As a matter of

fact, thekernelmatrix is always singular for the centereddata,

regardless of the dimensionality of the feature space (see

Section 3.1). One possible solution to the kernel Fisherfaces

method is to adopt theGDAsolution.Anotherpossibility is to

apply the kernel PCAmethod first and then the ordinary FLD

method (rather than thekernel FLDmethod):KPCA+FLD,as

described in [45]. Zheng et al. [50] further presented a

modified algorithm for the GDA method by addressing the
issue of several eigenvectors associating with the same

eigenvalue. Park and Park [32] recently presented a kernel

nonlinear discriminant analysis method using the general-

ized singular value decomposition to address the singularity

problem [47], [17]. Liang and Shi [21] developed a kernel

uncorrelated discriminant vectors method and showed that

their method performs almost the same as the GDAmethod.

3 KERNEL FISHER ANALYSIS

This section details a novel multiclass Kernel Fisher
Analysis (KFA) method and fractional power polynomial

models. The KFA method, which derives a unique solution,

improves upon the GDA method [2], whose solution is not

unique. This section first analyzes the GDA method and

then presents the multiclass KFA method.
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3.1 Discussion of the Generalized Discriminant
Analysis Method

The GDA method is a representative multiclass kernel FLD
method [2]. TheGDA solution, however, is suboptimal in the
sense that it is not directly derived from the optimization
procedure as the kernel matrix is usually not full rank. LetK
be the M �M matrix defined by the centered observations
(mapped elements) in the feature space, where M is the
number of the training elements (see equation (2.8) in [2]).
GDA first factorizesK into the following form [2]:

K ¼ U�U t; ð1Þ
where �, as defined in [2], is a diagonal matrix of nonzero
eigenvalues and U consists of the normalized eigenvectors
associated with �. Note that the matrix K usually is not full
rank. For example, if a polynomial kernel function is used to
define this matrixK, as the observations (mapped elements)
in the feature space are centered, the maximum value of the
rank ofK isM � 1. As a result, the dimension of � is at most
equal to ðM � 1Þ � ðM � 1Þ and the matrix U is not a square
matrix. By definition, this matrix U cannot be an orthogonal
matrix, as an orthogonal matrix must be a square matrix2

[48]. Now, U tU is an identity matrix, but UU t usually is not
an identity matrix and not full rank. The GDA optimization
procedure further derives the following equation for
computing the final solution � (see equation (4.1) in [2]):

� ¼ �U t�: ð2Þ

From (2), the optimal solution � should be computed as
follows:

� ¼ ðUU tÞþU�
�1�; ð3Þ

where ð�Þþ is generalized inverse.
The GDA method, however, does not use (3) as the

optimal solution as it involves a generalized inverse
operation. Instead, the GDA method chooses the following
solution [2]:

� ¼ U�
�1�: ð4Þ

It is pointed out in [2] that there exists at least one such
solution that satisfies (2) while a possible solution is not
unique. As UU t usually is not an identity matrix and not full
rank, the solution derived by (4) is suboptimal. Only if the
matrix K were full rank (then the matrix U should be
orthogonal), could (4) and (3) be identical and the GDA
solution optimal. But, for the GDA method, this condition
cannotbemetbecause thedata in the featurespace is centered.

3.2 Multiclass Kernel Fisher Analysis

The kernel Fisher analysis, or the KFA method, derives a
unique solution for multiclass pattern classification pro-
blems based on a discriminant analysis criterion in the
high-dimensional feature space. Let !1; !2; . . . ; !L and
N1; N2; . . . ; NL denote the classes and the number of samples
within each class, respectively. Let X1;X 2; . . . ;XM 2 IR

N

be the training samples in the input space and � be a
nonlinear mapping between the input space and the feature
space:�:IR

N ! F . Assume the mapped data is centered (see

[38] for centering data in the feature space) and let D
represent the data matrix in the feature space:

D ¼ �ðX1Þ�ðX2Þ � � ��ðXMÞ½ �: ð5Þ
Now, define a kernel matrix, K 2 IR

M�M , by means of dot
product in the feature space:

K ¼ DtD; where Kij ¼ �ðX iÞ � �ðX jÞ
� �

i; j ¼ 1; 2; � � � ;M:

ð6Þ
Note that, in practice, the kernel matrix K is computed by
means of a kernel function rather than by explicitly
implementing the nonlinear mapping � (see Section 3.3).

As the mapped training data is centered in the feature
space, the mixture scatter matrix, Sm, and the between-class
scatter matrix, Sb, are calculated as follows:

Sm ¼ E �ðXÞ�ðXÞt
� �

¼ 1

M
DDt; ð7Þ

Sb ¼
X

L

i¼1

P ð!iÞE �ðXÞj!if gE �ðXÞj!if gt¼ 1

M
DWDt; ð8Þ

where Eð�Þ is the expectation operator, P ð!iÞ is a priori

probability, E �ðXÞj!if g is the mean vector of class !i in the

feature space, M is the number of training samples, and L

denotes thenumberof classes.W 2 IR
M�M is a blockdiagonal

matrix:W ¼ diagfW1;W2; � � � ;WLg, whereWj 2 IR
Nj�Nj is an

Nj �Nj matrix with elements all equal to 1

Nj
, j ¼ 1; 2; � � � ; L.

Agood criterion for class separability should convert these

scattermatrices to a number, which becomes larger when the

between-class scatter is larger or the within-class scatter is

smaller [12]. One typical criterion is J1 ¼ trðS�1

m SbÞ [12]. Note

that using J1 here to derive the KFA solution in the feature

space resembles using J1 to derive the FLD solution in the

input space [12]. When the mixture scatter matrix Sm is

singular, an equivalent optimization criterion to J1 is the

optimization of trðAtSbAÞ with respect to A under the

constraint AtSmA ¼ I, where A is a transformation matrix

and I an identitymatrixwhosedimension is smaller than that

of Sm [12]. Optimizing the criterion J1 or the equivalent

optimization criterion leads to the following generalized

eigenvalue problem [12]:

SbV ¼ �SmV: ð9Þ

From the theory of reproducing kernels, V 2 F must lie in

the span of all the training samples in the feature space [30]:

V ¼
X

M

i¼1

ci�ðX iÞ ¼ D�; ð10Þ

where � ¼ ½c1; c2; � � � ; cM �t and � 2 IR
M .

The KFA projection matrix thus consists of the eigen-
vectors corresponding to the largest eigenvalues of (9).
However, the scatter matrices, Sm and Sb, reside in the high-
dimensional feature space and are difficult to evaluate. To
overcome this difficulty, we replace Sm and Sb with the
kernel matrix:

KWK� ¼ �KK�: ð11Þ
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Equation (11) is derived by first plugging (7), (8), and (10)
into (9); then, multiplying (9) from the left by Dt; and
finally, plugging (6) into (9). By introducing a regularization
factor, we can convert the generalized eigenvalue problem
of (11) into an ordinary eigenvalue problem:

ðKK þ "IÞ�1ðKWKÞ� ¼ ��; ð12Þ
where " is a small positive regularization number and I an
M �M identity matrix.

The vector � should be normalized so that the KFA basis
vector, V, has unit norm:

kVk2 ¼ VtV ¼ �tK� ¼ 1: ð13Þ
Let V1;V2; � � � ;Vn (n � L� 1) be the KFA basis vectors
associated with the largest eigenvalues of (9) and
�1; �2; � � � ; �n be the corresponding normalized vectors of
(12). The KFA projection matrix thus becomes:

P ¼ ½V1V2 � � � Vn� ¼ DA; ð14Þ

where A ¼ ½�1�2 � � ��n� and A 2 IR
M�n.

Let X be a test sample whose image in the feature space

is �ðXÞ. The KFA features of X are derived as follows:

F ¼ Pt
�ðXÞ ¼ AtB; ð15Þ

where B ¼ �ðX1Þ � �ðXÞ �ðX2Þ � �ðXÞ � � � �ðXMÞ � �ðXÞ½ �t,
and F 2 IR

n.

3.3 Fractional Power Polynomial Models

The KFA method is nonlinear in the input space due to the
nonlinear mapping between the input space and the feature
space. The advantage of applying the nonlinear mapping is
that it increases the discriminating ability of a pattern
classifier according to Cover’s theorem on the separability
of patterns [16]. The nonlinear mapping, with a possibly
prohibitive computational cost, is never implemented ex-
plicitly [2], [30], [38]. But rather, the KFA method applies
kernel functions in the input space to achieve the same effect
of the expensive nonlinear mapping. Specifically, like the
kernel FLD approach [30], the KFA method takes advantage
of the Mercer equivalence condition and is feasible because
the dot products in the high-dimensional feature space are
replaced by a kernel function in the input space while
computation is related to the number of training examples
rather than the dimension of the feature space.

Note that both the kernel matrix K (see (6)) and the KFA
features F (see (15)) are defined on inner products of
vectors in the high-dimensional feature space, whose
computation might be prohibitively expensive. The KFA
method, however, manages to compute the inner products
by means of a kernel function:

kðx;yÞ ¼ �ðxÞ � �ðyÞð Þ: ð16Þ
For a function to be a kernel function, it has to satisfy the
Mercer’s condition [38], [6]:

Definition 1 (Gram Matrix). Given a finite data set X ¼
X1;X2; . . . ;XMf g in the input space and a function k : X �

X ! IR (or CC), the M �M matrix K with elements Kij ¼
kðX i;X jÞ is called the Gram matrix of k with respect to
X 1;X2; . . . ;XM .

Definition 2 (Kernel Function). A sufficient and necessary
condition for a symmetric function to be a kernel function is
that its Gram matrix is positive semidefinite.

Three classes of widely used kernel functions are the
polynomial kernels, the Gaussian or RBF kernels, and the
sigmoid kernels [38]:

kðx;yÞ ¼ ðx � yÞd; ð17Þ

kðx;yÞ ¼ exp �kx� yk2
2�2

 !

; ð18Þ

kðx;yÞ ¼ tanhð�ðx � yÞ þ #Þ; ð19Þ

where d 2 NN, � > 0, � > 0, and # < 0.
Note that the sigmoid kernels (see (19)) do not actually

define a positive semidefinite Gram matrix, hence are not
kernel functions by definition (see Definition 2) [38].
Nevertheless, the sigmoid kernels have been successfully
used, in practice, such as in building support vector
machines [38]. To further improve pattern classification
performance, the KFA method introduces and applies the
following fractional power polynomial models:

kðx;yÞ ¼ signðx � yÞðabsðx � yÞÞd; ð20Þ

where signð�Þ is the sign function, absð�Þ computes the

absolute value, and 0 < d < 1. Note that a fractional power

polynomial does not necessarily define a kernel function as

it might not define a positive semidefinite Gram matrix. A

fractional power polynomial is therefore called a model

rather than a kernel. The application of the fractional power

polynomial models is largely motivated by the successful

applications of the sigmoid kernels in practice, which are

not kernel functions by definition.

3.4 The KFA Algorithm and Classification Rule

The KFA algorithm works as follows:

1. Choose a kernel function kðx;yÞ (see (17), (18), and
(19))ora fractionalpowerpolynomialmodel (see (20)).

2. Center the training data in the feature space (see [38]
for centering data in the feature space).

3. Compute the kernel matrix K using the centered
training data and the kernel function or the
fractional power polynomial model (see (6), (16),
and the kernel functions (17), (18), (19), or the
fractional power polynomial model (20)).

4. Compute the bloc diagonal matrix, theW matrix (see
Section 3.2).

5. Solve the eigenvalue problem of (12) and choose
n eigenvectors, �1; �2; � � � ; �n, corresponding to the
largest eigenvalues. Note that the small positive
regularization number " in (12) is empirically chosen,
such as 0.001.

6. Normalize the eigenvectors, �1; �2; � � � ; �n, by means
of (13) and derive the matrix A (see (14)).

7. Subtract the grand mean of the training data from
every test (gallery/target or probe/query) sample in
the feature space (see [38] for subtracting the grand
mean in the feature space).
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8. Compute the vector B (see (15)) for every test sample
using the kernel function or the fractional power
polynomial model introduced in Step 1.

9. Compute the KFA features of the test sample using
A and B: F ¼ AtB (see (15)).

The computational complexity of the algorithm falls
mainly into Step 3 and Step 5. Computing the kernel matrix
in Step 3 has a complexity of OðM2Þ, where M is the
number of training samples. Solving the eigenvalue
problem in Step 5 has a complexity of OðM3Þ according to
LAPACK Users’ Guide [1].

When a probe image is presented to the KFA classifier, it
first extracts the KFA features of the probe image and then
applies a similarity measure and a classification rule to
recognize it. Let Gk be the gallery KFA feature vector for
class !k, k ¼ 1; 2; . . . ; G. The KFA method applies, then the
nearest neighbor rule for classification using some similar-
ity measure (minimum distance) �:

�ðP;GkÞ ¼ min
j

�ðP;GjÞ �! P 2 !k: ð21Þ

The KFA feature vector of the probe image, P, is classified as
belonging to the class of the nearest neighbor, Gk, using the
similarity measure �. Commonly used similarity measures
include theL1 distancemeasure, �L1

, theL2 distancemeasure,
�L2

, the Mahalanobis distance measure, �Md, and the cosine
similarity measure, �cos [24].

4 EXPERIMENTS

The section assesses the KFA method and the proposed
pattern recognition framework on face recognition using
the FERET and the FRGC databases [37], [33]. The FERET
database [37] consists of more than 13,000 facial images
corresponding to more than 1,500 subjects. Since images are
acquired during different photo sessions, the illumination
conditions and the size of the face may vary. The diversity
of the FERET database is across gender, ethnicity, and age.
The images are acquired without any restrictions imposed
on facial expression and with at least two frontal images
shot at different times during the same photo session. The

FERET database has become the de facto standard for
evaluating face recognition technologies.

Thedata set used in our experiments consists of 600FERET
frontal face images corresponding to 200 subjects, such that
each subject has three images of size 256� 384with 256 gray
scale levels. Preprocessing normalizes the face images and
extracts a facial region that contains only face so that the
performance of face recognition is not affected by factors not
related to face, such as hair styles. Specifically, the normal-
ization consists of the following procedures: First, manual
annotation detects the centers of the eyes; second, rotation
and scaling transformations align the centers of the eyes to
predefined locations and fixed interocular distance; finally, a
subimage procedure crops the face image to the size of 128�
128 to extract the facial region. Fig. 1 shows some example
FERET images used in our experiments that are already
cropped to the size of 128� 128 to extract the facial region.
Note that each subject has three images, which are acquired
during different photo sessions under variable illumination
and facial expression. As two images for each subject are
randomly chosen for training and the remaining image
(unseen during training) is used for testing (see Fig. 1), the
KFA method has to cope with both illumination and facial
expression variations.

For comparison, the first set of experiments implements
the PCA method [41], using the similarity measures intro-
duced in Section 3.4. Fig. 2 shows the face recognition
performance of the PCA method using the four different
similaritymeasures: theL1 distancemeasure, theL2 distance
measure, the Mahalanobis distance measure, and the cosine
similarity measure. The horizontal axis indicates the number
of features used and the vertical axis represents the correct
face recognition rate, which is the rate that the top response is
in the correct class. As the number of training images is 400,
themaximumnumber of features derived by PCA is 399. The
Mahalanobisdistancemeasureperforms thebest, followed in
order by the L1 distance measure, the L2 distance measure,
and the cosine similarity measure. The reason for such an
ordering is that the Mahalanobis distance measure counter-
acts the fact thatL1 andL2 distancemeasures in thePCAspace
weigh preferentially for low frequencies. As the L2 distance
measure weighs more the low frequencies than L1 does, the
L1 distance measure should perform better than the

LIU: CAPITALIZE ON DIMENSIONALITY INCREASING TECHNIQUES FOR IMPROVING FACE RECOGNITION GRAND CHALLENGE... 729

Fig. 1. Example FERET face images used in our experiments. The top two rows show the examples of the training images, while the bottom row
displays the examples of the testing images.

Authorized licensed use limited to: IEEE Xplore. Downloaded on April 26, 2009 at 15:38 from IEEE Xplore.  Restrictions apply.



L2 distance measure, a conjecture validated by our experi-
ments. The cosine similarity measure does not compensate
for the low frequency preference and it performs the worst
among all the measures. Note that, when using fewer than
200 features, the best performance of PCA is still below
80 percent. The experimental results provide a baseline face
recognition performance for the following comparative
studies of the kernel Fisher methods, such as the GDA
method [2], the GDA method with fractional power poly-
nomial models, and the KFA method.

The second set of experiments assesses face recognition
performanceof theGDAmethod [2]with apolynomial kernel
function, kðx;yÞ ¼ ðx � yÞd; d 2 IN. Fig. 3 shows the face
recognition performance of the GDA method with a poly-
nomial kernel of degree one, i.e., d ¼ 1, using three different
similarity measures: the cosine similarity measure, the
L2 distance measure, and the L1 distance measure. The

cosine similarity measure performs the best, followed in
order by the L2 distance measure and the L1 distance
measure.We also implemented theGDAmethodwith higher
degree polynomial kernels, d ¼ 2; 3; 4; 5, and the experimen-
tal results show that the cosine similarity measure consis-
tently performs better than the L2 and L1 distance measures.
These experiments suggest that one should use the cosine
similaritymeasure for the following comparative assessment
of the GDAmethod.

The third set of experiments evaluates the GDA method
with a polynomial kernel function of four different degrees:
d ¼ 1, d ¼ 2, d ¼ 3, and d ¼ 4. Fig. 4 shows the face
recognition performance of the GDA method using the
cosine similarity measure. The first order polynomial
(d ¼ 1) GDA method performs the best, followed in order
by the second order polynomial (d ¼ 2) GDA method, the
third order polynomial (d ¼ 3) GDA method, and the fourth
order polynomial (d ¼ 4) GDA method. Fig. 4 also shows
that, among the four different degrees of polynomial
kernels, the lower the degree is the better the GDA method
performs. It thus seems natural that the GDA method
should be extended to include some fractional power
polynomials, whose degrees are even lower than one, i.e.,
0 < d < 1, in order to achieve better face recognition
performance. Comparing Fig. 2 and Fig. 4, one can see that
the GDA method with a polynomial kernel of degree one
improves upon the PCA method for face recognition.

The fourth set of experiments assesses face recognition
performance of the KFA method with a polynomial kernel
function. In particular, Fig. 5 shows the face recognition
performance of the KFA method with a polynomial kernel
function of degree one, i.e., d ¼ 1, using three different
similarity measures: the cosine similarity measure, the
L2 distance measure, and the L1 distance measure. Again,
the cosine similarity measure performs the best, followed in
order by the L2 distance measure and the L1 distance
measure. These experiments suggest that one should use
the cosine similarity measure for the following comparative
assessment of the KFA method.

The fifth set of experiments evaluates the KFA method
with a polynomial kernel function of four different degrees:

730 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 28, NO. 5, MAY 2006

Fig. 2. Face recognition performance of the PCA method using four
different similarity measures: Md (the Mahalanobis distance measure),
L1 (theL1 distancemeasure), L2 (theL2 distancemeasure), and cos (the
cosine similarity measure). Note that, when using fewer than 200 fea-
tures, the best performance of PCA is below 80 percent.

Fig. 3. Face recognition performance of the GDA method with a
polynomial kernel function of degree one using three different similarity
measures: cos (the cosine similarity measure), L2 (the L2 distance
measure), and L1 (the L1 distance measure).

Fig. 4. Face recognition performance of the GDA method with a
polynomial kernel function of four different degrees using the cosine
similarity measure: d ¼ 1, d ¼ 2, d ¼ 3, and d ¼ 4.
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d ¼ 1, d ¼ 2, d ¼ 3, and d ¼ 4. Fig. 6 shows the face
recognition performance of the KFA method using the
cosine similarity measure. The first order polynomial
(d ¼ 1) KFA method performs the best, followed in order
by the second order polynomial (d ¼ 2) KFA method, the
third order polynomial (d ¼ 3) KFA method, and the fourth
order polynomial (d ¼ 4) KFA method. Comparing Fig. 2,
Fig. 4, and Fig. 6, one can see that the KFA method performs
better than both the GDA method and the PCA method for
face recognition. Again, Fig. 6 shows that, among the four
different degrees of the polynomial kernel function, the
lower the degree goes, the better performance the KFA
method achieves. This finding suggests that fractional
power polynomial models should be applied to further
improve face recognition performance of the KFA method.

The sixth set of experiments assesses face recognition

performance of the GDA method [2], the GDA method with

fractional power polynomial models, and the KFA method

with fractional power polynomial models, kðx;yÞ ¼ signðx �
yÞ ðabsðx � yÞÞd; 0 < d < 1. Fig. 7 shows the face recognition

performance of the KFA method with a fractional power

polynomial model (d ¼ 0:95), the GDA method with a

fractional power polynomial model (d ¼ 0:95), and the GDA

methodwithapolynomialkernel functionofdegreeone.Note

that the degree of the fractional power polynomial model is

empirically chosen. From Fig. 2, Fig. 4, Fig. 6, and Fig. 7, one

can see that 1) theKFAmethodperforms better than theGDA

method, 2) both the KFA method and the GDA method

improve their face recognitionperformanceusing a fractional

power polynomial model, and 3) both the KFA method and

theGDAmethodachieve better face recognitionperformance

than the PCAmethod.
The experiments carried out so far using the FERET data

set assess only two components of the proposed pattern
recognition framework, namely, the KFA method and the
fractional power polynomialmodels. The overall framework,
which capitalizes on the dimensionality increasing techni-
ques, such as the Gabor image representation, the KFA
method, and fractional power polynomial models, will be
further evaluated using the FRGC Version 1 and Version 2
databases [33]. Inparticular, twodata sets,DataSet 1andData
Set 2, used in our experiments come from the FRGCVersion 1
and Version 2 databases, respectively. Data Set 1 contains
366 training images, 152 gallery images, and 608 probe
images. These images are JPEG color images with spatial
resolution of either 2; 272� 1; 704 or 1; 704� 2; 272. The
training images are taken from 123 subjects, while the gallery
and probe images are from 152 subjects that are not seen
during training. The gallery images are controlled and the
faces in these images have good image resolution and good
illumination. The probe images, however, are uncontrolled
and the faces in them have lower image resolution, larger
illumination variations, and sometimes are blurring. It is
these uncontrolled factors that pose grand challenges to face
recognition performance. Note that the FRGC Version 1
databasecontainsmore images inthe target set (943controlled
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Fig. 5. Face recognition performance of the KFA method with a
polynomial kernel function of degree one using three different similarity
measures: cos (the cosine similarity measure), L2 (the L2 distance
measure), and L1 (the L1 distance measure).

Fig. 6. Face recognition performance of the KFA method with a
polynomial kernel function of four different degrees using the cosine
similarity measure: d ¼ 1, d ¼ 2, d ¼ 3, and d ¼ 4.

Fig. 7. Face recognition performance of the KFA method with a
fractional power polynomial model of degree 0:95, the GDA method with
a fractional power polynomial model of degree 0:95, and the GDA
method with a polynomial kernel function of degree one.
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images) and the query set (943 uncontrolled images). The
reasonof choosing the smaller gallery andprobedata sets is to
derive the performance curve of face recognition rate versus
rank, also known as the Cumulative Match Curve (CMC).
Face recognition rate is awidely usedmeasure for evaluating
face recognitionperformance. Themore general performance
curve, the Receiver Operating Characteristic (ROC) curve,
which plots the Face Verification Rate (FVR) versus the False
Accept Rate (FAR), is generated using themuch larger FRGC
Version 2 database. Data Set 2 from the FRGC Version 2
database contains 12,776 training images, 16,028 controlled
target images, 16,028 controlled query images for
Experiment 1, and 8,014 uncontrolled query images for
Experiment 4. Note that due to physical memory limitation,
only half of the 12,776 training images available in the FRGC
Version 2 database are used for our experiments. For
Experiment 1, the target set and the query set are identical.
Table 1 shows the number of images and image quality
(controlled, uncontrolled) of the training, gallery, probe,
target, and query sets of different experiments.

The FRGC control algorithm, known as the BEE baseline

algorithm, is a PCA algorithm that has been optimized for

large scale problems [33]. In particular, the BEE baseline

algorithm applies the whiten cosine distance measure for its

nearest neighbor classifier [33]. The BEE baseline algorithm

shows that Experiment 4, which is designed for indoor

controlled single still image versus uncontrolled single still

image, is the most challenging FRGC experiment. In

addition to the BEE baseline algorithm, we implement an

LDA-based algorithm as another baseline algorithm for

comparatively assessing the performance of the proposed

pattern recognition framework. The LDA-based baseline

algorithm, similar to the Fisherfaces method [3], applies

PCA first for dimensionality reduction and LDA second for

discriminant analysis.
Image normalization first aligns the centers of the eyes

to predefined locations and fixed interocular distance. In
particular, the centers of the eyes are provided by the
FRGC metadata and the predefined locations in the
128� 128 images are (34, 29) and (34, 99). Then, a

subimage procedure crops the face image to the size of
128� 128 to extract the facial region. The facial region thus
contains only face and the performance of face recognition
is not affected by the factors not related to face, such as
hair styles. The 128� 128 face images undergo some
traditional image processing operations, among which are
image filtering for getting rid of noise and histogram
processing for illumination enhancement. Common image
filtering techniques include Gaussian filtering, edge-pre-
serving smoothing, and popular histogram processing
methods include histogram equalization, adaptive histo-
gram equalization, and block histogram equalization [14].
Color image processing assesses color information for
improving pattern recognition performance and different
color space displays different pattern classification cap-
abilities [39]. The optimal color space can be derived using
a stochastic search method similar to the evolutionary
pursuit method discussed in [25].

Gabor image representation further addresses image

variabilities caused by illumination, facial expression, etc.

The Gabor image representation of an image is the convolu-

tion of the image with a family of Gabor wavelets [27], [24].

This representation, characterized by spatial frequency,

spatial locality, and orientational selectivity, is effective in

copingwith imagevariabilities. Inparticular, theGabor filters

are defined as 128� 128 images matching the resolution of

the face images.Due to the sizeof these filters, the convolution

operation is implemented in the frequency domain for better

computational efficiency. The 40 Gabor filters correspond to

five different scales and eight different orientations with the

followingparameters: the spacing factor between filters in the

frequency domain
ffiffiffi

2
p

, the standard deviation 2�, and the

maximum frequency �=2.

Fig. 8 shows some example FRGC face images used in our

experiments. These images are cropped to the size of 128�
128 to extract the facial region. The top row in Fig. 8 shows

some example FRGC training face images: The first two

images are controlled, while the remaining two images are

uncontrolled. The bottom two rows in Fig. 8 display some

example FRGC gallery/target and probe/query face images:
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TABLE 1
Number of Images and Image Quality (Controlled, Uncontrolled) of Training, Gallery, Probe, Target,

and Query Sets of Different Experiments Corresponding to the Two Data Sets
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the two images in the first column are gallery/target images,

which are controlled; the remaining four images are probe/

query images, which are uncontrolled. The probe/query

images display large image variabilities, such as illumination

variations, low spatial resolutions, different facial expres-

sions, glasses, and sometimes blurring.

We first assess the face recognition performance of the

proposed pattern recognition framework using Data Set 1

from the FRGC Version 1 database on FRGC Experiment 4.

The control algorithms are the BEE baseline algorithm and an

LDA-based baseline algorithm. Note that the BEE baseline

algorithm works on 150� 130 masked images, while the

LDA-based baseline algorithm and the proposed pattern

recognition frameworkuse the 128� 128 images, as shown in

Fig. 8. Fig. 9 shows the face recognition performance of the

proposed method and the two baseline algorithms for FRGC

Experiment 4. The horizontal axis represents the rank and the

vertical axis represents the cumulative match score corre-

sponding to the rank. As a result, the curves in Fig. 9 are also

known as the Cumulative Match Curves (CMCs). The top

curve represents the face recognition performance of the

proposed pattern recognition framework using a fractional

power polynomial model of degree 0:8 (see (20)). Note that

the degree of the fractional power polynomial model is

empirically chosen. The middle curve is the face recognition

performance of the LDA-based algorithm,which first applies

PCA to reduce the dimensionality to 180 and then LDA for

feature extraction. The lower curve corresponds to the face

recognition performance of the BEE baseline algorithm. Fig. 9

shows that the proposed framework with a fractional power

polynomial model of degree 0:8 improves the FRGC Experi-

ment 4 face recognition performance upon the LDA-based

baseline algorithm and the BEE baseline algorithm. In

particular, the proposed method achieves the rank one face

recognition rate (face recognition rate of top response being

correct) of 78 percent, compared to the LDA-based baseline

algorithm rank one rate of 48 percent and the BEE baseline

rank one rate of 37 percent.

We then assess the face recognition performance of the

proposed pattern recognition framework using Data Set 2

from the FRGC Version 2 database on both FRGC

Experiment 1 and Experiment 4. Experiment 1 is designed

to measure face recognition performance from controlled
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Fig. 8. Example FRGC face images used in our experiments. The images are cropped to the size of 128� 128 to extract the facial region. The top
row shows training images: The first two images are controlled and the remaining two images are uncontrolled. The bottom two rows display gallery/
target and probe/query images: The two images in the first column are controlled gallery/target images and the remaining four images are
uncontrolled probe/query images.

Fig. 9. Face recognition performance, the CMC curves, of the BEE
baseline algorithm, the LDA-based baseline algorithm, and the proposed
pattern recognition framework on FRGC Experiment 4 using Data Set 1
from the FRGC Version 1 database. The proposed framework uses a
fractional power polynomial model of degree 0:8.
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frontal still images, while Experiment 4 measures perfor-

mance from uncontrolled frontal still images. Thus, Experi-

ment 4 is the most challenging FRGC experiment as it

considers face recognition in uncontrolled illumination. Due

to the physical memory limitation of our computers, we use

only half of the total training images, i.e., 6,388 images for

training. For Experiment 1, the target set and the query set are

identical and each contains 16,028 controlled images. For

Experiment 4,while the target set consists of 16,028 controlled

images, thequery sethas8,014uncontrolled images.TheROC

curve,which plots the FaceVerificationRate (FVR) versus the

False Accept Rate (FAR), is generated using the BEE system.

The BEE system, which provides a fair and comprehensive

way of conducting experimentation, generates three ROC

curves (ROC I, ROC II, and ROC III) corresponding to the

imagescollectedwithinsemesters,withinayear,andbetween

semesters, respectively.
Fig. 10 shows the ROC curves of the BEE baseline

algorithm and the proposed pattern recognition framework
on Experiment 4 using the FRGC Version 2 database. Note
that the proposed framework uses a fractional power
polynomial model of degree 0:8. The horizontal axis
represents the false accept rate or FAR, while the vertical
axis corresponds to the face verification rate or FVR. The
ROC III curves in Fig. 10 show that the proposed pattern
recognition framework achieves the face verification rate of
76 percent at the false accept rate of 0.1 percent compared to
the face verification rate of 12 percent at the same false
accept rate of the BEE baseline algorithm.3

To further test the generalization performance of the

proposed pattern recognition framework, we straightfor-

wardly apply the target features derived from Experiment 4

toExperiment1,withoutanyretrainingprocess.Note that, for

Experiment 1, the target set and thequery set are identical and

eachcontains16,028controlled images.Fig. 11showstheROC

curves of the BEE baseline algorithm and the proposed

pattern recognition framework on Experiment 1 using the

FRGCVersion 2 database. The ROC III curves in Fig. 11 show

that the proposed pattern recognition framework achieves

the faceverification rate of 92percent at the false accept rate of

0.1percent, comparedto the faceverificationrateof66percent

at the same false accept rate of the BEE baseline algorithm.

Table 2 summarizes the face recognition performance of

the BEE baseline algorithm and the proposed pattern

recognition framework using Data Set 1 and Data Set 2 on

FRGC Experiment 1 and Experiment 4. The performance

shows the rank one face recognition rate forData Set 1 and the

face verification rate at 0.1 percent false accept rate for Data

Set 2 (ROC III). In particular, for Data Set 1 and the FRGC

Experiment 4, the proposed method achieves the rank one

face recognition rate of 78 percent, compared to the LDA-

based baseline algorithm rank one rate of 48 percent and the

BEE baseline rank one rate of 37percent, respectively. For

Data Set 2 and FRGC Experiment 4, the proposed method

achieves the faceverification rate (ROCIII) of 76percent at the

false accept rate of 0.1 percent, compared to the BEE baseline

verification rate of 12 percent at the same false accept rate.

Extending the FRGC Experiment 4 features to FRGC

Experiment 1, the proposed method achieves the face

verification rate (ROC III) of 92 percent at the false accept

rate of 0.1 percent, compared to the BEE baseline verification

rate of 66 percent at the same false accept rate.

5 DISCUSSIONS

Theproposedpattern recognition framework is implemented

on a 3.2 GHz single processor PC, and the CPU time for

running FRGC Experiment 4 using the FRGC Version 2
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Fig. 10. Face recognition performance, the ROC curves, of the BEE
baseline algorithm and the proposed pattern recognition framework on
Experiment 4 using the FRGC Version 2 database. The proposed
framework uses a fractional power polynomial model of degree 0:8.

Fig. 11. Face recognition performance, the ROC curves, of the BEE
baseline algorithm and the proposed pattern recognition framework on
Experiment 1 using the FRGC Version 2 database. The proposed
framework uses a fractional power polynomial model of degree 0:8.

3. Our face recognition system based on the proposed pattern recognition
framework achieved the best performance for FRGC Experiment 4—the
most challenging FRGC experiment, at the Third Face Recognition Grand
Challenge Workshop on 16 February 2005, McLean, Virginia (for details see
http://www.bee-biometrics.org/files/presentations/FRGC-Feb05/).
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database is shown in Table 3. As images can be cropped in

parallel, the preprocessing time can be cut in half if one uses a

dual processor PC. As FRGC Experiment 1 directly applies

the target features derived for Experiment 4, there is no

additional CPU time cost for preprocessing, training, and

feature extraction. There is only oneprocess for Experiment 1:

similarity matrix generation, which takes about 4 minutes.
Gabor image representation, one dimensionality increas-

ing technique incorporated into the proposed framework,

makes anessential contribution to the overall face recognition
performance as it is able to copewith image variabilities such
as illumination variations. To show the importance of Gabor
image representation, we implement the KFA method with
fractional power polynomial models using intensity images
without any additional processing, such as the Gabor image
representation, and derive the following performance: for
Experiment 4, the face verification rates at the false accept rate
of 0.1 percent are 31 percent, 30 percent, and 30 percent for
ROC I, ROC II, and ROC III, respectively; for Experiment 1,
the face verification rates at the false accept rate of 0.1 percent
are 77 percent, 73 percent, and 68 percent for ROC I, ROC II,
and ROC III, respectively.

Another interesting issue is to study the performance of
the proposed framework versus the number of training
images. Toward that end, we generate three training sets by
selecting half training images (round to integer numbers) for
each subject from the preceding training set, starting from the
original FRGC training set that contains 12,776 images. As a
result, we derive three training sets consisting of 6,388, 3,194,
and 1,623 images, respectively. The images in these three
training sets all come from the FRGC Version 2 training set
(12,776 images).4 Fig. 12 shows the face recognition perfor-
mance on Experiment 4 (the ROC III curves) of the proposed
pattern recognition framework using 6,388, 3,194, and
1,623 FRGC Version 2 training images, respectively. Note
that the BEE baseline performance is included for compar-
ison. Corresponding to the three training sets with 6,388,
3,194, and 1,623 images, the face verification rates (ROC III)
are 76percent, 70 percent, 63 percent, respectively, at the false
accept rate of 0.1 percent. This figure shows that the
performance drops about 6 percent when the training set is
reduced to half size. Fig. 13 shows the face recognition
performance on Experiment 1 (the ROC III curves) of the
proposed pattern recognition framework using 6,388, 3,194,
and 1,623 FRGC Version 2 training images, respectively.
Again, the BEE baseline performance is included for
comparison. Corresponding to the three training sets with
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Fig. 12. Face recognition performance on Experiment 4 (the ROC III
curves) of the proposed pattern recognition framework using 6,388,

3,194, and 1,623 FRGC Version 2 training images, respectively. The

BEE baseline performance is included for comparison.

TABLE 3
The CPU Time for Implementing FRGC Experiment 4 Using the
FRGC Version 2 Database on a 3.2 GHz Single Processor PC

4. The three training sets, TrainList1, TrainList2, and TrainList3, are
supplemental materials which can be found at http://computer.org/
tpami/archives.htm.

TABLE 2
Face Recognition Performance of the BEE Baseline Algorithm and the Proposed Pattern Recognition

Framework Using Data Set 1 and Data Set 2 on FRGC Experiment 1 and Experiment 4

The performance shows the rank one face recognition rate for Data Set 1 and the Face Verification Rate (FVR) at 0.1 percent False Accept Rate
(FAR) for Data Set 2 (ROC III).
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6,388, 3,194, and 1,623 images, the face verification rates

(ROC III) are 92 percent, 90 percent, 86 percent, respectively,

at the false accept rate of 0.1 percent. This figure shows that

the performance drops about 3 percent when the training set

is reduced to half size.
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