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Abstract— Most of the existing research work in mobile ad hoc
networking is based on the assumption that a path exists between
the sender and the receiver. On the other hand, applications of
decentralised mobile systems are often characterised by network
partitions. As a consequence delay tolerant networking research
has received considerable attention in the recent years as a means
to obviate to the gap between ad hoc network research and real
applications.

In this paper we present the design, implementation and
evaluation of the Context-aware Adaptive Routing (CAR) pro-
tocol for delay tolerant unicast communication in intermittently
connected mobile ad hoc networks. The protocol is based on the
idea of exploiting nodes as carriers of messages among network
partitions to achieve delivery. The choice of the best carrier is
made using Kalman filter based prediction techniques and utility
theory. The large scale performance of the CAR protocol are
evaluated using simulations based on a social network founded
mobility model, a purely random one and real traces from
Dartmouth College.

Index Terms— Wireless communication, routing protocols

I. INTRODUCTION

Mobile ad hoc network research [1] has often assumed that a

connected path exists between a sender and a receiver node at

any point in time. This assumption reveals itself unrealistic in

many decentralized mobile network applications such as vehic-

ular networks, wildlife monitoring sensor networks, deep space

communication systems and emergency operations networks. To

answer this dichotomy, delay tolerant networking (DTN) [2] has

received considerable attention from the research community in

recent years as a means of addressing exactly the issue of routing

messages in partitioned networks.

DTNs span very challenging application scenarios where nodes

(e.g., people, wild animals) move around in environments where

infrastructures cannot be installed (e.g., emergency operations,

military grounds, protected environments). Some solutions to

routing have been presented also for these cases, starting from

the basic epidemic routing [3], where messages are blindly stored

and forwarded to all neighbouring nodes generating a flood

of messages. The drawback of epidemic dissemination lies in

the very high number of messages which are needed to obtain

successful delivery to the right recipient. Other solutions have

been proposed to tackle the problem of routing in (possibly

mobile) delay tolerant networks, based on the previous knowledge

of the routes of the potential carriers [4]–[6] or on probabilistic

approaches [7], [8].
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In this paper we present the Context-aware Adaptive Routing

(CAR) protocol, an approach to delay tolerant mobile ad hoc

network routing which uses prediction to allow the efficient

routing of messages to the recipient. A host willing to send a

message to a recipient, or any host in the multi hop path to it, uses

a Kalman Filter prediction and multi-criteria decision theory [9]

to choose the best next hop (or carrier) for the message. The

decision is based on the mobility of the host (a highly mobile host

is a good carrier as it meets many hosts) and its past colocation

with the recipient (we implicitly assume that past colocation

indicates that the host will meet the recipient again in the future).

CAR does not assume any previous knowledge of the routes of

the hosts like other approaches, such as the Message Ferrying

project [5], that rely on the a priori knowledge of the routes of

the special hosts carrying the information. Moreover, our protocol

is based on a single copy of the message in the system, instead of

having multiple replicas. Other solutions are predicated on semi-

epidemic algorithms like PRoPHET [7], where the probability

of replication is proportional to the time of the last encounters

and their frequency. Finally, we do not exploit any geographical

information such as GPS coordinates.

An earlier version of the protocol with a limited evaluation

has been presented previously in a symposium paper [10]: we

have extended that paper with additional protocol details, an

implementation and a thorough performance evaluation with a

new mobility model validated using real traces provided by

Intel [11]. Our approach can be considered the first one exploiting

forecasting techniques for carrier selection founded on analytical

prediction models.

This paper is organised as follows. Section II presents the

design of the CAR protocol. The performance evaluation of the

protocol is discussed in Section III. A comparison with the state

of the art is presented in Section IV. Section V summarises the

contribution of this work.

II. DESIGN OF THE CAR PROTOCOL

A. Overview

In this section we give an overview of the Context-aware

Adaptive Routing (CAR) protocol, presenting the key design

choices and the novel mechanisms that are at the basis of its

implementation. Firstly, we describe the general steps of the

protocol. Secondly, we analyse the prediction theory and its

foundation algorithms. Thirdly, we discuss the protocol imple-

mentation, focussing on the management of routing information

for synchronous and asynchronous delivery.

As first step, we introduce the assumptions underlying the

design of the protocol. We assume that the only information a

host has about its position is related to its logical connectivity. In

particular, we assume that a host is not aware of its absolute

geographical location nor of the location of those to whom
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it might deliver the message. Although this information could

potentially be useful, there might also be battery implications of

its use which might be unacceptable (for example, because of

the energy requested to operate a GPS device). Another basic

assumption is that the hosts present in the system cooperate to

deliver the message. In other words, we do not consider the case

of hosts that may refuse to deliver a message or that act in a

Byzantine manner.

The design goal of CAR is to support communication in in-

termittently connected mobile ad hoc networks. The key problem

solved by the protocol is the selection of the carrier. Our solution

is based on the application of forecasting techniques and utility

theory for the evaluation of different aspects of the system that

are relevant for taking routing decisions.

Let us now consider the key aspects of the protocol. CAR

is able to deliver messages synchronously (i.e., without storing

them in buffers of intermediate nodes when there are no network

partitions between sender and receiver) and asynchronously (i.e.,

by means of a store-and-forward mechanism when there are

partitions). The delivery process depends on whether or not the

recipient is present in the same connected region of the network

(cloud) as the sender. If both are currently in the same connected

portion of the network, the message is delivered using an un-

derlying synchronous routing protocol to determine a forwarding

path. If a message cannot be delivered synchronously1, the best

carriers for a message are those that have the highest chance

of successful delivery, i.e., the highest delivery probabilities.

The message is sent to the host with the highest one using the

underlying synchronous protocol.

In order to understand the operation of the CAR protocol,

consider the following scenario in which two groups of nodes

are connected as in Figure 1(a). As in our implementation,

let us assume that Dynamic Destination-Sequenced Distance-

Vector (DSDV) [12] is used to support synchronous routing.

Host H1 wishes to send a message to H8. This cannot be done

synchronously, because there is no connected path between the

two. Suppose the delivery probabilities for H8 are as shown in

Figure 1(a). In this case, the host possessing the best delivery

probability to host H8 is H4. Consequently, the message is sent

to H4, which stores it. After a certain period of time, H4 moves

to the other cloud (as in Figure 1(b)). Since a connected path

between H4 and H8 now exists, the message is delivered to its

intended recipient. Using DSDV, for example, H4 is able to send

the message shortly after joining the cloud, since this is when it

will receive the routing information relating to H8.

Delivery probabilities are synthesised locally from context

information. We define context as the set of attributes that describe

the aspects of the system that can be used to drive the process of

message delivery. An example of context information can be the

change rate of connectivity, i.e., the number of connections and

disconnections that a host experienced over the last T seconds.

This parameter measures relative mobility and, consequently, the

probability that a host will encounter other hosts. Since we assume

a proactive routing protocol, every host periodically sends both

the information related to the underlying synchronous routing (in

1The recipient may be in the same connected portion of the network, but
not reachable using synchronous routing, since the routing information is not
available (for example, because the space in the routing tables is not sufficient
to store the information related to all the hosts in the cloud or because the
node has just joined the cloud). In these cases we exploit the asynchronous
mechanisms.
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Fig. 1. Two connected clouds, with associated delivery probabilities for
message transmission between H1 and H8 (Fig. a). Then, H4, carrying the
message, joins the second cloud (Fig.b).

DSDV this is the routing tables with distances, next hop host

identifier, etc.), and a list containing its delivery probabilities for

the other hosts. When a host receives this information, it updates

its routing tables. With respect to the table for asynchronous

routing, each host maintains a list of entries, each of which is a

tuple that includes the fields (destination, bestHost, deliveryProb-

ability). We choose to explore the scenario in which each message

is placed with only a single carrier rather than with a set, with

the consequence that there is only a single list entry for each

destination.

When a host is selected as a carrier and receives the message,

it inserts it into a buffer. The size of this buffer is fundamental,

and represents a trade-off between storage overhead and likely

performance. If the buffer overflows, messages will be lost, since

we assume the existence of a single replica.

What we have described is the basic model behind the CAR

protocol. In the following sections we will describe the details

of the algorithm, in particular the techniques exploited for the

calculation of the delivery probabilities.

B. Prediction and Evaluation of Context Information

CAR is optimised by using predicted future values of the

context attributes for making routing decisions, instead of using

the available current context information as it is, so to have a more

accurate estimation of the trend of the time series associated to

each context dimension. For example, in the case of patterns of

colocation, a host HA currently not colocated with a host HB

may be considered of scarce utility for acting as a carrier for HB

if we evaluate only this instant of time. However, HA may have

been colocated with HB for the past three hours and, therefore,

its likelihood of being colocated again, given the assumptions of

our model, are high and should be represented accordingly.

The process of prediction and evaluation of the context infor-

mation can be summarised as follows.

• Each host calculates its delivery probabilities for a given

set of hosts2. This process is based on the calculation of

utilities for each attribute describing the context. Then the

future values of these utilities are predicted (see Section II-

H.1) and composed using multi-criteria decision theory [9]

(see Section II-C) in order to estimate an overall delivery

probability. The calculated delivery probabilities are period-

ically sent to the other hosts in the connected cloud as part

of the update of routing information.

• Each host maintains a logical forwarding table of tuples

describing the next logical hop, and its associated delivery

probability, for all known destinations.

• Each host uses local prediction of delivery probabilities

between updates of information. The prediction process is

2We will discuss the management of this set of probabilities in Section II-F.
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used during temporary disconnections and is carried out until

a certain accuracy can be guaranteed.

The framework for the evaluation of the delivery probability

that we designed for CAR is very generic and can be extended

to any number of context attributes3.

In the remainder of this section, we will analyse more closely

how delivery probability information is predicted, spread in the

system, maintained, and evaluated.

C. Local evaluation of context information

Each host calculates its delivery probability locally, given

observations related to the various context attributes. Therefore,

the key problem is to measure and combine the attributes. The

delivery probabilities are calculated by evaluating the utility of

each host as potential carrier for a message.

There are several techniques for assigning an overall utility

given the multiple dimensions of the context. A possible method

is to use goal programming, exploiting the so-called preemptive

methodology. With respect to a single attribute, our goal is to

maximise its value. The optimisation process is based on the

evaluation of one goal at a time so that the optimum value

of a higher priority goal is never degraded by a lower priority

goal [13].

However, this technique is too simplistic because, in general,

our decision problem involves multiple conflicting objectives [9].

For example, considering both the battery energy level and the

rate of change of connectivity, it may happen that the host charac-

terised by the highest mobility has scarce residual battery energy

and vice versa. In general, maximisation across all parameters will

not be possible and, instead, we must trade off the achievement of

one objective (i.e., the maximisation of a single attribute) against

others.

The context information related to a certain host can be defined

using a set of attributes (X1, X2, ..., Xn). Those attributes denoted

with a capital letter (e.g., X1) refer to the set of all possible values

for the attribute, whereas those denoted with a lower case letter

(e.g., x1) refer to a particular value within this set. Examples of

a generic attributes Xi can be the mobility of the hosts or its

battery level; for instance, the value xi of the attribute battery

level may be 0.99 (i.e., battery almost full).

In the case of mutually preferentially independent attributes

X1, X2, ...Xn, that is to say those characterised by the same

degree of significance, the sum of the attributes is adequate as

a means of combining those attributes:

U(x1, x2, ..., xn) =
nX

i=1

Ui(xi)

where Ui is a utility function over Xi.

Our aim is to maximise each attribute, in other words, to choose

the host that presents the best trade-off between the attributes

representing the relevant aspects of the system for the message

delivery. To solve this problem, we apply the so-called Weights

method [9]. The combined goal function used in the Weights

method can be defined as

Maximise{f(U(xi)) =
nX

i=1

wiUi(xi)}

3However, some conditions about the mutual independence of the attributes
must be verified as discussed in Section II-C.

where w1, w2, ...wn are significance weights reflecting the relative

importance of each goal.

We exploit these results for the composition of the utilities

in CAR related to the different context dimensions (given their

mutual independence). In our case, the solution is very simple,

since it consists in the evaluation of the function f(U1, ..., Un)

using the values predicted for each host and in the selection of the

host i with the maximum such value. The detailed description of

the calculation of these utilities is presented in the next subsection.

D. Definition of the Attributes of the Utility Functions

Knowledge about the current values of these context attributes

is helpful, but only to a limited extent. What really matters

are the values the attributes are likely to assume in the future.

We compute these predicted values using techniques based on

Kalman filters [14]. These techniques do not require the storage

of the entire past history of the system and are computationally

lightweight, making them suitable for a resource-scarce mobile

setting. The details of the mathematical model for time series

forecasting used in CAR is presented in Section II-H.1. In this

section, instead, we focus on the use of the predicted values of the

attributes for the calculation of the utility of each host as message

carrier.

In the implementation of CAR, we focus on two attributes,

the change degree of connectivity and the future host colocation,

because these are the attributes most relevant to the ad hoc

scenario taken into consideration. However, the framework is

general and open to the inclusion of any other context attribute,

given the underlying assumption of their mutual independence.

For example, in the adaptation of CAR for sensors (SCAR) [15],

we also consider an attribute describing the battery level, a

fundamental aspect for that specific application domain. Other

possible context dimensions are memory availability or group

membership (i.e., two hosts of the same social group are more

likely to be colocated).

The change degree of connectivity of a host h is4:

Ucdch
(t) =

|n(t − T ) ∪ n(t)| − |n(t − T ) ∩ n(t)|

|n(t − T ) ∪ n(t)|

where n(t) is h’s neighbour set at time t. The formula yields the

number of hosts that became neighbours or disappeared in the

time interval [t − T, t], normalised by the total number of hosts

met in the same time interval. A high value means that h recently

changed a large number of its neighbours.

The colocation of h with a host i is calculated as follows:

Ucolh,i
(t) =


1 if the host h is colocated with host i;

0 otherwise

A value of 1 means that h has been colocated with i at time t.

These values are fed into Kalman filter predictors, which yield

the predictions bUcdch
and bUcolh,i

of these utilities at time t + T .

These are then composed into a single utility value using results

from multi-criteria decision theory described above, as follows:

Uh,i = wcdch
bUcdch

+ wcolh,i
bUcolh,i

which represents how good of a node h is for delivering messages

to i.

4In the remainder of this article, we simplify the notation used for indicating
the utility function that we adopted in the previous subsection. We omit
the attribute from the utility and, instead, we indicate explicitly the time
dependence. For example, Ucdch

(xcdch
(t)) = Ucdch

(t).
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We observe that the effectiveness of the choice of using

predicted values and not current values of the attributes is evident

in the case of colocation. For example, let us consider two hosts

that have disconnected for just ten seconds after being connected

for a long period of time. If we only considered the current status,

the value of the utility function related to colocation would be 0.

Instead, since the hosts have been colocated for long time in the

past, according to our assumptions, they will be likely colocated

again the future. The value 0 does not provide a correct measure

of the probability of future colocation of the two hosts. On the

contrary, the output of the Kalman filter will be close to 1.

The weights w denote the relative importance of each attribute.

Their value depends on the application scenario, and in Section III

we show their impact on performance. The values of these weights

are the same for every host; in other words, the utility composition

function is the same for all the nodes of the system.

E. Automatic Adaptation of the Utility Functions

As it stands, the utility function weights are fixed in advance,

reflecting the relative importance of the different context at-

tributes. However, such a formulation is still too static, since it

fails to take into account the values of the attributes. Thus, for

example, a small drop in battery voltage may be indicative of

the imminent exhaustion of the battery; consequently, it would

be useful to reduce the weight of this attribute non-linearly to

reflect this.

In general, we wish to adapt the weights of each parameter

dynamically and in ways that are dependent on the values of those

parameters. In other words, we need a runtime self-adaptation

of the weightings used for this evaluation process that could be

categorised as a typical autonomic mechanism [16]. A simple

solution to this problem is the introduction of adaptive weights ai

into the previous formula, in order to modify the utility function

according to the variation of the context.

Maximise{f(U(xi)) =

nX

i=1

ai(xi)wiUi(xi)}

ai(xi) is a parameter that may itself be composite. For our

purposes, we define it to have three important aspects that help to

determine its value, though the model could easily be expanded

to incorporate other aspects deemed to be of importance:

• Criticality of certain ranges of values, arangei(xi)

• Predictability of the context information, apredictabilityi
(xi)

• Availability of the context information, aavailabilityi
(xi)

We now compose the ai weights as factors in the following

formula:

ai(xi) = arangei(xi) · apredictabilityi
(xi) · aavailabilityi

(xi)

We now describe each of these aspects in detail.

a) Adaptive Weights Related to the Ranges of Values As-

sumed by the Attributes : We can model the adaptive weights

arange(xi) as a function in the domain [0, 1]. For example, with

respect to the battery energy level (modelled using the percent-

age of residual battery energy), we would use a monotonically

decreasing (though not necessarily linear) function to assign a

decreasing adaptive weight that is, in turn, used to ensure that

the corresponding utility function decreases as the residual energy

tends towards zero.

b) Adaptive Weights Related to the Predictability of the

Context Information: It may happen that the forecasting model is

not able to provide accurate predictions for a certain time series

related to a given attribute. There are many different methods to

evaluate the predictability of a time series [17].

apredictabilityi
=


1 if the context information is currently predictable

0 if the context information is not currently predictable

We prefer to adopt an approach based on two discrete values

(0 and 1) rather than one based on continuous values (i.e., an

interval between 0 and 1), since the latter would be only based

on a pure heuristic choice and not on any sound mathematical

basis. In other words, it is very difficult to map different scales

of predictability into the values of apredictabilityi
. The problem

of the analysis of the predictability of the time series is discussed

in Section II-H.

It is unreasonable to assume that all context attributes have

the same degree of availability. Thus, we expect to have a time-

varying set of attributes available whose values are known.

aavailabilityi
=


1 if the context information is currently available

0 if the context information is not currently available

Formally, to date, we have implicitly assumed that a static

set of attributes is defined. However, using this approach, we

can dynamically incorporate new attribute values, simply by

assuming that they were always there, but had zero weight for

aavailabilityi
. For example, if an operating system is not able to

provide information about the current battery level of a device,

the value of aavailabilityi
is set to 0. This may also be due to an

erroneous reading of a parameter (for example, in the case of the

change degree of connectivity, because the wireless interface has

been switched off temporarily).

F. Routing Tables

We have seen how each host calculates its delivery probability

by assembling predictions related to different context attributes.

We now describe how this information is circulated in the

network.

1) Format of the Routing Table Entries: The delivery prob-

ability information is piggybacked on the synchronous routing

table information. Each host maintains a routing and context in-

formation table used for asynchronous and synchronous (DSDV)

routing. Each entry of this table has the following structure:

(targetHostId, nextHopId, dist, bestHopHostId, deliveryProb)

The first field is the recipient of the message, the second and

the third are the typical values calculated in accordance with the

DSDV specification, whereas the fourth is the identifier of the host

with the best delivery probability, the value of which is stored in

the last field.

These routing tables are used both for synchronous and

asynchronous delivery: they store information used for rout-

ing messages inside a cloud (i.e., the fields nextHopId and

distance) and for the selection of the best carrier (i.e., the fields

bestHopHostId and deliveryProb). A distance equal to

16 is considered infinite and the host is treated as unreachable

using DSDV. We choose 16 since this is the classic Routing

Information Protocol (RIP) infinite [18]. However, this is a
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parameter that can be tuned according to user requirements. In a

scenario characterised by high average host speed a lower value

may be used, since the probability that the route will be broken

or stale is potentially high.

The value of the field deliveryProb is updated us-

ing the last received value. However, the values received

by the neighbours are also used to update a corresponding

Kalman Filter predictor, one for each entry of the table. The

state of the filter is updated using the last received utility

from the host bestHopHostId (this utility is calculated by

bestHopHostId as described in the previous section).

The filter is used if one or more updates are not received, due

for example to a temporary disconnection, to transmission errors

(for example interference) or simply because the host has moved

away. If an update is not received in a given refresh interval of

the filter (that is equal to the routing table transmission interval),

the previous output of the filter is used as input (i.e., the filter is,

in a sense, short-circuited).

The entries are removed after a certain number of updates

are not received, since the accuracy of the prediction is clearly

decreasing; a discussion about the accuracy of the estimation

of the h-step prediction can be found in [19]. This technique

alleviates the CAR scalability issue in terms of routing table size.

2) Local Utilities and Update of Routing Tables: Each node

keeps local utilities related to the colocation with other nodes. The

routing tables are exchanged periodically with a given transmis-

sion interval. When a host receives a routing table, it checks its

entries against the ones stored in its routing table. The update of

the information related to the synchronous protocol is the standard

one of every table-driven protocol: an entry in the routing table of

the host is replaced if one related to the same targetHostId

and a lower or equal distance is received. It is important to note

that we also replace the entry if the distance is the same in order

to have fresh information about the route. Instead, as far as the

asynchronous delivery protocol is concerned, an entry is replaced

only if one related to the same targetHostId and higher or

equal delivery probability is received. As said before, the entry is

removed after a number of missing updates: this also avoids the

problem that entries with high probabilities persist in the routing

table even if they are stale.

When the routing table is full, the entries are replaced starting

from the one corresponding to the nodes that are not in reach

anymore (i.e., that have a value of the distance field equal

to 16). Among these entries, the one with the lowest delivery

probability is selected. We note that the size of the routing table

is limited, since to every entry is associated a Kalman filter based

predictor that has to be updated periodically.

3) Routing Table Transmission Interval: The routing table

transmission interval is another fundamental parameter of CAR.

In fact, routing tables are not only used to exchange routing

information, but also for discovery. Routing tables are employed

as a sort of beaconing mechanism at application level to keep

information about the presence of neighbours. In fact, a host is

considered colocated (i.e., the input of the Kalman filter is set

to 1), if a routing table related to that host has been received in

the last routing table transmission interval; we assume that the

frequency of the transmission of routing tables is relatively high

in order to provide correct information to the colocation predictor.

The update interval of the Kalman filter (i.e., its sample

interval) is another fundamental parameter of the protocol: this

value should be carefully selected in order to detect changes in

the observed context attribute. For example, in the case of host

colocation, a low sampling interval in a very dynamic mobile

scenario may lead to the fact that hosts passing by will not be

detected. For instance, if the relative speed of the two hosts is 20

m/s and the transmission range is 200 m/s, an update interval

greater than 20 s may lead to the fact that some hosts will not

be discovered. The update interval of the Kalman filter is set to

the routing table transmission interval in our work.

Since CAR relies on DSDV, it shows the same limitations

and potential issues in terms of routing table convergence. The

retransmission interval should be adequately small if the speed of

the hosts is high (i.e., the variations of the topology are frequent).

Results about the impact of the duration of the transmission

interval are reported in the evaluation in Section III.

G. Message Delivery

1) Synchronous Delivery: When a message has to be sent,

if the recipient is reachable synchronously (i.e. an entry with

the field TargetHostId exists in the routing table and the

associated distance is less than 16), the message is forwarded

to the next hop indicated by nextHopId. This forwarding

mechanism is the typical one of distance vector protocols.

It may happen that the path to a certain host is broken, but,

at the same time, the routing table has not yet been updated

with the information related to this change, given the propagation

delay of routing tables. In this case, the message is forwarded

until it reaches the host that has been already notified about the

disconnections. This host will then check if the message can be

sent using the asynchronous delivery mechanism (i.e., an entry

for the selection of the best carrier exists in its routing table). If

not, the host stores the message in its buffer and tries to resend

it periodically. We discuss this mechanism in Section II-G.3.

2) Asynchronous Delivery: If a connected path to the recipient

does not exist (i.e., the value of distance is equal or greater

than 16), the message is forwarded to the host with the highest

value of delivery probability (expressed by deliveryProb).

In order to reach the carrier, DSDV is used. In other words,

the entry having the value of the key targetHostId equal

to bestHopHostId is used to forward the message.

As the network is dynamic, it may happen that the carrier is

unreachable, since, in the meanwhile, it has left the connected

cloud. In this case, if the information about the disconnection

has reached the sender, the entry related to the best carrier is

removed (set to an invalid state designated by 0). In order to

avoid the propagation of stale routes, we use sequence numbers

for the routing tables like in DSDV.

If this information has not been propagated yet to the sender,

the intermediate host aware of the topology change will try to

resend the message (see Section II-G.3).

3) (Re-)transmissions: Periodically, for each message in its

buffer, a host checks its routing table. The message is then

forwarded synchronously to the recipient or to a carrier if a

corresponding entry is present in the routing table. If no entry

is present, the message stays in the buffer. The number of the

retransmissions is another key configuration value that we have

measured and tested during the performance evaluation of the

protocol. The results are reported in Section III-B.6.

Each node also maintains a list of its utilities for a certain

set of hosts. In particular, each node keeps a list of the local
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utilities related to the colocation with other hosts and one related

to its change degree of connectivity. Periodically, these utilities are

composed and the resulting ones are checked against the utilities

stored in the local routing table. If the utility of the host is higher

of the one currently maintained in the table, the latter is replaced.

The value of the utilities is updated before comparing it with the

entries of the local routing table.

H. Prediction of the Context Information Attributes using Kalman

Filter Prediction Techniques

In this section, we present the details of the prediction model

used to estimate the delivery probability of the potential carriers

discussed in Section II-B. We used Kalman filter forecasting

techniques [14] for the prediction of the future values of the

context attributes and of the delivery probabilities in the local

routing tables, if updates are not received.

1) Overview: Kalman filter prediction techniques were origi-

nally developed in automatic control systems theory. These are

essentially a method of discrete signal processing that provides

optimal estimates of the current state of a dynamic system

described by a state vector. The state is updated using periodic

observations of the system, if available, using a set of prediction

recursive equations5.

Kalman filter theory is used in CAR both to achieve a more

realistic prediction of the evolution of the context of a host and to

optimise the bandwidth usage. As discussed above, the exchange

of context information that allows the calculation of delivery

probabilities is a potentially expensive process, and unnecessarily

so where such information is relatively predictable. If it is possible

to predict future values of the attributes describing the context, we

update the delivery probabilities stored in the routing tables, even

if fresh information is unavailable. Fortunately, this prediction

problem can be expressed in the form of a state space model.

Starting from a time series of observed values that represent

context information, we derive a prediction model based on an

inner state that is represented by a set of vectors, and to add to

this both trend and seasonal components [19]. One of the main

advantages of the Kalman filter is that it does not require the

storage of the entire past history of the system, making it suitable

for a mobile setting in which memory resources may potentially

be very limited.

In the addendum of this paper [20], we give a general in-

troduction to state space models and then we present how we

have applied these concepts to the analysis and the prediction

of context information, discussing three cases according to the

different behaviour of the time series. We also discuss how the

Kalman filter model that we use in CAR can be recast and studied

using alternative theoretical frameworks, namely EWMA, ARMA

and Bayesian forecasting models [19].

2) Context Predictability: Dealing with the variability and

uncertainty is one of the major issues in many networked systems

such as mobile ad hoc and delay tolerant networks [2]. The

decentralisation of the control and the movement of the hosts

have a great impact on systems topology and, more generally, on

their conditions.

CAR heavily relies on the accuracy of the prediction model;

there are situations, however, where context cannot be predicted.

5These equations are linear and the complexity is proportional to the
number of hosts in the routing tables like in PRoPHET [7].

Variables

•• z(t): time series of residuals (prediction errors)

• rk: autocorrelation coefficients

• kmax max lag

• N : number of samples

• maxError: max acceptable prediction error

boolean isPredictable (U(t − NT )...U(t), bU(t − NT )... bU(t)) {
for all τ ∈ [t − nT, t] do

calculate z(τ) = bU(τ) − U(τ)
for all k ∈ [1..Kmax] do

calculate rk of z(t)

if ((90% of {rk} ∈ [
−2√

N
,

2√
N

]) and (0.1z(t) ≤ maxError)) then

return true;

else

return false;

}

Fig. 2. Algorithm for verifying the predictability of the time series.

In these cases, using any prediction based techniques to improve

performance of the system is completely ineffective. For this

reason, we designed a predictability component that is used to

measure the accuracy of the prediction of context information

presented in [21]. The technique that we adopted is predicated

on the analysis of the time series representing the context infor-

mation and, more specifically on residual analysis [19]. Given a

certain number of measurements of the predictability of the time

series, we define predictability level of a context attribute as the

percentage of samples for which the component returns true, in

other words, the percentage of samples for which the prediction

model is sufficiently accurate given a predefined acceptable error.

The algorithm used by the prediction component to calculate the

predictability of the time series is shown in Figure 2. In our

experiments, we consider the predictability of the time series

of the colocation between pair of hosts; every sample of the

time series is evaluated for the calculation of the predictability

level. If the predictability level is under a given threshold,

alternative protocols can be used, for example epidemics-inspired

approaches [3].

III. PERFORMANCE EVALUATION

A. Description of the Simulations

In this section, we present the performance evaluation of

CAR, discussing the choice of the parameters of the forwarding

algorithm by means of an extensive sensitivity analysis.

We abstract the mobile scenario at network level: in fact, the

aspects that are of our interest are the colocation and connectivity

of the hosts. We do not consider issues related to radio and

MAC layers such as interference or packet loss, since these are

secondary aspects to our problem. The fact of being in reach is the

primary element of our study. We assume that the transmission

of messages may happen and be completed when two hosts are

in radio range. We do not model retransmission of packets. We

implemented our simulation scenario using OMNet++ [22].

1) Simulation Scenarios Parameters: We considered three

simulation scenarios composed of 50 in 1 km × 1 km, 50 in

2 km × 2 km, 100 in 2 km × 2 km areas in order to study

the performance of the protocols with scenarios characterised by

different degrees of sparseness and number of hosts.

In order to test the proposed protocol, we needed a model

to represent human mobility. Indeed, the large majority of the

existing mobility models, such as the Random Waypoint mobility
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model [23], generate purely random movements that are very

different from the ones observed in the real world and produces

meaningless colocation patterns6.

For this reason, we have used a mobility model based on social

network theory, the Community based mobility model [11], [24].

This relies on the simple observation that mobile networks are

social networks after all, since mobile devices are carried by

individuals. The model is able to generate movements that are

based on the strength of the relationships between the people

carrying the devices.

The key problem is the generation of a synthetic social network

with realistic characteristics in terms of clustering and average

path lengths between the members of communities (i.e., clusters

of nodes present in the social network). Our approach is based

on the so-called Caveman model proposed by Watts in [25] to

generate a social network characterised by a realistic clustering

degree. The social network is built starting from a certain number

of fully connected graphs representing communities living in

isolation, like primitive men in caves. According to this model,

every edge of the initial network in input is re-wired to point

to a node of another cave with a certain probability p. The

re-wiring process is used to represent random interconnections

between the communities. A weight modelling the importance of

the relationship between two individuals is associated to each link

(i.e., edge of the graph) of the network; edges between individuals

of the same community are higher than the others.

The simulation area is divided into a grid formed by a certain

number of squares. Each group detected using the clustering

algorithm is then placed in one of these squares. Each host moves

following the Random Way Point model inside each square, until

it reaches its goal. The next goal is chosen inside the square

associated to the group of hosts that exerts the highest “social”

attraction towards it (including the current one). This group

attraction is calculated by summing the values that express the

intensity of the relationship between the hosts and the members

of the community (extracted from the matrix that describes the

social network).

The speed of the nodes was uniformly distributed in the

range [1 − 6] m/s. The size of the square sides was set to

200 m for both scenarios. The underlying social network was

generated using 5 and 10 communities for the 50 and 100 hosts

scenario respectively. The rewiring probability was set to 0.1.

The selection mechanism that we adopted was the probabilistic

one with a damping factor equal to 0.01 (i.e., the probability of

moving towards a square without hosts is very low). We also

ran simulations using the Random Waypoint model in the same

simulation scenarios, with host speeds in the range [1 − 6] m/s

and stop times equal to 0 seconds. We assume that the movement

of hosts is based on the Community based mobility model if

not otherwise stated (i.e., the expression n hosts scenario refers

to a scenario composed of n hosts moving according to our

Community based mobility model). With respect to the radio

technology, we assumed a free space propagation model with 200

m range and the use of omnidirectional antennas.

6However, CAR exploits not only colocation patterns but also the mobility
of the hosts. Therefore, it shows good performance also in presence of
random movements, since it is able to select the nodes characterised by high
mobility, i.e., the ones that have a higher probability of reaching new hosts,
increasing the likelihood of establishing communication with the recipient of
the message.

We evaluated the performance of each protocol by sending

1000 messages with a simulation time equal to 2400 seconds for

the 50 hosts scenario and 4400 for the 100 hosts scenario. The

messages sent have an expiration time of 2000 seconds for the

50 hosts scenario and 4000 seconds for the 100 hosts scenarios.

The message buffer size was set to 1000 slots (i.e., infinite),

except for the simulations related to the study of the impact of

the memory size. We assume that each host is able to store a

certain number of messages, one per slot. The messages were

sent after 300 seconds, in order to allow for the convergence

of the routing tables after the initial exchanges, the intervals

between each message were modelled as a Poisson process, with

an average interval between the generation of two subsequent

messages equal to 0.1 seconds. In other words, all the messages

are generated in the first 400 seconds.

The sender and receiver of each message were chosen ran-

domly. This choice is clearly unrealistic. However, this is a sort of

pessimistic case scenario, where communication happens between

any nodes in the network and not only between people with

strong social ties. In fact, if communication happens between

people that are members of the same community, the probability

of direct contact is higher and, in general, the number of potential

carriers moving between them is also higher in average. This

is a characteristic of real life settings that is reproduced by our

Community based mobility model.

The number of runs for each particular configuration was set to

25 for the Community based mobility model scenarios and 50 for

the Random Waypoint scenarios (that present an inherent higher

variance of the results). The diagrams in this section show error

bars corresponding to 5% confidence intervals.

2) Choice of Parameters of CAR: We implemented all the

features of CAR described in Section II in the simulation code.

We simulated CAR using a utility function based on the evaluation

of two attributes: (i) the change rate of connectivity and (ii) the

probability of being located in the same cloud as the destination.

We assumed that all the possible values in the range had the

same importance (i.e, arangei
= 1) and that the values of attributes

are always available during the simulation (i.e., aavailabilityi
=

1). The values of wcdch
and wcolh,i

for all the pairs of hosts

(h, i) are set to 0.25 and 0.75, respectively. These values ensure

the best performance in terms of delivery ratio in the scenario

based on the Community based mobility model, as we will show

in Section III-B.4.

Each message has a time to live field that is decreased each

time a message is transferred to another host (the initial value

being 10). Moreover, in this case, we also introduced a split

horizon mechanism to prevent messages from being retransmitted

unnecessarily. The buffer for each node was set to 100 messages,

unless otherwise specified.

The number of retransmissions for the 50 hosts scenario was

set to 10; instead, for the 100 hosts this was set to 20. The values

of the message retransmission and the routing table transmission

intervals were set to 30 s. The local utilities and the routing tables

are updated every 30 s. The routing table size was set to 20 and

40 hosts for the 50 and 100 hosts scenarios respectively (i.e., it

is equal to 40% of the number of the hosts and sufficient to store

information about all the hosts of two initial communities). This

limited size of the routing table is used to study the replacement

mechanisms in the buffer and to reproduce possible limitations in

terms of memory of small devices.



8

 0

 50

 100

 150

 200

 500  1000  1500  2000

N
u
m

b
e
r 

o
f 

m
e
s
s
a
g
e
s

Delay [s]

Delay distribution

CAR
random

epidemic
PRoPHET

Spray and Wait 5 copies
Spray and Wait 10 copies
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Fig. 4. Delivery delay distribution (scenario with 100 hosts, 2 km × 2 km

area and Community based mobility model).

We set the values of the variances of the White Noise Rt of

Yt and Qt of the White Noise of Xt to 0.1 and 0.01, respectively

(see [20]). This choice is motivated by the fact that the values of

the observations and the states of the model are in the range [0, 1].

The value of Rt corresponds to 10% of the range. There is no

univocal and standard way of setting and tuning the parameters

of the filter [26]. The values that we selected are appropriate and

general enough for the range of inputs (and its variations) that

we are considering.

3) Protocols Used for Performance Comparison: In order to

have benchmarks to evaluate the performance of CAR, we also

implemented the flooding routing protocol, an Epidemic one

(according to the Vahdat and Becker definition) [3] and a version

of CAR where the selection of the best carrier is not based on

the delivery probabilities but on a random choice. We will refer

to the latter as Random Choice protocol.

We now briefly describe the algorithms and the parameters used

in the simulations of these protocols.

a) Flooding: We elected to compare our approach with

flooding. Since communications patterns are random in the sim-

ulations, many messages will be passed between hosts that are

in connected portions of the network, even when assessing the

performance of the epidemic algorithm and the CAR algorithm.

In order to evaluate the difference in delivery rates that results

from the ability of the different algorithms to handle partial

connectivity, it is therefore essential to compare against flooding,
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with 50 hosts, 1 km × 1 km area and Community based mobility model).

the synchronous protocol with optimal delivery ratio in case of

infinite buffers.

b) Epidemic Routing: The implementation of the epidemic

protocol follows the description presented in [3]. The epidemic

approach represents an example of an asynchronous protocol and,

in particular, it provides the theoretical upper bound in terms of

delivery ratio with infinite buffer. In this case, given a probability

different from zero of having a contact between any pair of

hosts in a non infinite period of time T , the protocol is able to

reach 100% delivery. The retransmission interval of the epidemic

routing was set to 30 seconds (like in CAR).

c) Random Choice: We implemented the Random Choice

protocol to compare the performance of the prediction based

best carrier selection mechanism in CAR. This is a modified

implementation of CAR where the selection of the carriers is done

randomly instead of choosing the host with the highest delivery

probability in the connected portion of the network (i.e., it is

similar to a random walk). All the routing mechanisms of the

CAR protocol are implemented (routing table management and

updates, synchronous routing, etc.), except the selection of the

best carrier based on the utility functions.

d) PRoPHET: PRoPHET is a semi-epidemic approach

based on the calculation of the probability of replicating a copy

of a message based on the frequency of encounters between pairs

of hosts. Details of the protocols can be found in [7]. We used the

values of the parameters suggested by the authors in their paper.
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e) Spray and Wait: Spray and Wait [8] is based on the initial

replication of a certain number of copies of the message (5 and 10

in our experiments). Then, these copies are not replicated further

and are only forwarded to the recipient of the message. Each node

advertises its presence every 30 seconds using a beacon message.

B. Simulation Results

In this section, we present several simulations results that

describe the performance of the protocol in large-scale scenarios.

1) Evaluation Metrics: The metrics used in this evaluation are

defined as follows:

• Delivery delay The delay is calculated as the time between

the generation of the message and the delivery to the final

recipient of the message.

• Delivery ratio The delivery ratio is given by the ratio

between the number of messages received and the total

number of messages sent.

• Number of messages The number of messages indicated in

the simulation results include only data messages. The num-

ber of control messages is equal for all the protocols since

we use the same transmission interval for these messages.

• Predictability level Given a certain number of measure-

ments of the predictability of a time series, we define

predictability level of a context attribute as the percentage of

samples for which the prediction error is under a certain mar-

gin, i.e., the prediction component returns true. We consider
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a prediction error of 0.15 as the maximum acceptable error

in the current evaluation. This value was chosen considering

the fact that the value of the variance of the observation Y (t)

in the prediction model is 0.1.

2) Delay Distribution: The first interesting aspect that we

analyse is the distribution of the delivery delays, a characterising

aspect of a protocol for delay tolerant mobile networks. Figures 3

and 4 show the delay distribution measured in the 50 and 100

hosts scenarios respectively. In these simulations, we consider

an infinite buffer size. As expected, a percentage of messages

are delivered immediately, since the recipients are in the same

connected portion of the network of the hosts when the message

is sent (and the sender has a routing table entry related to the

recipient of the message for synchronous delivery), whereas the

majority of the messages are delivered with a variable, possibly

long, delay. The amount of messages delivered in the time interval

considered slowly decreases as time passes. We assume a delay

due to local processing (such as calculation of the next best hop)

equal to 0.001 seconds. The distribution delay of the flooding

protocol is not reported given the scale of the graph since it is

lower than 10 milliseconds.

We note that the number of messages delivered by the epidemic

protocol, PRoPHET and Spray and Wait in a synchronous way

is lower than CAR. In fact, the message is replicated to the

neighbouring nodes at each replication step that is equal to

the retransmission interval of CAR. The synchronous delivery
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mechanism in CAR allows for a more efficient routing in presence

of connectivity, since a message is delivered immediately to the

destination if a known connected route to it exists.

3) Influence of the Buffer Size: Another critical aspect we

investigated is the size of the buffers of the hosts. Figures 5 and 10

show the impact of the buffer size on the delivery ratio in rather

dense scenarios composed of 50 nodes in a 1000 m × 1000 m

and 100 nodes in a 2000 m × 2000 m area respectively. We also

report a more detailed curve for values of buffer size in the range

[0, 100] to show the impact on the performance with very small

buffers in Figure 6 and 11.

First of all, we note that the performance of the flooding

protocol is strictly correlated to the connectedness of the graph. In

particular, the value of its delivery ratio also gives an estimation

of the number of hosts in the same connected component of the

resulting instantaneous network graph. This value is around 40%

for the 50 scenarios and around 25% for the 100 scenarios. Given

the delays in the routing table updates and the routing table size

limitation, the fact that the sender and the receiver are in the same

connected component does not imply that CAR is able to support

communication between the two, since the former may not store

the entry related to that recipient.

As expected, the epidemic protocol is able to deliver all the

messages if the buffer size is large enough to avoid the deletion

of certain messages. The epidemic protocol reaches 100% with a

buffer size greater than 300 and 250 for the 50 and 100 scenarios
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respectively. This buffer size is sufficient to allow recipients to

receive a replica of the messages.

Let us consider the scenario composed of 50 hosts in Figure 5,

where CAR outperforms the Random Choice considerably. Quite

interestingly, CAR shows delivery ratio higher than the epidemic

protocol for buffer size equal or smaller than 70. In fact, with

small buffers, the epidemic protocol shows its evident limitations

due to the replication mechanism. CAR also outperforms Spray

and Wait with buffer size lower than 20. This is due to the fact

that the latter is a multiple copy routing scheme. At the same

time, the overhead of Spray and Wait is almost double in terms

of messages sent.

In fact, another key aspect is the overhead in terms of number

of messages. The results for the 50 hosts scenario and 100 hosts

scenario are shown in Figures 7 and 12 respectively. CAR shows

the best performance with respect to the other protocols. The

number of forwarded messages by CAR is lower since it is a

single-copy routing protocol. For this reason, the comparison with

the Random Choice is the most significant one.

PRoPHET also suffers by the limitations of buffer size. We

also note that the performance of PRoPHET are worse than

epidemic; this is probably due to the fact that, since the message

is not always retransmitted to the neighbours like in the epidemic

protocol, the probability of infection is not sufficient to guarantee

the spreading of the copies of the messages to the recipients.
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We also note an asymptotic behaviour of the curves related

to CAR and Random Choice for buffer size greater than 70 and

35, respectively. The fact that CAR does not reach 100% is due

to the number of contacts opportunities in the given amount of

time, to the limited number of retransmissions and also to the

limitations of the prediction model. In fact, the predictability

level of the colocation time series for this scenario is about 85%.

Moreover, as far as the CAR protocol is concerned, by analysing

Figure 6, we also deduce that some hosts will carry up to 70

messages. These hosts are the ones characterised by high mobility

between different communities. From the point of view of the

social network in input, these hosts are characterised by strong

links with multiple communities.

Let us now observe the results related to the 100 hosts scenario

reported in Figure 10. Also in this case, the performance of the

CAR protocol shows the effectiveness of the prediction based

forwarding mechanism. The gap between the curves describing

the performance of CAR and the Random Choice model is larger

than in the previous scenario. This is due to the fact that in a more

dense scenario, like the one composed of 50 hosts, the probability

of getting in reach of the recipient by chance is higher. With

respect to the performance of PRoPHET and Spray and Wait,

we observe a similar trend, with CAR outperforming these two

protocols in case of small buffers. The predictability level of this

scenario is about 82%, a value close to the one measured for the

50 hosts scenario. In Figure 11 we can observe an asymptotic
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behaviour for values of the buffer size higher than 70 and 30 for

CAR and the Random Choice protocol respectively.

Figures 8 and 9 show the performance in terms of delivery ratio

and overhead of the protocols taken into consideration in a more

sparse scenario composed of 50 nodes in 2000 m × 2000 m with

the same underlying social network structure. In this scenario,

CAR outperforms Spray and Wait since in the latter the carriers

are able to deliver their messages only directly and not by means

of a sequence of message forwarding as in CAR. In other words,

Spray and Wait has very poor performance in very disconnected

areas where the carrier of a message could never meet the final

recipient of the message. These results are also confirmed in the

scenario based on the Dartmouth traces discussed in Section III-

B.8.

We also ran simulations with infinite routing table size (i.e.,

equal to 50 and 100 entries): CAR is able to reach a delivery

ratio closed to 80% and 75% (an improvement of about 4 %). In

other words, it seems that removing routing table limitations does

not have a strong impact on the performance of the protocols in

the scenarios that we considered. This is explained by the fact that

the nodes are moving between a limited number of communities.

We observe again that in the case of the scenario composed of

50 hosts, a buffer size of 20 hosts allows for storing information

about all the hosts of two initial communities of 10 nodes. Instead,

with half size routing tables (i.e., 10 and 20 entries) we observe

a 18% and 24% reduction of the delivery ratio (with a standard

deviation of 1%). The reduction is more evident for the 100 hosts

scenario, where the network topology is more sparse.

In Figure 13 we show the performance of CAR, Random

Choice, Epidemic protocol, Spray and Wait and PRoPHET using

the Random Waypoint model in the 100 hosts scenario. Quite

interestingly, the routing mechanisms at the basis of CAR are

still useful also in presence of this mobility patterns. We observe,

in general, that the connectivity of the two resulting graphs is

higher due to the distribution of the hosts in the simulation

space (instead of the clustered one resulting from the Community

based mobility model). More specifically, the good performance

is mainly related to the fact that CAR is able to select the

hosts with the highest mobility (i.e., highest change degree of

connectivity); in the composition of the utility function, the part

related to the colocation attribute is very similar for all the hosts

and can be modelled as a sort of random noise. Instead, the utility
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function associated to the change degree of connectivity is clearly

higher for highly mobile hosts and, therefore, these are selected

as carriers. As expected, the best combination of the weights for

this scenario is wcdch
= 1.0 and wcolh,i

= 0.0, since the latter

nullifies the inaccurate contribution related to the host colocation.

We also observe that the performance of Spray and Wait improve

considerably in this scenario since the probability of reaching any

host is higher and uniform compared with the Community based

mobility model.

To summarise, these experiments show that CAR is able to

guarantee good performance also in presence of small buffers

with a limited overhead in terms of number of messages sent, in

comparison to the other protocols taken into consideration, thanks

to the effectiveness of the utility based prediction algorithm.

4) Influence of the Choice of the Values of the Weights of the

Utility Function: We now analyse the influence of the choice

of the values of weights of the utility function. We report the

results for the 100 hosts scenario in Figure 14. We obtained

similar results for the 50 hosts scenario. The best combination

of the weights is wcdch
= 0.25 and wcolh,i

= 0.75. From these

diagrams, we can deduce that the prediction of future colocation

is fundamental for the performance of CAR. At the same time,

we also note that both attributes are important and need to be

considered in the calculation of the utility function. The best

performance is not obtained when we consider the colocation

utility exclusively, but when both are evaluated. Moreover, the

worst performance is obtained when the colocation is not used.

5) Influence of the Speed of the Hosts and Routing Table

Transmission Interval: In Figures 16 the influence of the speed

of the hosts on the delivery ratio for the 50 and 100 scenarios

is shown considering increasing retransmission intervals. In these

experiments all the nodes have the same speed and we assume

infinite buffer size. In these experiments, the update interval of

the prediction model is equal to the routing table retransmission

interval. Let us consider the interval equal to 30 seconds. We

observe that the delivery ratio decreases as the speed increases.

This is due to the fact that some routes become stale7, but also

because the quality of the prediction deteriorates as the mobility

of the nodes increases. If the calculation of the delivery is wrong,

in scenarios composed of isolated clusters the probability that the

messages are copied to the carriers that are moving between the

communities is lower. As the routing table transmission increases,

the delivery ratio increases as expected, since the updates of the

routes increases and the inputs of the filter are more frequent

(and, therefore, the prediction is more accurate).

We also observe that the Random Choice protocol performs

better as the speed of the nodes increases. In fact, as the speed

increases, the probability of being in reach of the final recipient

of the message is also higher. We also note a small decrement

of the performance of the Random Choice protocol for values in

the range [1 − 5] m/s for the 50 hosts scenario and in the range

[1−3] m/s for the 100 hosts scenario. In this case two concurrent

phenomena are present: as the speed increases, the percentage of

the contents of routing tables that become stale increases8 and,

at the same time, the probability of meeting the recipients also

increases. However, with low speed the effect of the latter is

7This is a well know problem of distance vector protocols for mobile ad
hoc networks [12].

8We underline again the fact that the freshness of routing information needs
to be considered also for the synchronous delivery of the messages.
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nullified by the effect of increasingly stale routing information.

The curve for the Random Choice protocol is generated using

a transmission interval equal to 30 seconds. As expected the

performances of PRoPHET and Spray and Wait improve as the

speed increases, since the probability of getting in reach with all

the hosts increases. The retransmission interval used for these two

protocols is 30 seconds.

6) Influence of the Maximum Number of Hops: The influence

of the maximum number of hops (i.e., the Time-To-Live in terms

of number of hops) on the delivery ratio for the 100 hosts scenario

is shown in Figure 17. A small maximum number of hops impacts

on the possibility of transferring messages from a carrier to

another one with a higher delivery probability. This saturation

of the performance is more visible for the 50 hosts scenario,

where the impact of imposing a limited number of hops is less

evident. Clearly, the impact of a limited maximum number of

hops is more evident for the Random Choice protocol, since it

increases the chances of selecting a host that is moving between

the communities (i.e., it increases the probability of being in reach

of the final recipient of the message).

7) Predictability Level and Protocol Performance: An analysis

of the prediction level for both scenarios with different routing

table transmission intervals is reported in Figure 18. In general,

we expect that the prediction level decreases as the retransmission

level decreases. We observe that for transmission intervals equal

to 10 and 20 seconds a reduction is visible for values in the range

[0, 9] for the 100 hosts scenarios. Then, we note an increment

of the prediction level. This is due to the fact that with high

speeds the node goes undetected, since the routing tables are

also used to detect the presence of the neighbours. An undetected

node is considered always not colocated, and, consequently the

colocation prediction error is very low. As speed increases, the

number of undetected nodes increases and, therefore, the overall

predictability level increases. This is a limitation of the proposed

protocol in case of very dynamic environments, since it needs

frequent updates of colocation attributes to be able to detect

correctly all the changes in terms of connectivity.

We also tested the predictability level of the colocation attribute

of a real set of traces, the ones from the Haggle Project (more

specifically, the Intel dataset [27]) applying the same prediction

framework that we used for the simulations. Within a 10% error

margin, the predictability level is 97%.
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Delivery ratio Number of Messages

Flooding 9.6% 39890
Epidemic 62.7% 262456

CAR 49.9% 15189
Random 28.5% 23961

Spray and Wait 5 copies 5.7% 2735
Spray and Wait 10 copies 6.5% 3180

TABLE I

PERFORMANCE EVALUATION USING DARTMOUTH COLLEGE TRACES.

8) Evaluation using Dartmouth traces: Finally, we ran our

simulation code using real connectivity traces from Dartmouth

College. We used a selection of traces from [28], considering

the period from 01/04/2001 to 30/06/2004. These traces record

connections and disconnections of users at a number of access

points in the Dartmouth campus; in particular, the data available

include MAC addresses, locations of access, and timestamps. Two

hosts are considered colocated if they are registered to the same

access point. We generate traces for 8 hours considering 200

hosts mirroring the behaviour of Dartmouth traces in terms of

connectivity patterns in the period 19 April to 19 May 2004, a

period without holidays, considering the time interval from 9am

to 5pm. During the simulation we send 1000 messages in these

8 simulated hours. The messages are sent from randomly chosen

senders to randomly selected recipients at the beginning of the

simulation. We use a buffer size equal to 1000 (i.e., infinite) for

the store-and-forward protocols.

The results of this evaluation, in particular the delivery ratio

obtained using flooding, show that the topology is rather sparse

in this scenario. As it can be observed in Table I, the maximum

achievable delivery ratio is 62.7% (i.e., the upper bound provided

by the epidemic protocol). CAR is able to show better perfor-

mance than other multi-copy approaches considering the trade-off

between delivery ratio and number of messages sent. In fact, it

outperforms Spray and Wait in terms of delivery ratio even if the

overhead is larger due to the number of retransmissions of the

messages and the higher number of messages actually delivered

to the recipients. Instead, in the case of Spray and Wait, the

overhead is in large part only associated to the initial creation

and forwarding of the copies that are never delivered to the final

destination. It is interesting to note that the hosts are not able to

create all the copies (5 and 10 respectively); moreover, we did not

observe any improvement with a number of copies higher than

10. This means that each carrier is not able to encounter more

than 10 different nodes (i.e., it is not able to create more than 10

copies) in this setting.

IV. RELATED WORK

A number of approaches have been proposed to enable asyn-

chronous communication in intermittently connected mobile ad

hoc networks. The seminal paper analysing the problem and

containing a first solution to it is [29]. The authors propose an

approach that guarantees message transmission in minimal time.

However, the proposed algorithm relies on the fact that mobile

hosts actively modify their trajectories to transmit messages.

We give now an overview of the most interesting algorithm

for routing in delay tolerant networks [30]. We have extensively

described the epidemic routing in Section III: this is the sim-

plest way of enabling communication in intermittently connected

networks by means of replicating messages on all the hosts

(epidemic algorithms) or in a certain number of them (semi-

epidemic algorithms). Examples of semi-epidemic approaches are

Spray&Wait [8] based on the generation of a given number of

copies sent to a random set of neighbours and PRoPHET [7]

where the probability of replication is a function of the period

of colocation of the host with the message recipient in the past.

With respect to these approaches, CAR relies on a single copy

of the message in the network, optimising memory space and

transmission overhead. For this reason, CAR is also suitable

for scenarios composed of resource-constrained devices, whereas

epidemic and semi-epidemic solutions are too expensive in terms

of overhead.

Many more refined approaches have been proposed in the

recent years [30]. For example, in [4] the authors present a set

of protocols for routing in ad hoc networks based on a partial

or complete knowledge of the structure of the network using a

time-varying network graph representation. The design of this

protocol is based on a modified version of Djikstra’s algorithm,

minimising the delivery delays and queuing times. In [31] the

authors study the DTN routing problem from a resource allocation

problem perspective. Zhao et alii in [5] discuss the so-called

Message Ferrying approach for message delivery in mobile ad

hoc networks. The authors propose a proactive solution based

on the exploitation of highly mobile nodes called ferries. With

respect to the existing protocols, we have introduced a general

framework for the prediction of the evolution of the delay tolerant

network scenarios which does not rely on knowledge of the routes

of the mobile nodes, but is able to infer them from connectivity

patterns. At the same time, we use lightweight mechanisms able to

be implemented on potentially small devices such as sensors [15].

Our techniques could be integrated with these approaches, since

they address orthogonal aspects of the problem.

CAR has inspired the design of other protocols based on the

study of mobility patterns such as [32], where different metrics for

the evaluation of host colocation are taken into the consideration

for the selection of the best carriers, and [33] where machine

learning techniques are applied to extract social patterns among

the individuals carrying the devices.

V. CONCLUSIONS

We have presented the design, the evaluation and the im-

plementation of the Context-aware Adaptive Routing protocol

which supports communication in delay tolerant mobile ad hoc

networks. We have shown that prediction techniques can be

used to design store-and-forward mechanisms to deliver messages

in intermittently connected mobile ad hoc networks, where a

connected path between the sender and receiver may not exist.

We have designed a generic framework for the evaluation of

multiple dimensions of the mobile context in order to select the

best message carrier. We have demonstrated that Kalman filter

based forecasting techniques can be applied effectively to support

intelligent message forwarding.

The simulation experiments have shown that CAR is able to

guarantee good performance with a limited overhead in terms

of number of messages sent, in comparison to the other single-

copy and multiple-copy protocols taken into consideration. More

specifically, CAR is able to outperform other multi-copy protocols

such as Spray and Wait in scenarios characterised by sparse

connectivity and very small buffers.
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