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Abstract. The accurate measurement of 3D cardiac function is an im-
portant task in the analysis of cardiac magnetic resonance (MR) images.
However, short-axis image acquisitions with thick slices are commonly
used in clinical practice due to constraints of acquisition time, signal-to-
noise ratio and patient compliance. In this situation, the estimation of a
high-resolution image can provide an approximation of the underlaying
3D measurements. In this paper, we develop a novel algorithm for the
estimation of high-resolution cardiac MR images from single short-axis
cardiac MR image stacks. First, we propose to use a novel approximate
global search approach to find patch correspondence between the short-
axis MR image and a set of atlases. Then, we propose an innovative
super-resolution model which does not require explicit motion estima-
tion. Finally, we build an expectation-maximization framework to opti-
mize the model. We validate the proposed approach using images from
19 subjects with 200 atlases and show that the proposed algorithm signif-
icantly outperforms conventional interpolation such as linear or B-spline
interpolation. In addition, we show that the super-resolved images can
be used for the reproducible estimation of 3D cardiac functional indices.

1 Introduction

3D cardiac jmagnetic resonance (MR)|imaging has developed rapidly during the
past few years, particularly in the acquisition of 3D cine [MR] images [1I2]. Near
isotropic 3D cardiac [MR] images allow reliable assessment of complex cardiac
morphology. Using 3D images also allows for a more accurate and reproducible
estimation of cardiac functional indices [3]. However, 3D cardiac imaging is
not always available due to several limitations: First, 3D cardiac imaging
often involves breath-holding for periods that are too long for many patients.
In addition, it often has a low |signal-to-noise ratio (SNR)| Finally, advanced
3D cardiac [MR] imaging is not yet widely available in clinical practice and still
requires substantial specialist expertise.

Image super-resolution is an active field of research in computer vision. Most
super-resolution algorithms use an observation model which establishes a rela-
tionship between the high-resolution image and the observed low-resolution im-
ages. The observed low-resolution images are considered to be warped, blurred,
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down-sampled and noisy versions of the original high-resolution image. One of
the most common approaches to the super-resolution problem is to use the
[maximum likelihood (ML)| or [maximum a posteriori (MAP)| estimation [4]. In
these approaches, a distance measure between the reconstructed image and the
observed images is iteratively reduced. Example-based image super-resolution
[5] is another popular approach where correspondences between low- and high-
resolution image patches are learned from a database and then applied to a new
low-resolution image to recover its most likely high-resolution version. In both
approaches, a distance measure between the current estimation and the low-
resolution images must be computed. Takeda [6] proposed a distance estimation
approach which requires no explicit motion estimation by inverting the position
of the patch selection operator and the resampling operator.

Fig. 1. Variability of heart orientation, position and shape across subjects

The idea of super-resolution has been applied in medical imaging too: Gholipo
[7] reconstructed a high-resolution volume from multiple low resolution (LR) im-
ages using image priors based on total variation constraint with [MAP]estimation.
However, this method cannot be directly applied to our problem because it re-
quires multiple instances of [low resolution (LR)|images from different views. To
take advantage of the information redundancy in similar patches across differ-
ent subjects, patch-based methods have been shown to be highly efficient in
applications such as segmentation [8f9]. Rousseau [I0/I1] proposed to combine
registration with a patch-based approach to create super-resolution brain
images from atlases of multiple [[Rlimages of different subjects. In this approach
the high-resolution image is constructed via non-local fusion of those patches.
However, the method requires rough correspondence between images either via
explicit motion estimation or other means. This is difficult to guarantee in car-
diac[MR]images due to the large variation in the orientation, position and shape
of the heart across subjects (see Fig[ll). Moreover, the complexity of these non-
local patch-based methods increases with the number of atlases.

In this paper we aim to reconstruct afsuper-resolution (SR)|cardiac[MRlimage
from a single[short axis (SA)|cardiac[MRlimage with a set of 3D atlases available
as the training database. Three different aspects are challenging: First, the slice
thickness of the image is much larger than the slice thickness of the 3D image
(approximately 5 times, e.g. 2mm vs. 10mm) while the up-sampling factor of
classic super-resolution algorithms is usually around two [12]. Second, the search
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for the best match of patches in 3D with multiple atlases using conventional
approaches is very expensive. Finally, cardiac images exhibit significantly more
variability in terms of orientation and anatomy compared to brain images. Local
search methods used in brain imaging [I0] are thus not suitable. In addition an
exhaustive global search for patches is impossible given the computational cost.

To solve this problem, we propose a framework to combine classic and
example-based super-resolution approaches using an approximation graph based
search based on the recently proposed PatchMatch algorithm [I3]. Inspired by
[10], we assume that information redundancy in similar patches across different
subjects can be exploited. Thus, we reformulate the PatchMatch approach to
find patch correspondence between a single image and an atlas database. We
then use the principles in [6)7] to estimate the super-resolved image using the
fexpectation-maximization (EM)| framework.

The novelty and contributions of this paper are the introduction of a global
search strategy as well as an observation model with non-explicit motion estima-
tion that avoids any spatial alignment or registration of the images. Furthermore,
the computational cost is kept low by using PatchMatch and a closed-form solu-
tion in the observation model [69]. The number of atlases does not influence the
computational cost and thus allows full exploitation of a large atlas database.
Our results demonstrate that the algorithm can robustly estimate a [SR] image
in the presence of thick slice data and performs both extrapolation and interpo-
lation by recovering missing apical and basal slices.

2 Methods

2.1 Multi-Atlas PatchMatch

The PatchMatch algorithm proposed by Barnes [13] finds corresponding patches
across two images or regions. In contrast with the original PatchMatch algorithm,
our [multi-atlas PatchMatch (MAPM)| finds patch correspondences N between
an image and a database of atlases. Given an image I and an atlas database
A (individual atlases are denoted as A;), we would like to find for each point
x = (z,y, z) in image I a match in the atlas database A, N(x) = (p, i) where p =
(2,9, 2’) is the closest match in atlas A; for a given distance function D between
patches. The distance function to be used during the search is independent from
[MAPM] and can be customized to different applications.

The [MAPM] algorithm consists of four different steps which will be described
in the following. The reader can find additional figures showing a graphical illus-
tration of the four different steps in the supplementary materiald. The mapping
N can be initialized either by random assignment or by using prior informa-
tion (Fig.1 in supplementary material). In our case, we assign N(x) = (x, R(n))
where R(n) generates a random selection uniformly between A; and A,,. After
initialization, we perform an iterative process of improving the mapping IN us-
ing propagation and random search. During the propagation of N, from point

! https://www.dropbox.com/s/eoeqbviqbkqcdix/MAPdiagram. pdf
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p neighbouring to point x (Fig.2 in supplementary material), we attempt to
improve N(x) using the known mapping of N(p) as in [I3]. During the random
search step, we attempt to improve N(x) by testing a sequence of candidate
points at an exponentially decreasing distance from N(x). Different from [I3],
in our case, the atlas index ¢ can be fixed (Fig.3 in supplementary material)
or relaxed (Fig.4 in supplementary material). Each iteration of the algorithm
proceeds as follows:

— for each x propagation from (z — 1,y,2), (z,y — 1,2) and (z,y,z — 1);
— for each x random search with A; fixed then relaxed
— for each x propagation from (z + 1,vy,2), (z,y + 1,2) and (z,y,z + 1);
— for each x random search with A; fixed then relaxed

This process is performed until the sum of all distances in image I converges.

2.2 Super-Resolution Model with No Explicit Motion Estimation

In the classical observation model, the [SR] image is reconstructed from a [LR]
training database. The [LR]limages are considered to be degraded versions of the
[SRl image undergoing blurring, downsampling and the addition of noise [6/714].
In our case, we aim to reconstruct the [SR] image from a [SRI atlas database
constrained by a single [LR] image.

Takeda [6] suggested that the patch selection should be applied before rather
than after the downsampling in order to avoid an explicit motion estimation.
Gholipour [7] proposed the following formulation designed for [MR] images:

I = RB,S, M, 17, (1)

Here k denotes a slice, M denotes motion operator which is no longer needed
in our case, S denotes the slice selection operator which can be replaced by
patch selection operator P, By, is a blurring kernel representing the point spread
function (PSF) of the [MRlimaging signal acquisition process and R is the down-
sampling operator.

By combining patch redundancy [I0] and the formulation proposed in [7], we
propose a novel model with two terms ®gp = @};R + @%R to reconstruct the
image I where € is the image domain. In this model, the first term constrains
N using the observed [LRlimage so that the selected patches after downsampling
operations should be as similar as possible to the [LRl image:

Ohp = wx,N(x)][PxI* - RPyBA|.. (2)
xEN

The second term constrains I using N and A based on the fact that the
reconstructed images should be as similar as possible to the selected patches:

%p = Y wix, NX)]|[PxI - Pnpo Al (3)
xe
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Here Py selects a patch from an image with radius in mm around x and
Pn(x) with N(x) = (p,i) selects a patch from A; with radius in mm around

p. w[x,N(x)] is chosen as exp {—D(%(;‘))z

} according to [6] and controls the
contribution of the selected patch to the final reconstruction. Finally, we define
D(N(x)) = |[PxI" — RPN BA|2+||PxI — Pnx)All2. We blur the atlases

before patch selection to save computation time.

2.3 Expectation Maximization Framework

In this subsection, we construct the whole super-resolution approach within an
framework: In this context the atlases A and the [LR]image I” correspond
to the observed data, I is the unobserved data and N are the parameters. The
algorithm is initialized by assuming I to be empty and N(x) = (x, R(n)).
The distance between an empty patch and any patch is defined as 4oc0.

In the M-step we optimize N using the described in Sec. 211 Then,
the weighting matrix W is updated according to the distance computed. In the
E-step we estimate the [SR] image I by optimizing the observation model ®gg.
We can calculate the penalty at each patch PxI independently if N is fixed
similar to the multi-point estimation in [9]:

argmin - Bsp(Pxl) == > wix, N(p)]||PxI — Prp)All2, (4)

peQr

Here QF is a neighborhood with all patches which contain point x and centered
at point p and the distance is calculated on overlapping areas as in [9]. This leads
to a closed-form solution:

ZpeQP ’lU[X, N(p)] PN(p)A

Bl = N

()

3 Application to Cardiac MR Images

The proposed framework was applied to cardiac [MR] images and evaluated its
performance in two scenarios using both simulated and real cardiac [MRlimages.
Two hundred healthy volunteers were scanned using a 1.5T Philips Achieva
system with a 32-channel cardiac coil. A single breath-hold 3D balanced steady-
state free precession (b-SSFP) sequence is acquired. The final voxel size is
1.25 x 1.25 x 2 mm. The typical breath-hold time is 20 seconds. 11 good quality
images were selected and used to build a synthetic data set and the remaining
189 images were used as the atlases. The [LRlimages (1.25 x 1.25 x 10 mm) were
generated from the 3D images using the operator defined by Eq[Il In addition,
19 normal volunteers were scanned twice on the same day. A standard acquisi-
tion was performed including an axial stack of cine b-SSFP images in the
left ventricular short axis plane. The voxel sizes for these image is 1.25 x 1.25 x
10 mm. The images were then super-resolved using the previous 200 3D images.
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Table 1. The median and interquartile range of PSNR for different methods from
11 synthetic cases. There is significant difference between the [PSNRS of interpolation
methods and the proposed method (p-value < 0.05 indicated by *).

linear B-spline cubic B-spline MAPM
PSNR (dB) |19.05 (1.17)*| 19.62 (1.28)* | 19.9 (1.22)" 20.96 (1.1)

There are three pre-processing steps which occur before applying the [EM]
algorithm. First, the SA slices are spatially aligned to remove the inter-slice
shifting caused by respiratory motion. The inter-slice shifts between slices
are corrected by registering [SA] slices to slices [I4]. Second, a
[region of interest (ROI)|is detected using a Haar feature classifier [15]. Finally,
all atlases are intensity normalized [I6] to the spatially corrected image. During
the experiments we have set our patch size to 14 x 14 x 14 mm.

3.1 Quantitative Evaluation

In this evaluation, we compare the [PSNRI between the image reconstructed from
the synthetic [LR] image and the original image. We reconstruct the image
using linear interpolation, spline interpolation [I7] and the proposed approach.
The result is shown in Tab. [[l During the down-sampling process, part of the
apex and base might be missing due to the reduced field of view. This is also
a common problem in [SA]l images. It can be seen from Fig[2 that the missing
parts of the apical and basal slices can be recovered. This is due to the fact that
a patch is copied from the atlases instead of a single voxel. Thus, during the
iterative process, the missing topology can be gradually repaired.

" "y :
| ol
] L
(b) (d)

(c) (e)

Fig. 2. This figure shows the results of the synthetic evaluation from long-axis view.
(a) shows the down-sampled images; (b) shows the linear interpolation; (c) shows the
cubic B-spline interpolation; (d) shows the proposed method and (e) shows the original
3D image.

3.2 Reproducibility Analysis

In the second experiment, we attempt to super-resolve the cardiac im-
ages using the proposed algorithm (Fig[B]). The super-resolved image has better
contrast and less noise compared to 3D image of the same subject. In addition,
we segment both the[SAlimages and super resolved images using the patch-based
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(a) (b)

Fig. 3. This figure shows the results from the super-resolution of the SA MR images.
(a) original SA image; (b) linear interpolation; (c) cubic B-spline interpolation; (d)
proposed and (e) corresponding 3D image of the same subject rigidly align to the SA
MR image.

segmentation [8]. We calculate the mean and the standard deviation of absolute
differences d between the [left ventricle (LV )| volume obtained from two scans of
the 19 subjects. The results from images (dgg : 4.94 + 4.36 ml) are more
reproducible compare to results from images (dga : 6.58 £ 6.76 ml).

4 Conclusion

In this paper, we developed a based framework for medical images. We
have shown that our framework works well in cases where hundreds of atlases
are used as the training database to super-resolve one [LR] image. In addition,
there is no need for any spatial alignment with atlases. The computational time
is 2 hours on average per case and does not change with an increasing number
of atlases. Finally, the algorithm performs extrapolation as well as interpolation
of the images. This is desirable in cardiac images where apical and basal slices
may be missing due to limited field of view and thick slices. In the [SR] image,
the original [SA] slice is a little blurred due to the fusion of multiple patches
[6]. This is a trade-off for improved through-plane resolution. Future work will
include exploring the possibility to extend [MAPM] to patch-based segmentation
and to exploit neighboring correspondence [I8] to preserve the original [SAl slice
and image self similarity [19] to increase the robustness.
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