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The current research examines individual differences in flexible emotional attention. In two experiments,
we investigated the relationship between individual differences in cardiac vagal tone and top-down and
bottom-up processes associated with emotional attention. To help determine the role of cortical and
subcortical mechanisms underlying top-down and bottom-up emotional attention, fearful faces at broad,
high, and low spatial frequency were presented as cues that triggered either exogenous or endogenous
orienting. Participants with lower heart rate variability (HRV) exhibited faster attentional engagement to
low-spatial-frequency fearful faces at short stimulus-onset asynchronies, but showed delayed attentional
disengagement from high-spatial-frequency fearful faces at long stimulus-onset asynchronies in contrast
to participants with higher HRV. This research suggests that cardiac vagal tone is associated with more
adaptive top-down and bottom-up modulation of emotional attention. Implications for various affective
disorders, including depression, anxiety disorders, and posttraumatic stress disorder, are discussed.
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A growing body of research suggests that both bottom-up and
top-down processes play an important role in processing affec-
tively significant stimuli and generating emotional experiences
(Cunningham, Zelazo, Packer, & Van Bavel, 2007; Hsu & Pessoa,
2007; Ochsner et al., 2009; Pessoa, Kastner, & Ungerleider, 2002;
Van Bavel, Xiao, & Cunningham, 2012; Vuilleumier & Huang,
2009). As such, successful self-regulation depends on the ability to
achieve an optimal balance between top-down and bottom-up
influences in a given situation (Johnstone, van Reekum, Urry,
Kalin, & Davidson, 2007; Ochsner et al., 2009). Indeed, there is
extensive evidence suggesting that the failure of emotional self-
regulation is an important characteristic of many forms of psycho-
pathology. For example, anxiety and depression are characterized
by the dysfunctional processing of affective stimuli (American
Psychiatric Association, 1994; Cisler & Koster, 2010; Mathews,
Mackintosh, & Fulcher, 1997). However, relatively little is known
about the relationship between self-regulation and the integration
of top-down and bottom-up processing associated with emotional
attention (Ochsner & Gross, 2005). The current research examined
individual differences in cardiac vagal tone and the top-down and
bottom-up processes that underlie flexible emotional attention.

The Neurovisceral Integration Model and Heart Rate
Variability

According to the neurovisceral integration model (Thayer &
Lane, 2000; Thayer, Hansen, Saus-Rose, & Johnsen, 2009), pre-
frontal cortical structures, including orbitofrontal cortex (OFC)
and medial prefrontal cortex (mPFC), exert a tonic inhibitory
control on subcortical structures including the central nucleus of
the amygdala (CeA), which plays an important role in modulating
cardiovascular, autonomic, and endocrine responses (Thayer &
Lane, 2000; Thayer et al., 2009). Under normal circumstances,
sympathoexcitatory subcortical circuits are under tonic control of
prefrontal inhibitory activity (Thayer et al., 2009). Under threat-
ening and uncertain situations, the prefrontal cortex unleashes its
control and lets sympathoexcitatory subcortical circuits make au-
tonomic and prepotent responses. However, the malfunctioning of
prefrontal inhibitory control under normal circumstances can lead
to hyperactive subcortical activity, which results in prolonged
activation of defensive behavior mechanisms, such as hypervigi-
lance and perseverative cognition (Thayer & Lane, 2000; Thayer et
al., 2009). Therefore, the prefrontal inhibitory control is vital for
an organism to make flexible, adaptive responses to meet various
situational demands (Thayer et al., 2009; Thayer & Ruiz-Padial,
2006). Research has shown that neutral circuits bidirectly connect-
ing the prefrontal cortex with subcortical structures are linked with
the heart via the vagus nerve (for reviews, see Benarroch, 1993;
Berntson et al., 1997; Ellis & Thayer, 2010; Thayer et al., 2009).
Evidence has shown that the functioning of inhibitory prefrontal
control is associated with the vagal nerve that provides inhibitory
inputs to the heart and regulates metabolic responses to the envi-
ronment (Thayer & Lane, 2000; Thayer et al., 2009; see also

Gewnhi Park, Department of Psychology, Azusa Pacific University; Jay
J. Van Bavel, Department of Psychology, New York University; Michael
W. Vasey and Julian F. Thayer, Department of Psychology, The Ohio State
University.

Correspondence concerning this article should be addressed to Gewnhi
Park, Department of Psychology, Azusa Pacific University, 901 E. Alosta
Avenue, Azusa, CA 91702. E-mail: flyingbluesky.park@gmail.com

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

Emotion © 2013 American Psychological Association
2013, Vol. 13, No. 4, 645–656 1528-3542/13/$12.00 DOI: 10.1037/a0032971

645

mailto:flyingbluesky.park@gmail.com
http://dx.doi.org/10.1037/a0032971


Porges, 2003). Robust vagal regulation on the heart indicates
highly functional prefrontal inhibition on subcortical structures,
which allows for effective cognitive, emotional, and autonomic
self-regulation (see Friedman, 2007; Porges, 1991; Thayer &
Friedman, 2004; Thayer et al., 2009).

Heart rate variability (HRV) refers to the differences in beat-to-
beat alterations in heart rate and can separate the relative contri-
bution of sympathetic and vagal system on the heart (Berntson et
al., 1997; Task Force of the European Society of Cardiology and
the North American Society of Pacing and Electrophysiology,
1996, hereafter, “Task Force”; Thayer & Lane, 2000). Over the
past few years, several neuroimaging and pharmacological studies
have provided evidence that vagally mediated HRV is related to
the inhibitory neural circuits that play an important role in self-
regulation (Ahern et al., 2001; Lane et al., 2009). High vagally
mediated resting HRV (henceforth referred to as high HRV) is
associated with highly functional prefrontal inhibitory control over
subcortical structures, which allows organisms to make situation-
ally adaptive responses, such as distinguishing between safety and
threat (Thayer & Lane, 2000; Thayer et al., 2009). In contrast, low
vagally mediated resting HRV (henceforth referred to as low
HRV) is associated with reduced prefrontal control over subcorti-
cal structures such as the amygdala (Thayer & Lane, 2000; Thayer
et al., 2009). As a result, low HRV is associated with hyperactive
subcortical activity, which results in poor self-regulatory func-
tions, such as making hypervigilant responses (Thayer & Lane,
2000; Thayer et al., 2009). A number of studies have linked low
HRV with a higher incidence of psychiatric disorders (e.g., panic
disorder and generalized anxiety disorders; Friedman, 2007; Fried-
man & Thayer, 1998; Thayer & Lane, 2000). In the current
research, we examine the relation between HRV and top-down and
bottom-up attention mechanisms to fearful faces at different spatial
frequencies.

Attentional Orienting

Posner’s spatial cuing paradigm (Posner & Petersen, 1990;
Posner & Rothbart, 2007) has been used to investigate how dif-
ferent attentional components respond to affectively significant
stimuli (Pourtois & Vuilleumier, 2006; Vuilleumier, 2005). In the
spatial cueing task (Bartolomeo, Sieroff, Decaix, & Chokron,
2001; Posner & Petersen, 1990; Posner & Rothbart, 2007), a target
is preceded by a cue that either correctly predicts the location in
which a subsequent target will appear (valid) or not (invalid;
Posner & Petersen, 1990; Posner & Rothbart, 2007). Based on
extensive studies of the spatial cueing task, Posner and others
(Bartolomeo et al., 2001; Posner & Petersen, 1990; Posner &
Rothbart, 2007) have identified two different types of attentional
orienting. Exogenous orienting is characterized as a bottom-up,
reflexive orienting mode that is associated with neural activity of
the posterior attention system, which includes the superior parietal
cortex, pulvinar, and superior colliculus (Berger, Henik, & Rafal,
2005; Huang-Pollock & Jigg, 2003; Posner & Petersen, 1990;
Posner & Rothbart, 2007). Exogenous orienting is typically ob-
served when the duration between the onset of a cue and the onset
of a target (stimulus onset asynchrony [SOA]) is short, peaking at
150 ms. Endogenous orienting is characterized as a top-down,
voluntary attentional mode, and is associated with the anterior
attention system, which includes the anterior cingulate and pre-

frontal cortex (Berger et al., 2005; Huang-Pollock & Jigg, 2003;
Posner & Petersen, 1990; Posner & Rothbart, 2007). Endogenous
orienting is typically observed when the majority of the cues are
valid at long SOAs (e.g., � 300 ms). People notice that a target is
more likely to appear where a preceding cue is presented and
strategically use voluntary attentional control (Bartolomeo et al.,
2001; Coull, Frith, Buchel, & Nobre, 2000).

Behavioral and neuroimaging research demonstrates that emo-
tional information is prioritized: Emotional stimuli grab attention,
are detected more easily, and are more likely to reach awareness
than neutral stimuli—a phenomenon termed emotional attention
(Pourtois & Vuilleumier, 2006; see Vuilleumier & Brosch, 2009,
for a review). Most empirical studies focus on rapid attention
capture by threatening stimuli, such as angry faces (Bar-Haim,
Lamy, Pergamin, Bakermans-Kranenburg, & van Ijzendoorn,
2007). For instance, when fearful faces are used as cues in an
emotional cuing task, people are faster to detect targets in valid
trials (attentional engagement) and are slower to disengage their
attention from cues and detect targets in invalid trials (attentional
disengagement) compared with neutral stimuli. Neuroimaging
studies have shown that fearful face cues facilitate exogenous
attentional engagement to targets through neural mechanisms of
the posterior attentional system (Pourtois, Dan, Grandjean, Sander,
& Vuilleumier, 2005). In contrast, delayed attentional disengage-
ment from fearful face cues in invalid trials is associated with
reduced activity of the posterior parietal cortex and simultaneously
increased activity of the ventromedial prefrontal cortex, including
the rostral anterior cingulate cortex (Pourtois & Vuilleumier,
2006). Therefore, both attentional engagement to fearful face cues
and exogenous attention are associated with activity in subcortical
neural structures. In contrast, attentional disengagement from fear-
ful face cues and endogenous attention are associated with activity
in frontoparietal neural structures. In the current research, we
defined attentional engagement to fearful face cues under the
exogenous attention mode as a bottom-up mode of emotional
attention, and attentional disengagement from fearful face cues
under the endogenous mode as a top-down mode of emotional
attention. We examined the relationship between HRV and top-
down and bottom-up aspects of emotional attention. To further
isolate the neurocognitive mechanisms, we presented faces at high
and low spatial frequencies.

The Role of Spatial Frequency in Face Perception

Recent neuroimaging studies have shown that fearful faces at
high and low spatial frequency ranges are processed distinctively
via cortical or subcortical visual channels, respectively (Vuil-
leumier, Armony, Driver, & Dolan, 2003; Winston, Vuilleumier,
& Dolan, 2003). Spatial frequency is described by the energy
distribution in the scale specified as the number of cycles per
degree of visual angle and/or the number of cycles per image
(Morrison & Schyns, 2001; Parker, Lishman, & Hughes, 1996).
Broad spatial frequency (BSF) images contain all spatial fre-
quency ranges and can be filtered to contain either high spatial
frequency (HSF) or low spatial frequency (LSF; Holmes, Green, &
Vuilleumier, 2005; Vuilleumier et al., 2003; see Figure 1).

LSF information is conveyed via the magnocellular pathway,
which rapidly mediates perception of depth, motion, and low-
contrast black-and-white information (Livingstone & Hubel, 1988;
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Merigan & Maunsell, 1993; Nieuwenhuis, Jepma, Fors, & Olivers,
2008; Palermo & Rhodes, 2007; Vuilleumier et al., 2003). Several
researchers have argued that LSF fearful faces, in particular, are
processed in a rapid, but coarse, fashion by the phylogenetically
old retinotectal pathway (Livingstone & Hubel, 1988; Merigan &
Maunsell, 1993; Nieuwenhuis et al., 2008; Palermo & Rhodes,
2007; Vuilleumier et al., 2003). In this pathway, information is
conveyed through the superior colliculus and pulvinar nucleus of
the thalamus to the amygdala and subcortical mechanisms of the
face perception network (Livingstone & Hubel, 1988; Merigan &
Maunsell, 1993; Nieuwenhuis et al., 2008; Palermo & Rhodes,
2007; Vuilleumier et al., 2003). Research has indicated that
amygdala activity is greater for fearful faces than neutral faces at
LSF, but not at HSF (Vuilleumier et al., 2003). The amygdala,
then, may relay LSF fearful information to posterior regions me-
diating attentional engagement (Pourtois & Vuilleumier, 2006).
Indeed, evidence indicates that people’s attention is quickly drawn
to LSF fearful versus neutral faces, whereas no such advantage is
found for HSF fearful versus neutral faces (Holmes et al., 2005).
Furthermore, a recent study reported that LSF fearful faces elicited
faster saccadic responses compared with LSF happy faces (Ban-
nerman, Hibbard, Chalmers, & Sahraie, 2012). These results sug-
gest that attentional engagement to LSF fearful faces may be
mediated by subcortical mechanisms.

HSF information is mainly carried through the parvocellular
pathway, which mediates perception of color and contrast (Liv-
ingstone & Hubel, 1988; Merigan & Maunsell, 1993; Nieuwenhuis
et al., 2008; Palermo & Rhodes, 2007; Vuilleumier et al., 2003).
Due to thin nerve fibers, the parvocellular pathway transfers in-
formation slowly, but with high resolution (Merigan & Maunsell,
1993; Vuilleumier et al., 2003). HSF fearful faces are processed
through cortical mechanisms, including the prefrontal cortex. For
example, activity in ventral visual cortical areas, including the
bilateral fusiform and the inferior temporo-occipital cortex, was
greater for HSF faces than LSF faces (Vuilleumier et al., 2003). In
addition, HSF fearful faces elicited greater responses in the pos-

terior cingulate, the motor cortex, the mPFC, and the lateral OFC
(Winston et al., 2003). Furthermore, our recent study showed that
high HRV was related to superior visual perception of HSF fearful
faces, which was modulated by top-down task goals (Park, Van
Bavel, Egan, Vasey, & Thayer, 2012a). These results suggest that
attentional disengagement from HSF fearful faces may be medi-
ated by prefrontal mechanisms.

Overview of the Current Research

The goal of the current research is to investigate the relationship
between individual differences in cardiac vagal tone and the top-
down and bottom-up processes that underlie flexible emotional
attention. As an effective indicator of self-regulation, individual
differences in cardiac vagal tone should be associated with the
adaptive engagement of top-down and bottom-up attentional pro-
cesses. To dissociate the top-down and bottom-up mechanisms of
emotional attention, we systematically varied SOAs to evoke en-
dogenous or exogenous attentional modes. When the majority of
cues (80%) are valid, bottom-up, exogenous attentional orienting
occurs at short SOAs and top-down and endogenous attentional
orienting occurs at long SOAs (Bartolomeo et al., 2001; Müller &
Rabbitt, 1989). In Experiment 1, we presented face cues for 250
ms to evoke bottom-up, exogenous attention (Fox, Russo, Bowles,
& Dutton, 2001). In Experiment 2, we used longer SOAs (960 ms)
to evoke top-down, endogenous attention (Bartolomeo et al., 2001;
Coull et al., 2000).

We predicted that participants with high HRV—indicating
highly functional emotional and cognitive self-regulation—would
show more adaptive patterns of emotional attention than partici-
pants with low HRV (Park, Vasey, Van Bavel, & Thayer, 2013).
To help isolate the neurocognitive mechanisms underlying affec-
tive flexibility, we used fearful faces at high and low spatial
frequencies. We predicted that people with low HRV—character-
ized by hyperactive amygdala activity—would show faster atten-
tional engagement to LSF fearful faces under a bottom-up, exog-

Figure 1. Example stimuli. Normal broad spatial frequency (BSF) fearful and neutral faces (left column), high
spatial frequency (HSF) faces (middle column), and low spatial frequency (LSF) faces (right column).
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enous attentional mode compared with people with high HRV.
Faster engagement to fearful faces is often considered dysfunc-
tional because it indicates hypervigilance to threatening stimuli.
For example, people with high anxiety are characterized by faster
attentional engagement to threatening stimuli at shorter SOAs
(Cisler & Koster, 2010; Koster, Crombez, Verschuere, Damme, &
Wiersema, 2006; Mathews et al., 1997). On the other hand, people
with low HRV—who may possess impaired prefrontal function—
should have difficulty disengaging attention from HSF fearful
faces compared with people with high HRV under the top-down,
endogenous attentional mode. Delayed attentional disengagement
from threatening stimuli can be considered dysfunctional because
it indicates the failure to inhibit attention from threatening stimuli
(Fox, Russo, & Dutton, 2002; Verkuil, Brosschot, Putman, &
Thayer, 2009). This pattern of results would suggest that cardiac
vagal tone is associated with flexibility of emotional attention.

Experiment 1: Cardiac Vagal Tone and Exogenous
Emotional Attention

In Experiment 1, we examined the relationship between indi-
vidual differences in HRV and attentional engagement for LSF
fearful faces under the bottom-up, exogenous attentional mode.
We hypothesized that participants with low HRV would show
faster attentional engagement toward LSF fearful faces compared
with participants with high HRV at short (e.g., 250 ms) SOAs.
However, because attentional disengagement from HSF fearful
faces requires top-down processing, we did not predict a relation-
ship between HRV and attentional disengagement from HSF fear-
ful faces in the exogenous attentional mode.

Method

Participants. Thirty-two female undergraduate students
(mean age � 20 years) participated in the study for partial course
credit.1 All participants were nonsmokers and were asked to re-
frain from alcohol, drug use, and caffeinated beverages for 4 hr
prior to participation (Hansen, Johnsen, & Thayer, 2003). All
participants had normal or corrected-to-normal vision (20/20 vi-
sual acuity). People with a history of vision disorders or dysfunc-
tions, neurological or psychiatric disorders, cardiovascular disor-
ders, or medical conditions, such as diabetes, were excluded from
this experiment. We excluded the data from three participants who
had more than 15% of trials missing due to errors and outliers.

Procedure. All participants were tested individually in a
dimly lit room. They were brought to the lab and three surface
electrodes were attached—the negative electrode below the right
collar bone, the positive electrode below the left rib cage, and the
ground electrode below the right rib cage—to obtain electrocar-
diographic data. After placement of electrodes, resting HRV was
recorded for 5 min. Participants then performed the emotional
spatial cuing task (Koster, Crombez, Verschuere, & Houwer,
2004; Koster et al., 2006).

The emotional spatial cuing task. On each trial, a white
fixation cross (“�”) was presented in the middle of the screen, and
two gray boxes were presented—one on the left and the other on
the right of the fixation point (see Figure 2). These boxes measured
6° horizontally and 6° vertically at a viewing distance of 160 cm.
The middle of these boxes was located at a distance of 6° from the

fixation point. The target that participants had to detect was a black
circle, subtending a visual angle of 0.6o across the diameter. The
initial fixation display was presented for 1,000 ms. Then, a face
cue was presented either in a left- or right-side gray box for 250
ms. After a 50-ms delay, a target circle appeared at the center of
either the left- or right-side boxes until the participants responded
(or until 2,000 ms elapsed). There was an intertrial interval of 1000
ms. All stimuli were presented on a black background.

Participants were told that a cue preceding a target did not
predict where the target would appear. Therefore, they should
ignore the face cues and keep their eyes focused on the fixation
point on the center of the screen. They were instructed to indicate
where targets appeared by pressing “Z” for a target on the left box
or “M” for a target on the right as quickly and accurately as
possible. Each participant completed three blocks of trials with
different spatial frequencies (BSF, HSF, LSF; see Figure 1), and
blocks were presented in counterbalanced order. Each block con-
sisted of 12 practice trials and 120 experimental trials with faces of
the same spatial frequency. In each block, 80% of experimental
trials were valid (96 trials) and 20% were invalid (24 trials).
Fearful and neutral face cues appeared 48 times on valid trials and
12 times on invalid trials. Participants could take a short break
after each block. After the task, participants went through a 5-min
recovery period. After the recovery period, participants completed
the Spielberger State-Trait Anxiety Inventory (Spielberger, Gor-
such, & Lushene, 1970) and the Penn State Worry Questionnaire
(PSWQ; Meyer, Miller, Metzger, & Borkovec, 1990).

1 We tested only female subjects to avoid a potential gender effect
(Koster et al., 2006).

Figure 2. Sample trial in Experiment 1. The cues and targets were
equally likely to appear on the right or left of fixation. However, 80% of
trials were valid (96 trials) and 20% of the trials were invalid (24 trials).
The initial fixation display appeared for 1,000 ms. Then, cues, which were
either fearful or neutral faces created at broad, high, and low spatial
frequency, appeared for 250 ms. After a 50-ms delay with the initial
fixation display, a target circle appeared in the center of the left or right box
until the participant responded (or until 2,000 ms elapsed). Stimuli are not
drawn to scale.
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Materials. We selected 132 faces (66 with fearful facial ex-
pressions and 66 with neutral facial expressions; 33 females and 33
males with each expression) from the Karolinska Directed Emo-
tional Faces set (Lundqvist, Flykt, & Ohman, 1998), the NimStim
Face Stimulus Set (Tottenham et al., 2009), the Cohn-Kanade
AU-coded Facial Expression Database (Kanade, Cohn, & Tian,
2000), the Ishai-NIMH set (Ishai, Pessoa, Bikle, & Ungerleider,
2004), and Pictures of Facial Affect (Ekman & Friesen, 1976). We
used 120 faces (60 fearful and 60 neutral faces) for experimental
trials and 12 faces for practice trials. All faces were converted to
gray scale. Contrast and brightness were adjusted to maintain
constancy across different face sets. As can be seen in Figure 1,
each face was enclosed in a circular frame using Adobe PhotoShop
CS3 software (Adobe System, San Jose, CA) to exclude nonfacial
features (e.g., hair). In order to produce the HSF and LSF stimuli,
the unfiltered (i.e., broad spatial frequency or BSF) pictures were
filtered through a high-pass cut off of �24cycles/image for the
HSF stimuli and a low-pass cutoff of �6 cycles/image for the LSF
stimuli. Average gray-scale values for the BSF, HSF, and LSF
stimuli were 166, 168, and 158, respectively. For the neutral and
fearful face categories, average gray-scale values were 164 and
168, respectively, on a 256 gray-level scale. These average gray-
scale values did not significantly differ across spatial frequency,
F(2, 357) � 2.02, p � .13, �p

2 � .01, or emotional expression, F(1,
358) � 1. 10, p � .30, �p

2 � .05.
Physiological measurements. We recorded electrocardio-

graphic activity via a standard three-electrode setup. The electro-
cardiography (ECG) signals, which were sampled at 1000 Hz
(Task Force, 1996), passed through Mindware Technology’s
BioNex 50–3711–02 two-slot mainframe to an Optiplex GX620
personal computer (Pentium D, 2.80 GHz, 2.00 GB RAM) running
Mindware Technology’s BioLab 1.11 software, which received
digital triggers (100-ms pulses) via a parallel port connection with
a second Optiplex GX620 running E-Prime 1.1.4.1 (Psychology
Software Tools, Inc.). The ECG signals were inspected offline
using Mindware Technology’s HRV 2.51 software, with which the
ECG trace (plotted in mV against time) was carefully reexamined.
Successive R spikes (identified by an automatic beat detection
algorithm) were visually inspected. Successive IBIs (in ms) within
the baseline period were written in a single text file and analyzed
using the Kubios HRV analysis package 2.0,2 through which time
and frequency domain indices of the heart period power spectrum
were computed.3 Time domain indices include estimates of root-
mean-square successive difference in milliseconds (rMSSD) and
heart rate (HR) in beats per minute. For spectral analyses, we used
autoregressive estimates following the Task Force of the European
Society of Cardiology and the North American Society of Pacing
Electrophysiology guidelines (Task Force, 1996). We used rMSSD
as the primary index of the cardiac vagal tone, as it is less affected
by respiration (Penttilä et al., 2001). In addition, we used the
central frequency of the HF power peak as an estimate of the
respiration frequency (Thayer, Sollers, Ruiz-Padial, & Vila, 2002).

Analyses. All analyses on reaction times (RTs) excluded in-
correct trials and outliers (Fox et al., 2002). RTs of less than 150
ms (anticipatory responding), or more than 1,000 ms or three
standard deviations above the mean (delayed responding), were
considered outliers (2% of the data). The trimmed RTs were
subjected to a 2 (HRV level: high, low) � 3 (spatial frequency:
broad, high, low) � 2 (cue emotion: fearful, neutral) � 2 (cue

validity: valid, invalid) mixed factorial ANOVA. All variables
were within-subjects, except for HRV level. In addition, Pearson
correlations were used to examine the relationship between HRV
as a continuous measure and attentional engagement and disen-
gagement scores.

Results

Group characteristics. Following previous research (Hansen
et al., 2003; Hansen, Johnsen, Sollers, Stenvik, & Thayer, 2004;
Johnsen et al., 2003; Ruiz-Padial, Sollers, Vila, & Thayer, 2003;
Thayer, Friedman, Borkovec, Johnsen, & Molina, 2000), partici-
pants were divided into two groups—high or low HRV—based on
the median split of rMSSD during baseline (median � 39.86;
Hansen et al., 2003; Task Force, 1996; Thayer & Lane, 2000). The
high-HRV group (M � 57, SD � 25) had significantly higher
rMSSD than the low-HRV group (M � 23, SD � 6), t(15.79) �
�5.28, p � .01, d � 2.03. The high-HRV group (M � 74, SD �
11) had significantly lower mean heart rate than the low-HRV
group (M � 86, SD � 12), t(27) � 2.77, p � .01, d � 1.07.
However, the two groups were not different in respiration when we
examined the high-frequency peak (Hz), t(27) � .04, p � .97, d �
.14 (M � .27, SD � .05 for high-HRV group; M � .27, SD � .05
for low-HRV group). Likewise, the two groups did not differ on
the PSWQ (M � 53, SD � 13 for high-HRV group; M � 50,
SD � 10 for low-HRV group), the trait version of the STAI
(STAI-trait; M � 40, SD � 8 for high-HRV group; M � 38,
SD � 8 for low-HRV group), or the state version of the STAI
(STAI-state; M � 42, SD � 8 for high-HRV group; M � 38, SD �
8 for low-HRV group) scores (ps � .27).

Reaction times. We hypothesized that (a) participants with
low HRV would show faster engagement to LSF fearful faces than
those with high HRV at short SOAs, and (b) there would be no
HRV differences in attentional disengagement from HSF fearful
faces. Replicating previous research with the emotional cueing
task (Koster et al., 2004), there was a significant main effect for
cue validity, F(1, 27) � 135.03, p � .01, �p

2 � .83, such that RTs
were faster following valid (M � 418, SD � 36) compared with
invalid cues (M � 458, SD � 37). Replicating Fox and colleagues
(2001), there was a significant main effect for cue emotion, F(1,
27) � 5.16, p � .05, �p

2 � .16, such that RTs following neutral face

2 Program available at http://kubios.uef.fi/.
3 HRV can be measured in both time and frequency methods (Task

Force, 1996). Time domain methods include the standard deviation of the
interbeat intervals (IBIs), the mean square of the successive differences in
rMSSD in IBIs, and the percentage of IBI differences greater than 50 ms
(pNN50; Thayer & Friedman, 2004; Task Force, 1996). In the frequency
domain, the HR time series is decomposed into its frequency components,
which can then be described in terms of a spectral density function that
provides the distribution of power as a function of frequency (Berntson et
al., 1997; Task Force, 1996; Thayer & Friedman, 2004). The high fre-
quency power (HFP) of HRV ranges from 0.15 Hz to 0.4 Hz and is
exclusively mediated by the vagus nerve (Task Force, 1996; Thayer &
Friedman, 2004). The low-frequency band ranges from 0.04 to 0.15, and is
thought to reflect both sympathetic and vagal modulation on cardiac
activity (Berntson et al., 1997; Task Force, 1996; Thayer & Friedman,
2004; Thayer, Friedman, & Borkovec, 1996). High-frequency HRV power
and rMSSD are considered to effectively quantify vagal activity (Buchheit,
Papelier, Laursen, & Ahmaidi, 2007; Task Force, 1996; Thayer & Ruiz-
Padial, 2006). In Experiment 1, rMSSD and log-transformed high-
frequency HRV power were highly correlated, r(29) � .83, p � .01.
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cues were faster (M � 437, SD � 35) than RTs following fearful
face cues (M � 440, SD � 35). These effects were qualified by a
two-way interaction between cue validity and cue emotion, F(1,
27) � 4.91, p � .05, �p

2 � .15; a three-way interaction between cue
validity, cue emotion, and HRV level, F(1, 27) � 4.83, p � .05,
�p

2 � .15; and a four-way interaction between HRV level, spatial
frequency, cue emotion, and cue validity, F(2, 54) � 3.20, p � .05,
�p

2 � .11 (see Table 1).4

Attentional engagement and disengagement scores were computed to
decompose the interaction. Following Koster and colleagues (2006), we
computed indices for cue validity (RTinvalid cue – RTvalid cue), attentional
engagement (RTvalid/neutral cue –RTvalid/fearful cue), and attentional
disengagement (RTinvalid/fearful cue – RTinvalid/neutral cue) for each
spatial frequency type. A positive cue validity score indicates
attention toward a cue, whereas a negative cue validity score
indicates attention away from a cue. A positive score on attentional
engagement indicates faster attentional engagement by fearful cues
compared with neutral cues, whereas a negative score indicates
slower attentional engagement by fearful cues. A positive atten-
tional disengagement score indicates slower attentional disengage-
ment away from fearful cues, whereas a negative attentional dis-
engagement score indicates faster attentional disengagement away
from fearful cues.

To directly test our hypotheses, the engagement and disengage-
ment scores of high- and low-HRV participants to different spatial
frequency stimuli were subjected to a 2 (HRV level: high, low) �
3 (spatial frequency: broad, high, low) mixed factorial ANOVA.
HRV level was a between-subjects factor, and spatial frequency
was a within-subject factor. There was a significant interaction
between HRV level and spatial frequency on engagement scores,
F(2, 54) � 4.51, p � .02, �p

2 � .14.5 As predicted, a planned
comparison revealed that low-HRV participants showed faster
attentional engagement to LSF fearful faces compared with high-
HRV participants, F(1, 27) � 6.31, p � .02, �p

2 � .19 (See Figure
3).6 Furthermore, HRV was negatively correlated with attentional
engagement scores to LSF fearful faces, r � �.40, p � .04 (see
Figure 4).7 Thus, lower HRV was correlated with faster attentional
engagement to LSF fearful faces. There was no significant differ-
ence in attentional engagement between high- and low-HRV par-
ticipants to BSF or HSF fearful faces (ps � .08). There was no
significant main effect or interaction between spatial frequency
and HRV in attentional disengagement (ps � .08). Consistent with
our predictions, HRV was associated with attentional engagement
to LSF fearful faces at short SOAs.

Discussion

In Experiment 1, we examined the relationship between indi-
vidual differences in HRV and bottom-up processes associated
with emotional attention. As expected, participants with low HRV
show significantly faster attentional engagement to LSF fearful
faces than participants with high HRV at short SOAs. Lower HRV
was correlated with faster attentional engagement to LSF fearful
faces. Faster attentional engagement to LSF fearful faces is con-
sidered dysfunctional because it may indicate an inflexible form of
hypervigilance resulting from hyperactive amygdala activity
(Brotman et al., 2010). In contrast, high HRV did not show faster
attentional engagement to LSF fearful faces. It is possible that
superior prefrontal inhibition associated with high HRV restrains

hypervigilant amygdala responses to LSF fearful faces. Recent
research suggests that amygdala responses to aversive stimuli
(Cunningham, Van Bavel, & Johnsen, 2008) and rapid attentional
orienting (Brosch & Van Bavel, 2012) are sensitive to top-down
processes, suggesting that emotional attention may be flexible. As
such, HRV is associated with bottom-up aspects of emotional
attention. However, HRV may be associated with not only
bottom-up but also top-down aspects of emotional attention. In
Experiment 2, we explored the relationship between HRV and
top-down aspects of emotional attention.

Experiment 2: Cardiac Vagal Tone and Endogenous
Emotional Attention

We examined the relationship between individual differences in
HRV and top-down processing associated with emotional attention
during the endogenous attentional mode. Top-down, voluntary
attentional control is exerted when the majority of the cues are
valid at long SOAs (e.g., � 300 ms; Huang-Pollock & Jigg, 2003;
Posner & Petersen, 1990). This experiment was designed to test
whether HRV is associated with top-down processing involving
emotional attention. We hypothesized that low-HRV participants
would show delayed attentional disengagement from HSF fearful
faces at 960-ms SOAs, although attentional engagement to LSF
fearful faces would be less affected.

Method

Participants. Twenty-seven female undergraduate students
(mean age � 20 years) participated in the study for partial course
credit. We followed the same procedure of recruiting participants
as in Experiment 1. We excluded the data from two participants
who had more than 15% of trials missing due to errors and outliers.

Design, stimuli, procedure, physiological measurements,
analyses, and procedure. The design, stimuli, procedure, mea-
sures, and analyses were identical to Experiment 1, with the
exception that SOAs were extended to 960 ms. After a 1,000-ms
initial fixation point, a face cue was presented either in a left- or
right-side gray box for 300 ms. After a 200-ms delay with the
initial fixation display, the central fixation point was enlarged for
300 ms, and then it returned to its original size. After a 160-ms
delay, the target circle appeared at the center of either the left- or
right-side boxes until the participants responded (or until 2,000 ms

4 We also conducted a 2 (HRV level: high, low) � 3 (spatial frequency:
broad, high, low) � 2 (cue emotion: fearful, neutral) � 2 (cue validity:
valid, invalid) mixed factorial ANOVA using log-transformed high-
frequency HRV, another measure of vagally mediated HRV. Consistent
with rMSSD data, the four-way interaction on the RT data was significant,
F(2, 54) � 3.44, p � .04, �p

2 � .11.
5 When log-transformed high-frequency HRV was used, there was an

interaction between HRV level and spatial frequency in the engagement
scores, F(2, 54) � 5.58, p � .01, �p

2 � .17.
6 When we used log-transformed high-frequency HRV, a consistent

result was found, F(1, 27) � 8.28, p � .01, �p
2 � .23.

7 The relationship was then subjected to a first-order partial correlation
in order to explore the relationship controlling for the effect of respiration.
The first-order correlation was found to be statistically significant, r(26) �
�.39, p � .05, indicating that a relationship between HRV and attentional
engagement to LSF fearful faces exists after controlling for the effect of
respiration.
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elapsed). This resulted in a cue-target onset asynchrony (SOA) of
960 ms. All analyses on RTs excluded incorrect trials and outliers
(2% of the data).

Results

Group characteristics. Participants were divided into two
groups—high or low HRV—based on the median split of rMSSD
during baseline (median � 50.0; Hansen et al., 2003; Task Force,
1996; Thayer & Lane, 2000).8 The high-HRV group (M � 72,
SD � 20) had significantly higher rMSSD than the low-HRV
group (M � 26, SD � 13), t(23) � �6.64, p � .01, d � 2.56. The
high-HRV group (M � 71, SD � 11) had significantly lower mean
heart rate than the low-HRV group (M � 88, SD � 11), t(23) �
3.76, p � .01, d � 1.45. As in Experiment 1, two groups were not
significantly different in respiration, t(23) � �1.29, p � .21, d �

.54 (M � .27, SD � .06 for high-HRV group; M � .25, SD � .03
for low-HRV group). Likewise, the two groups did not differ on
the PSWQ (M � 56, SD � 10 for high-HRV group; M � 52,
SD � 16 for low-HRV group), the trait version of the STAI
(STAI-trait; M � 41, SD � 8 for high-HRV group; M � 44, SD �
12 for low-HRV group), or the state version of the STAI (STAI-
state; M � 41, SD � 10 for high-HRV group; M � 44, SD � 16
for low-HRV group) scores (ps � .44).

Reaction times. The trimmed RTs were subjected to a 2
(HRV level: high, low) � 3 (spatial frequency: broad, high, low) �
2 (cue emotion: fearful, neutral) � 2 (cue validity: valid, invalid)
mixed factorial ANOVA. All variables were within-subjects ex-
cept for HRV level. We hypothesized that (a) there would be no
difference between high- and low-HRV participants in attentional
engagement, and (b) low-HRV participants would show signifi-
cantly delayed attentional disengagement from HSF fearful faces
compared with high-HRV participants.

Replicating Experiment 1 (see also Koster et al., 2004, 2006), a
main effect of cue validity was significant, F(1, 23) � 13.31, p �
.01, �p

2 � .37, indicating that RTs following valid cues were faster
(M � 421, SD � 39) than RTs following invalid cues (M � 432,
SD � 39). There was a significant four-way interaction between
HRV level, spatial frequency, cue emotion, and cue validity, F(2,
46) � 3.37, p � .05, �p

2 � .13 (see Table 2).9 As in Experiment 1,
attentional engagement and disengagement scores were computed
to decompose the four-way interaction.

To directly test our hypothesis, the engagement and disengage-
ment scores of high- and low-HRV participants in different spatial
frequency types were subjected to a 2 (HRV level: high and low) �
3 (spatial frequency: broad, high, low) mixed factorial ANOVA.

8 In Experiment 2, rMSSD and log-transformed high-frequency HRV
power were highly correlated, r(25) � .88, p � .01.

9 We also conducted a 2 (HRV level: high, low) � 3 (spatial frequency:
broad, high, low) � 2 (cue emotion: fearful, neutral) � 2 (cue validity:
valid, invalid) mixed ANOVA using log-transformed high-frequency
HRV, another measure of vagally mediated HRV. Consistent with rMSSD
data, the four-way interaction on the RT data was significant, F(2, 46) �
4.12, p � .05, �p

2 � .15.

Table 1
Mean Correct Reaction Times (in Milliseconds) and Mean Cue Validity (in Milliseconds) as a Function of Emotion, Cue Validity
(CV) and Spatial Frequency, and Heart Rate Variability (HRV) Level in Experiment 1

High HRV (n � 14) Low HRV (n � 15)

Spatial frequency Emotion Cue validity M CVI M CVI

BSF Fearful Valid 398 (31) 43 440 (54) 32
Invalid 441 (39) 474 (48)

Neutral Valid 401 (33) 33 432 (48) 35
Invalid 434 (34) 467 (53)

HSF Fearful Valid 413 (29) 35 430 (44) 60
Invalid 449 (37) 490 (43)

Neutral Valid 416 (29) 39 432 (42) 39
Invalid 455 (42) 471 (42)

LSF Fearful Valid 409 (40) 37 419 (29) 48
Invalid 446 (43) 467 (39)

Neutral Valid 403 (42) 43 424 (37) 36
Invalid 446 (45) 461 (33)

Note. Standard deviations and the number of subjects in parentheses. Cue Validity Index (CVI) is estimated by contrasting the RTs for invalid cues with
RTs for valid cues. BSF � broad spatial frequency; HSF � high spatial frequency; LSF � low spatial frequency; RT � reaction time.

Figure 3. Mean engagement scores (in milliseconds) and standard errors
of high- and low-HRV participants in response to cues of fearful faces at
broad spatial frequency (BSF), high spatial frequency (HSF), and low
spatial frequency (LSF) in Experiment 1. Note: � p � .05.
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HRV level was a between-subjects factor, and spatial frequency
was a within-subject factor. There were no main effects or inter-
action on engagement scores (ps � .27).

However, consistent with our hypothesis that participants with
low HRV would be related to slower attentional disengagement
from HSF fearful faces at longer SOAs, there was a significant
interaction between HRV level and spatial frequency on disen-
gagement scores, F(2, 46) � 3.69, p � .05, �p

2 � .14.10 A planned
comparison revealed that low-HRV participants were significantly
slower to disengage attention from HSF fearful faces compared
with high-HRV participants, F(1, 23) � 6.64, p � .02, �p

2 � .22
(see Figure 5).11 Furthermore, HRV was negatively correlated
with attentional disengagement from HSF fearful faces, r � �.39,
p � .05 (see Figure 6).12 Thus, lower HRV was correlated with
slower attentional disengagement from HSF fearful faces. Addi-
tional analyses revealed that attentional disengagement did not
differ between the two groups for BSF or LSF faces (ps � .50).
Therefore, consistent with our predictions, low-HRV participants
showed significantly slower disengagement from HSF fearful
faces compared with high-HRV participants, although differences
between high- and low-HRV participants in attentional engage-
ment to LSF fearful faces disappeared with the longer SOAs.

Discussion

In Experiment 2, we examined the relationship between indi-
vidual differences in HRV and top-down aspects of emotional
attention. As expected, low-HRV participants showed delayed
attentional disengagement from HSF fearful faces. A recent study
showed that low-HRV people had difficulty inhibiting their atten-
tion away from the location where HSF fearful faces were pre-
sented in an inhibition of return task (Park, Van Bavel, Vasey, &
Thayer, 2012b). Impaired attentional inhibition from HSF fearful
faces exhibited by people with low HRV may, in part, be due to
delayed attentional disengagement from them. In contrast, high-
HRV participants showed faster attentional disengagement from
HSF fearful faces. However, there was no relationship between
HRV and attentional engagement to LSF fearful faces. These

results suggest that HRV was associated with top-down processing
involving emotional attention, and that HSF information may be
more susceptible to the top-down, endogenous attentional system.
Taken together with Experiment 1, these studies provided evidence
that HRV is associated with not only bottom-up but also top-down
processing of emotional attention.

General Discussion

We examined individual differences in cardiac vagal tone—an
index of cognitive and emotional self-regulation—and top-down
and bottom-up processes involving emotional attention. In two
experiments, we triggered either endogenous or exogenous atten-
tional modes and presented faces at different spatial frequencies to
help isolate the neurocognitive mechanisms underlying flexible
emotional attention. As predicted, cardiac vagal tone was nega-
tively associated with attentional engagement to LSF fearful stim-
uli under the exogenous attentional mode (Experiment 1) and
positively associated with attentional disengagement from HSF
fearful faces in the exogenous attentional mode (Experiment 2).
These results are consistent with the idea that cardiac vagal tone is
associated with the adaptive bottom-up and top-down modulation
of emotional attention.

The current research not only provides an independent con-
verging line of evidence for top-down and bottom-up processes
associated with emotional attention but also elucidates that
HRV is related to these processes. People with lower HRV
seem to have more dysfunctional top-down and bottom-up
emotional attention. The dysfunctional top-down and bottom-up
cognitive processing may eventually lead to perseverative cog-
nition (Brosschot, Gerin, & Thayer, 2006; Friedman, 2007;
Verkuil et al., 2009). Perseverative cognition can be defined as
the constant activation of the cognitive representation of stress,
and is considered a characteristic of various affective disorders,
such as depression, anxiety disorders, and posttraumatic stress
disorder (Brosschot, Pieper, & Thayer, 2005; Thayer & Fried-
man, 2004). Perseverative cognition, which often accompanies
negative emotion, in turn, constantly activates physiological
stress defense mechanisms, such as increases in HR and de-
creases in HRV, which will eventually “wear and tear” the
system down (Brosschot et al., 2005). It has also been well
documented that low levels of HRV are associated with phys-
iological problems, such as hypertension, diabetes, high cho-
lesterol, obesity, arthritis, and some cancers, as well as various
affective disorders, including panic disorder and generalized
anxiety disorders (Friedman & Thayer, 1998; Thayer et al.,
1996).

10 When log-transformed high-frequency HRV was used, there was an
interaction between HRV level and spatial frequency on disengagement
scores, F(2, 46) � 5.30, p � .01, �p

2 � .19.
11 When log-transformed high-frequency HRV was used, a consistent

result was obtained such that low-HRV participants showed significantly
slower attentional disengagement from HSF fearful faces compared with
high-HRV participants, F(1, 23) � 8.63, p � .01, �p

2 � .27.
12 The relationship was then subjected to a first-order partial correlation

in order to explore the relationship controlling for the effect of respiration.
The first-order correlation was found to be statistically significant, r(22) �
�.43, p � .04, indicating that a relationship between HRV and attentional
disengagement from HSF fearful faces exists after controlling for the effect
of respiration.

Figure 4. A scatterplot indicating the negative correlation between HRV
(x-axis) and attentional engagement scores (in milliseconds) to LSF faces
(y-axis), r � �.40, p � .02.
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It has been suggested that perseverative cognition may result
from a failure to exercise inhibitory prefrontal control over
subcortical structures (Thayer & Friedman, 2004). In the cur-
rent research, low-HRV participants exhibited delayed disen-
gagement from HSF fearful faces; it is possible that after an
extended period of time, this may be the manifestation of
perseverative cognition, such as chronic worry or rumination
(Brosschot et al., 2006; Friedman, 2007; Verkuil et al., 2009).
Likewise, in previous research, we showed that low-HRV par-
ticipants had difficulty inhibiting their attention away from HSF

fearful faces in an inhibition of return task (Park et al., 2012b).
Thus, our findings suggest that patterns related to perseverative
cognition may be underlying this established association be-
tween low HRV and health problems.

There are some limitations of the current research. First of
all, neuroimaging evidence will be necessary to further clarify
our understanding of the relationship between top-down and
bottom-up processing involved in emotional attention and dif-
ferences in cardiac vagal tone. The current research suggests
similar neural mechanisms may be implicated in mediating
cardiac vagal tone and emotional attention. However, to explore
this issue more directly, future research should use functional
neuroimaging to isolate the specific brain regions implicated in
emotional attention and cardiac vagal tone. Second, our partic-
ipants were all female students, which makes it hard to gener-
alize these results to male populations. Third, it has been
suggested that delayed disengagement from threatening cues in
the spatial cuing task may, in part, be due to greater slowing
effects on motor responses when emotional cues were presented

Table 2
Mean Correct Reaction Times (in Milliseconds) and Mean Cue Validity (in Milliseconds) as a Function of Emotion, Cue Validity
(CV) and Spatial Frequency, and Heart Rate Variability (HRV) Level in Experiment 2

High HRV (n � 14) Low HRV (n � 11)

Spatial frequency Emotion Cue validity M CVI M CVI

BSF Fearful Valid 420 (34) 11 412 (47) 12
Invalid 431 (38) 424 (40)

Neutral Valid 426 (38) 6 410 (42) 21
Invalid 432 (38) 430 (45)

HSF Fearful Valid 429 (39) 8 417 (41) 19
Invalid 436 (34) 436 (40)

Neutral Valid 430 (51) 18 418 (39) 5
Invalid 448 (36) 423 (26)

LSF Fearful Valid 428 (37) 3 416 (37) 14
Invalid 431 (30) 430 (48)

Neutral Valid 435 (38) �3 422 (39) 10
Invalid 432 (36) 432 (37)

Note. Standard deviations and the number of subjects in parentheses. BSF � broad spatial frequency; HSF � high spatial frequency; LSF � low spatial
frequency.

Figure 5. Mean disengagement scores (in milliseconds) and standard
errors of high- and low-HRV participants in response to cues of fearful
faces at broad spatial frequency (BSF), high spatial frequency (HSF), and
low spatial frequency (LSF) in Experiment 2. Note: � p � .05.

Figure 6. A scatterplot indicating the negative correlation between HRV
(x-axis) and attentional engagement scores (in milliseconds) to HSF faces
(y-axis), r � �.39, p � .05.
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for 200 ms. However, it has yet to be determined whether
slowing effects occur for high spatial frequency fearful faces
for longer SOAs, as in the current study (i.e., 960 ms).

It should be noted that we did not include positive stimuli in
the current research because research suggests that increased
cardiac vagal tone is associated with trait and state experiences
of positive emotion (e.g., DiPietro, Porges, & Uhly, 1992;
Oveis et al., 2009). Therefore, the relationship between HRV
and attentional engagement and disengagement of positive
stimuli may be quite different from what we observed with
fearful faces, which we felt should be examined separately.

Conclusions

The current research provides evidence that cardiac vagal tone is
essential to the top-down and bottom-up processing associated
with emotional attention. We found that cardiac vagal tone is
associated with flexible emotional attention that appears to be
situationally adaptive. We speculate that functional emotional at-
tention may support successful self-regulation in a variety of
contexts. If so, behavioral and clinical deficits in people with low
cardiac vagal tone may stem from inflexible or maladaptive emo-
tional attention.
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