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# (ARDINAL ARITHMETIC OF GENERAL RELATIONAL SYSTEMS 

Josef Slapal, Brio

(Received June 24, 1991)

Dedicaled to Professor M. Novotny on the occasion of his 70th birthday.

General relations, i.e the relations whose domains are arbitrary sets, have been investigated in [7]. To complete this investigation, in the present paper we introduce and study three cardinal operations of addition, multiplication and exponentiation for general relational systems that generalize the three Birkhoff's cardinal operations for ordered sets discussed in [1] and [2]. The results attained also generalize those of [3], [4] and [5] where the three operations have been studied for sets with reflexive binary relations, for $n$-ary relational systems and for general relational systems with the same domains, respectively.

## 1. Preliminaries

Let $F, I$ be non-empty sets. Then a set of mappings $R \subseteq F^{I}$ is called a relation on $F$ and the ordered pair $\boldsymbol{F}=(F, R)$ is said to be a relational system. The set $F$ is called the carrier of $\boldsymbol{F}$ and the set $I$ the domain of $\boldsymbol{F}$. The relation $R$ of $\boldsymbol{F}$ (i.e. on $F$ ) will be sometimes denoted by $\mathscr{R}(\boldsymbol{F})$. Let $\boldsymbol{F}$ and $\boldsymbol{G}$ be relational systems with domains $I$ and $J$, respectively. Then $\boldsymbol{F}$ and $\boldsymbol{G}$ are said to be of the same type if there exists a bijection of $I$ onto $J$.

Besides the usual conventions, such as the associativity of the cartesian product, we accept the following one: A nonempty set $I$ and the set $\{(x, x) \mid x \in I\}$ called the identity mapping (briefly the identity) of $I$ are considered as the same domains of relational systems. More precisely, if $\boldsymbol{F}$ and $\boldsymbol{G}$ are relational systems with domains $I$ and $\{(x, x) \mid x \in I\}$, respectively, and with the same carrier, and if the following condition holds: $g \in \mathscr{R}(\boldsymbol{G}) \Leftrightarrow$ there exists $f \in \mathscr{R}(\boldsymbol{F})$ with $g(x, x)=f(x)$ for all $x \in I$, then $\boldsymbol{F}$ and $\boldsymbol{G}$ are identified.
1.1. Definition. Let $\boldsymbol{F}=(F, R)$ and $\boldsymbol{G}=((;, S)$ be two relational systems with the same domain $I$. We say that $\boldsymbol{F}$ is a subsystem of $\boldsymbol{G}$ and write $\boldsymbol{F} \subseteq \boldsymbol{G}$ iff $F \subseteq\left(G\right.$ and $R=S \cap F^{\prime}$.
1.2. Definition. Let $\boldsymbol{F}=(F, R)$ with domain $l$ and $G=(G, S)$ with demain $J$ be two relational systems of the same type. Let $a: I-J$ be a bijection and let $\varphi: F \rightarrow G$ be a mapping. If the implication $f \in R \Rightarrow \varphi \circ f \circ \alpha^{-1} \in \dot{G}$ holds. then $\varphi$ is called a homomorphism of $\boldsymbol{F}$ into $\boldsymbol{G}$ with regard to a. By Hom, ( $\boldsymbol{F}, \boldsymbol{G}$ ) we denote the set of all homomorphisms of $\boldsymbol{F}$ into $\boldsymbol{G}$ with regard to a. A bijective homomorphism $\varphi$ of $\boldsymbol{F}$ onto $\boldsymbol{G}$ with regard to $\alpha$ such that $\varphi^{-1}$ is a homomorphism of $\boldsymbol{G}$ onto $\boldsymbol{F}$ with regard to $\boldsymbol{\alpha}^{-1}$ is called an isomorphism of $\boldsymbol{F}$ onto $\boldsymbol{G}$ with regard to $\alpha$. We write $\boldsymbol{F} \stackrel{\propto}{\sim} \boldsymbol{G}$ and say that $\boldsymbol{F}$ and $\boldsymbol{G}$ are isomorphir with regard to a if there exists an isomorphism of $\boldsymbol{F}$ onto $\boldsymbol{G}$ with regard to c. If $\boldsymbol{F} \stackrel{\otimes}{\sim} \boldsymbol{H}$ holds for some subsystem $\boldsymbol{H} \subseteq \boldsymbol{G}$, then we write $\boldsymbol{F} \stackrel{\alpha}{\prec} \boldsymbol{G}$. If $I=J$ and $\alpha$ is the identity of $I$, then $\operatorname{Hom}(\boldsymbol{F}, \boldsymbol{G})$ will be written briefly instead of $\operatorname{Hom}_{\alpha}(\boldsymbol{F}, \boldsymbol{G}), \boldsymbol{F} \sim \boldsymbol{G}$ instead of $\boldsymbol{F} \stackrel{\propto}{\sim} \boldsymbol{G}$ and $\boldsymbol{F} \prec \boldsymbol{G}$ instead of $\boldsymbol{F} \stackrel{\alpha}{\prec} \boldsymbol{G}$.
1.3. Example. Consider the teaching process (regarding a certain time table) in a school. Let $F, G, I, J$ be the sets of teachers, subjects, classes and class-rooms, respectively, and let card $I=$ card $J$. For $x \in I$ or $x \in J$ we denote by $F(x)$ the set of all teachers that teach the class $x$ or that teach in the class-room $x$, respectively. Next, for $t \in F$ we denote by $G(t)$ the set of all subjects that are taught by the teacher $t$. Let $\alpha: I \rightarrow J$ be a bijection such that the implication $t \in F(x) \Rightarrow t \in F(a(x))$ is valid for each class $x \in I$. (This is fulfilled, for example, if each class $x \in I$ always occupies the same single class-room o $\alpha(x)$ ). Let $R \subseteq F^{I}$ be the relation defined by $f \in R \Leftrightarrow f(x) \in F(x)$ for each $x \in I$ and let $S \subseteq G^{J}$ be the relation defined by $g \in S \Leftrightarrow$ for each $y \in J$ there exists $t \in F(y)$ such that $g(y) \in G(t)$ is valid. Let $\varphi: F \rightarrow G$ be an arbitrary mapping with $\varphi(t) \in(i(t)$ for every $t \in F$. Then $\varphi$ is a homomorphism of $(F, R)$ into ( $G, S$ ) with regard to $\alpha$.
1.4. Remark. a) The homomorphism of relational systems with the same domain $I$ with regard to the identity of $I$ coincides with the homomorphism defined in [5]. In particular, if $I=\{1,2, \ldots, n\}$, then we get the well-known homomorphisin of sets with $n$-ary relations. By the antihomomorphism of sets with $n$-ary relations we usually understand the homomorphism with regard to the permutation a of $I=\{1,2, \ldots, n\}$ defined by $\alpha(x)=n-x+1$ for each $x \in I$.
b) The identity of the carrier of a relational system $\boldsymbol{F}$ is clearly an isomorphism of $\boldsymbol{F}$ onto itself with regard to the identity of the domain of $\boldsymbol{F}$. Further, if $\boldsymbol{y} \boldsymbol{\sim}$ is a homomorphism of a relational system $\boldsymbol{F}$ into another one, $\boldsymbol{G}$, with regard to $n$ and $\psi$ is a homomorphism of $\boldsymbol{G}$ into a relational system $\boldsymbol{H}$ with regard to $\beta$, then $\ell \circ \psi$ is evidently a homomorphism of $\boldsymbol{F}$ into $\boldsymbol{H}$ with regard to $\beta$ o $\alpha$. For relational systems
$\boldsymbol{F}$ and $\boldsymbol{G}$ of the same type, by a morphism from $\boldsymbol{F}$ into $\boldsymbol{G}$ let us understand any homomorphism of $\boldsymbol{F}$ into $\boldsymbol{G}$ with regard to some bijection of the domain of $\boldsymbol{F}$ onto the domain of $\boldsymbol{G}$. Consequently, the class of all relational systems of the same type together with these morphisms forms a category. The presented results attained on the level of the theory of sets are more detailed than those which can be attained on the level of the theory of categories (see [6]).
c) From $\boldsymbol{F} \stackrel{\alpha}{\prec} \boldsymbol{G}$ and $\boldsymbol{G}^{\alpha^{-1}} \prec \boldsymbol{F}$ it does not follow that $\boldsymbol{F} \stackrel{\alpha}{\sim} \boldsymbol{G}$ (not even if $\alpha$ is the identity-see [2]).

Similarly to the papers [3], [4] and [5], the present one is intended as a generalization of Birkhoff's arithmetic of ordered sets ([1], [2]). We shall define and study three cardinal operations of addition, multiplication and exponentiation for relational systems of the same type. For relational systems with the same domain these operations coincide with those investigated in [5] and if, moreover, this domain is finite, then we obtain the direct operations introduced in [4]. For ordered sets we get the cardinal operations discussed in [1] and [2].

## 2. Cardinal addition

2.1. Definition. Let $\boldsymbol{F}=(F, R)$ with domain $I$ and $\boldsymbol{G}=(G, S)$ with domain $J$ be two relational systems of the same type. Let $\alpha: I \rightarrow J$ be a bijection and let $F \cap(;)=\emptyset$. The cardinal sum $\boldsymbol{F} \stackrel{\alpha}{+} \boldsymbol{G}$ of $\boldsymbol{F}$ and $\boldsymbol{G}$ with regard to $\alpha$ is the relational syivell $\boldsymbol{H}=(H, T)$ with domain or where $H=F \cup G$ and $T$ is defined as follows: $h \in H^{\prime \prime}, h \in T \Leftrightarrow$ there exists $f \in R$ such that $h(x, y)=f(x)$ for all $(x, y) \in \alpha$ or there exists $y \in f$ such that $h(x, y)=g(y)$ for all $(x, y) \in \alpha$.

If $I=J$ and $a$ is the identity of $I$, then we write briefly $\boldsymbol{F}+\boldsymbol{G}$ instead of $\boldsymbol{F}+\underset{+}{\alpha}$.
Let $F=(F, R)$ and $\boldsymbol{G}=(F, S)$ be two relational systems witn the same doman and the same carrier. Put $\boldsymbol{F} \leqslant \boldsymbol{G}$ iff $R \subseteq S$. (learly, $\leqslant$ is an uner on the set of all relational systems with the same given domain and with the same given carrier.
2.2. Proposition. Let $\boldsymbol{F}=(F, R)$ with domain $I$ and $\boldsymbol{G}=(G, S)$ with domain $J$ he two relational systems of the same type. Let $a: l-J$ be a bijection and let $r^{\prime} \cap(;)=\|$ Let $\boldsymbol{H}=(H, T)=\boldsymbol{F}+\boldsymbol{G}$. Then $\boldsymbol{H}$ is the least element (with respect to $\leqslant$ ) in the set of all relational systems $L$ with the same domain or and the same carrier II for which the following two conditions are true:
(1) The identity of $F$ is a homomorphism of $F$ into $L$ with regard to the bijecion $\beta: I \rightarrow$ a defined $b y(x)=(x, a(x))$ for all $x \in I$.
(2) The identity of $(x$ is a homomorphism of $G$ into $L$ with regard to the bijection 7: J-a defined by $\gamma(y)=\left(a^{-1}(y), y\right)$ for all $!\in J$.

Proof. By id $F$ denote the identity of $F$ and by id a the $^{F}$ thentity of ( $i$. Clearly: $\operatorname{id}_{F} \in \operatorname{Hom}_{;}(\boldsymbol{F}, \boldsymbol{H})$ and $\mathrm{id}_{G} \in \operatorname{Hom}_{\gamma}(\boldsymbol{G}, \boldsymbol{H})$. Let $L=(H, U)$ be a relational system with domain or fulfilling both the conditions ( 1 ) and ( 2 ). Let $h \in T$ be a mapping. Then (i) there exists $f \in R$ such that $h(x, y)=f(x)$ for all $(x, y) \in$ or (ii) ther exists $g \in S$ such that $h(x, y)=g(y)$ for all $(x, y) \in a$. Let the condition (i) be true. Then id ${ }_{F} \circ f \circ \beta^{-1}=f \circ \beta^{-1} \in U$. Since $f(x)=h(x, y)=h(x, a(x))=h(\{(x))$ for any $x \in I$, we have $f=h \circ \beta$. Therefore $f 0 \beta^{-1}=h \circ \beta \circ \beta^{-1}=h$. Thus $h \in l^{\prime}$. Similarly we can show that $h \in U$ if the condition (ii) is true. Hence $T \subseteq I$. i.e. $\boldsymbol{H} \leqslant \boldsymbol{L}$. This proves the statement.
2.3. Lemma. Let $\boldsymbol{F}_{1}=\left(F_{1}, R_{1}\right)$ with domain $/$ an $G_{1}=\left(G_{1}, S_{1}\right)$ with domain I be relational systems of the same type. Let $F_{2}=\left(F_{2}, R_{2}\right)$ with domain $I$ and $G_{2}=\left(i_{2}, \dot{s}_{2}\right)$ with domain $J$ be relational systems (of the same type) as well. Iet $a: I-J$ be a bijection. Then
 imply $f \cup g \in \operatorname{llom}_{a}\left(F_{1}+F_{2}, G_{1}+\boldsymbol{G}_{2_{2}}\right)$;
(2) if $F_{1} \cap G_{1}=F_{2} \cap\left(G_{2}=\emptyset\right.$, then $f \in \operatorname{Hom}\left(\boldsymbol{F}_{1}, \boldsymbol{F}_{2}\right)$ and $y \in \operatorname{Hom}\left(\boldsymbol{G}_{1}, \boldsymbol{G}_{2}\right)$ inm $\boldsymbol{H}$. $\int \cup \mathfrak{g} \in \operatorname{Hom}\left(\boldsymbol{F}_{1} \stackrel{\alpha}{+} \boldsymbol{G}_{1}, \boldsymbol{F}_{2} \stackrel{(\pi}{+} \boldsymbol{G}_{\underline{2}}\right)$.

Proof. (1) Let $F_{1} \cap F_{2}=\left(i_{1} \cap\left(i_{2}=\emptyset\right.\right.$ and let $f \in \operatorname{Homa}_{a}\left(\boldsymbol{F}_{1}, G_{1}\right)$. $!E$ $\operatorname{Hom}_{\alpha}\left(\boldsymbol{F}_{2}, \boldsymbol{G}_{2}\right)$. Put $h=f \cup_{!}$. Let $p \in \mathscr{R}\left(\boldsymbol{F}_{1}+\boldsymbol{F}_{2}\right)=R_{1} \cup R_{2}$. Suppose $p \in R_{1}$. Then $f \circ p \circ \alpha^{-1} \in S_{1}$ and simce $f \circ p \circ \alpha^{-1}=h \circ p \circ a^{-1}$, we have $g \circ p \circ \alpha^{-1} \in S_{1}$. Similarly. supposing $p \in R_{2}$ we get $h \circ p \circ \alpha^{-1} \in S_{2}$. Hence $p \in R_{1} \cup R_{2} \Rightarrow h \circ p o o^{-1} \in \mathscr{S}_{1} \cup S_{2}$, Therefore $h \in \operatorname{Hom}_{\alpha}\left(F_{1}+F_{2}, \boldsymbol{G}_{1}+\boldsymbol{G}_{2_{2}}\right)$.
(2) Let $F_{1} \cap G_{1}=F_{2} \cap\left(i_{2}=\emptyset\right.$ and let $f \in \operatorname{Hom}\left(\boldsymbol{F}_{1}, \boldsymbol{F}_{2}\right), g \in \operatorname{Hom}\left(\boldsymbol{G}_{1}, \boldsymbol{G}_{2}\right)$. Again. put $h=f \cup g$. Let $p \in \mathscr{R}\left(\boldsymbol{F}_{1} \stackrel{(q}{+} \boldsymbol{G}_{1}\right)$. Then (i) there exist. $q_{1} \in R_{1}$ such that $p(x, y)=$ $q_{1}(x)$ for all $(x, y) \in$ or (ii) there exists $q_{2} \in S_{1}$ such that $p(x, y)=q_{2}(y)$ for all $(x, y) \in a$. Let the condition (i) be true. Then $f \circ q_{1} \in R_{2}$. Put $q(x, y)=f\left(q_{1}\left(x^{\prime}\right)\right)$ for all $(x, y) \in a$. We have $h \circ p=q$ and $q \in \mathbb{R}\left(\boldsymbol{F}_{2}+G_{2}\right)$. Similarly, if the condition (ii) is true, then $g \circ q_{2} \in S_{2}$ and puting $q(x, y)=g\left(q_{2}(y)\right)$ for all $(x, y) \in$ a we get $h \circ p=q$ and $q \in \boldsymbol{Z}\left(\boldsymbol{F}_{2} \stackrel{\alpha}{+} \boldsymbol{G}_{2}\right)$. Consequently, $h \in \operatorname{Hom}\left(\boldsymbol{F}_{1} \stackrel{\alpha}{+} \boldsymbol{G}_{1}, \boldsymbol{F}_{2} \stackrel{a}{+} \boldsymbol{G}_{2}\right)$. The proof is complete.

By virtue of the lemma we obtain
2.4. Theorem. Let $\boldsymbol{F}_{1}=\left(F_{1}, R_{1}\right)$ with domain $I$ and $\boldsymbol{G}_{1}=\left(G_{1}, S_{1}\right)$ with domain $J$ be relational systems of the same type. Let $\boldsymbol{F}_{2}=\left(F_{2}, R_{2}\right)$ with domain $I$ and $\boldsymbol{G}_{2}=\left(G_{2}, S_{2}\right)$ with domain $J$ be relational systems (of the same type) as well. Let $\alpha: I \rightarrow J$ be a bijection. Then
(1) if $F_{1} \cap F_{2}=G_{1} \cap G_{2}=\emptyset$, then $\boldsymbol{F}_{1} \stackrel{\approx}{\sim} \boldsymbol{G}_{1}$ and $\boldsymbol{F}_{2} \stackrel{\otimes}{\sim} \boldsymbol{G}_{2}$ imply $\boldsymbol{F}_{1}+\boldsymbol{F}_{2} \stackrel{\imath}{\sim} \boldsymbol{G}_{1}+\boldsymbol{G}_{2}$ :





('learly we have







$$
\begin{gather*}
(\boldsymbol{F}+\boldsymbol{q})+\boldsymbol{+} \boldsymbol{+}=\boldsymbol{F}+(\boldsymbol{G}+\boldsymbol{H}) .  \tag{1}\\
\boldsymbol{F}+\boldsymbol{+} \stackrel{+}{\sim} \boldsymbol{G}^{\prime \prime}+\boldsymbol{F} .
\end{gather*}
$$

2.7. Remark. By virtue of (1) of the previous theoreme we can write both the
 lot $n$ he a pesitive integer and $\left\{F_{2} \mid i=0,1 \ldots . . n\right\}$ a family of relational systeme of the sanme type and with pairwise disjoint cartions. Let a be a bijection of the domain of $\boldsymbol{F}_{i-1}$ onto the domanin of $\boldsymbol{F}_{i}$ for every $i \in\{1, \ldots, n\}$. Then we can define the sumb $\boldsymbol{F}_{0}{ }^{\prime \prime}+\boldsymbol{F}_{1}{ }^{\prime \prime}+\ldots{ }^{\prime}+\boldsymbol{F}_{n}$ as any one obtamed by inserting parentheses and replacemg the bijections at, .... an by the corresponding omes.

## 3. (iARDINAL, MULOPDICATION

3.1. Definition. Let $\boldsymbol{F}=(F, R)$ with domam $/$ and $G=(G, S)$ with domain $J$ be two rolational systems of the same type. Let a: $I$ - J be a bijection. The rardinal product $\boldsymbol{F}^{\prime r} \boldsymbol{G}$ of $\boldsymbol{F}$ and $\boldsymbol{G}$ with regard lo a is the rolational system $\boldsymbol{H}=(H, T)$ with domatn $a$ where $H=F \times\left(G^{*}\right.$ and $T \subseteq H^{\prime}$ is defined as follows: $h \in H^{\alpha}, h \in T \Leftrightarrow$ there exist $f \in R$ and $g \in S$ such that $h(x, y)=(f(x), g(y))$ for all $(x, y) \in(x$.

If $I=J$ and a is the identity of $I$, then we write briefly $\boldsymbol{F} \cdot \boldsymbol{G}$ instead of $\boldsymbol{F}{ }^{*} \cdot \boldsymbol{G}$.
3.2. Proposition. Let $\boldsymbol{F}=(F, \Gamma)$ with Jomain $I$ and $\boldsymbol{G}=\left(\begin{array}{r}(r, S) \text { with domain }) ~\end{array}\right.$ I he two relatiomal systems of the same type. Let ox: I - J be a bijection and let
$\boldsymbol{H}=(H, T)=\boldsymbol{F}^{\alpha} \cdot \boldsymbol{G}$. Then $\boldsymbol{H}$ is the greatest element (with respect to $\leqslant$ ) in the set of all relational systems $L$ with the same domain o and the same carrier $/ 1$ for which the following two conditions are true:
(1) The projection of $H$ onto $F$ is a homomorphism of $L$ onto $F$ with regard to the bijection $\beta: \alpha \rightarrow I$ defined by $\beta(x, y)=\alpha$ for all $(x, y) \in \alpha$.
(2) The projection of $H$ outo $G$ is a homomorphism of $L$ onto $G$ with regard to the bijection $\gamma: a \rightarrow J$ defined by $\gamma(x, y)=y$ for all $(x, y) \in a$.

Proof. By pr $F$ we denote the projection of $I I$ onto $F$ and by $\mathrm{pr}_{G}$ the projection of $H$ onto ( $\boldsymbol{i}$. (learly, $\mathrm{pr}_{F} \in \operatorname{Hon}_{\beta}(\boldsymbol{H}, \boldsymbol{F})$ and $\mathrm{pr}_{G} \in \operatorname{Hom}_{\gamma}(\boldsymbol{H}, \boldsymbol{G})$. Let $\boldsymbol{L}=\left(H . \boldsymbol{I}^{\prime}\right)$ be a relational system with domain or fulfilling both the conditions (1) and (2). Let $h \in U$ be a mapping. Then putting $f=\operatorname{pr}_{F} \circ h \circ \beta^{-1}$ and $g=\operatorname{pr}_{G} \circ h \circ \gamma^{-1}$ we get $f \in R$ and $g \in S$. We have $\operatorname{pr}_{F}(h(x, y))=f(\beta(x, y))=f(x)$ and $\operatorname{pr}_{i}(h(x, y))=$ $g(\gamma(x, y))=g(y)$ for all $(x, y) \in \alpha$. Thus $h(x, y)=(f(x), g(y))$ for all $(x, y) \in a$. This yields $h \in T$. Hence $U \subseteq T$, i.e. $L \leqslant \boldsymbol{H}$. The proof is complete.
3.3. Lemma. Let $\boldsymbol{F}_{1}=\left(F_{1}, R_{1}\right)$ with domain $I$ and $\left(i_{1}=\left(i_{1}, S_{1}\right)\right.$ with domain J be relational systems of the same type. Let $F_{2}=\left(F_{2}, R_{2}\right)$ with domain $I$ and
 $a: I \rightarrow J$ be a bijection. Then
 $\boldsymbol{G}_{2}$ );
(2) if $f \in \operatorname{Hom}\left(\boldsymbol{F}_{1}, \boldsymbol{F}_{2}\right)$ and $g \in \operatorname{Hom}\left(\boldsymbol{G}_{1}, \boldsymbol{G}_{2}\right)$, then $f * g \in \operatorname{Hom}\left(\boldsymbol{F}_{1}{ }^{*} \boldsymbol{G}_{1}, \boldsymbol{F}_{2}{ }^{*}: \boldsymbol{G}_{2}\right)$. Here, $f * g$ means the direct product of the mapings $f$ and $g$, i.e. $f * g\left(x_{1} . r_{2}\right)=$ $\left(f\left(x_{1}\right), y\left(x_{2}\right)\right)$.
 Let $p^{\prime} \in \cdot \boldsymbol{R}\left(\boldsymbol{F}_{1} \cdot \boldsymbol{F}_{2}\right)$. Then there exist $q_{1} \in R_{1}$ and $q_{2} \in K_{2}$, whech that $p(x)=$ $\left(q_{1}(x), q_{2}(x)\right)$ for all $x \in I$. Further, $f \circ q_{1} \circ a^{-i} \in S_{1}$ and $!\circ q_{2} \circ a^{-1} \in \dot{S}_{2}$. Put $q(!)=\left(f\left(q_{1}\left(a^{-1}(y)\right)\right),!\left(q_{2}\left(a^{-1}(y)\right)\right)\right)$ for all $y \in J$. Then $q \in \cdot \operatorname{R}\left(G_{1}\right.$. $\left.G_{2}\right)$ and for any $y \in J$ wo have $h\left(p\left(a^{-1}(y)\right)\right)=h\left(q_{1}\left(a^{-1}(y)\right) \cdot y_{2}\left(a^{-1}(y)\right)\right)=$
 $\mathscr{P}\left(\boldsymbol{G}_{1} \cdot \boldsymbol{G}_{2}\right)$. (onsicquently, $\boldsymbol{\mu} \in \boldsymbol{\operatorname { l o m }}\left(\boldsymbol{F}_{1} \cdot \boldsymbol{F}_{2} \cdot \boldsymbol{G}_{1} \cdot \boldsymbol{G}_{\boldsymbol{x}_{2}}\right)$.
 Then there xist $q_{1} \in R_{1}$ and $q_{2} \in S_{1}$ sum that $\mu(x, y)=\left(q_{1}(x), q_{2}(y)\right)$ for all





As a consequence of the lemma we get
3.4. Theorem. Let $\boldsymbol{F}_{1}$ with domain $I$ and $\boldsymbol{G}_{1}$ with domain $J$ be relational systems of the same type. Let also $\boldsymbol{F}_{2}$ with domain $I$ and $\boldsymbol{G}_{2}$ with domain $J$ be relational systems (of the same type). Let $r: I \rightarrow J$ be a bijection. Then
(1) if $\boldsymbol{F}_{1} \stackrel{\sim}{\sim} \boldsymbol{G}_{1}$ and $\boldsymbol{F}_{2} \stackrel{\alpha}{\sim} \boldsymbol{G}_{2}$, then $\boldsymbol{F}_{1} \cdot \boldsymbol{F}_{2} \stackrel{\propto}{\sim} \boldsymbol{G}_{1} \cdot \boldsymbol{G}_{2}$;
(2) if $\boldsymbol{F}_{1} \sim \boldsymbol{F}_{2}$ and $\boldsymbol{G}_{1} \sim \boldsymbol{G}_{2}$, then $\boldsymbol{F}_{1} \stackrel{\alpha}{\circ} \boldsymbol{G}_{1} \sim \boldsymbol{F}_{2} \stackrel{\alpha}{\circ} \boldsymbol{G}_{2}$.
3.5. Remark. The reader can casily verify that if the assumptions of Theorem 3.4 are fulfilled, then the implication $\boldsymbol{F}_{1} \subseteq \boldsymbol{F}_{2}$ and $\boldsymbol{G}_{1} \subseteq \boldsymbol{G}_{2} \Rightarrow \boldsymbol{F}_{1}{ }^{\alpha} \boldsymbol{G}_{1} \subseteq \boldsymbol{F}_{2}{ }^{\alpha} \cdot \boldsymbol{G}_{2}$ is true. Consequently, in Theorem 3.4 we can replace the symbols $\stackrel{\alpha}{\sim}$ and $\sim$ by the symbols $\stackrel{\alpha}{\prec}$ and $\prec$, respectively.

The following two statements are evident:
3.6. Theorem. Let $\boldsymbol{F}$ with domain $I$ and $\boldsymbol{G}=(G, S)$ with domain $J$ be relational systems of the same type. Let $G$ be a singleton and $S \neq 0$. Let $\alpha: I \rightarrow J$ be a bijection and let $\beta: \alpha \rightarrow I$ be the bijection defined by $\beta(x, y)=x$ whenever $(x, y) \in a$. Then

$$
\boldsymbol{F}^{\alpha} \cdot \boldsymbol{G} \stackrel{\beta}{\stackrel{1}{2}} \boldsymbol{F}
$$

3.7. Theorem. Let $\boldsymbol{F}=(F, R)$ with domain $I, \boldsymbol{G}=(G, S)$ with domain $J$ and $\boldsymbol{H}=(H, T)$ with domain $K$ be relational systems of the same type. Let $\kappa: I \rightarrow J$ and $\beta: J \rightarrow K$ be bijections. Let $\gamma: \alpha \rightarrow K$ and $\delta: I \rightarrow \beta$ be the bijections defined by $\gamma(x, y)=\beta(y)$ for all $(x, y) \in \alpha$ and $\delta(x)=(\alpha(x), \beta(\alpha(x)))$ for all $x \in I$. Let $\theta$ : $\alpha \rightarrow \mathrm{a}^{-1}$ be the bijection defined by $\theta(x, y)=(y, x)$ for all $(x, y) \in \alpha$. Then

$$
\begin{align*}
\left(\boldsymbol{F}^{\alpha} \cdot \boldsymbol{G}\right)^{\gamma} \boldsymbol{H} & =\boldsymbol{F}^{\delta} \cdot\left(\boldsymbol{G}^{\beta} \cdot \boldsymbol{H}\right)  \tag{1}\\
\boldsymbol{F}^{\alpha} \cdot \boldsymbol{G} & \stackrel{\otimes}{\sim} \boldsymbol{G}^{\alpha-1} \boldsymbol{F} \tag{2}
\end{align*}
$$

3.8. Remark. By virtue of (1) of the previous theorem, an analogue of Remark 2.7 is valid for cardinal multiplication of relational systems (of course, now the assumption of pairwise disjoin carriers of the systems $\boldsymbol{F}_{i}(i=0,1, \ldots, n)$ can be omitted).
3.9. Theorem. Let the assumptions of Theorem 3.7 be fulfilled. Moreover, let $\lambda: \beta \circ \alpha \rightarrow \beta$ and $\mu: \alpha \rightarrow \beta \circ \alpha$ be the bijections defined by $\lambda(x, z)=(a(x), z)$ for all $(x, z) \in \beta \circ \alpha$ and $\mu(x, y)=(x, \beta(y))$ for all $(x, y) \in \alpha$. Further, let $\varrho: \gamma \rightarrow \alpha$ and
 $\sigma(x, y, z)=(x, y, x, z)$ for all $(x, y, z) \in \lambda$. Thon


Proof. (1) Wir shall prowe that the idemty of $(f \cup(i) \times I /$ is an isommphism
 $\mathscr{P}((\boldsymbol{F}+\boldsymbol{+} \boldsymbol{G}) ? \boldsymbol{H})$ be a mapping. Then thre exist $\int \in \mathscr{R}(\boldsymbol{F}+\boldsymbol{+} \boldsymbol{G})$ and $g \in T$ : such that $h(x, y, z)=(f(x, y) . g(z))$ for all $(x, y, z) \in \hat{f}$. Next: (i) there exists $f_{1} \in R$ such that $f(x, y)=f_{1}(x)$ for all $(x, y) \in a$ or (ii) there exists $f_{2} \in \mathscr{S}$ such that $f(x, y)=f_{2}(!/)$ for all $(x, y) \in a$. Let the condition (i) be fulfilled. Then for any $(x, z, y, z) \in \lambda$ we have $h\left(\underline{g}^{-1}(x, z, y, z)\right)=h(x, y, z)=(f(x, y), g(z))=\left(f_{1}(x), g(z)\right)$. Put $\varphi_{1}(x, z)=$ $\left(f_{1}(x), g(z)\right)$ for all $(x, z) \in$ Bor. Then $q_{1} \in \mathscr{R}\left(\boldsymbol{F}^{\text {dorx }} \boldsymbol{H}\right)$ and $h\left(g^{-1}(x, z, y, z)\right)=$ $q_{1}(x, z)$ for all $(x, z, y, z) \in \lambda$. Therefore $h \circ \varrho^{-1} \in \mathscr{R}\left(\left(\boldsymbol{F}^{H \circ \alpha} \cdot \boldsymbol{H}\right)+\left(\boldsymbol{G}^{\boldsymbol{H}} \cdot \boldsymbol{H}\right)\right)$. Similarly. if the condition (ii) is fulfilled, then putting $\eta_{2}(y, z)=\left(f_{2}(y), y(z)\right)$ for any $\left.(y, z) \in\right\}$ we get $q_{2} \in: \notin\left(\boldsymbol{G}^{3} \cdot \boldsymbol{H}\right)$ and $h\left(\varrho^{-1}(x, z, y, z)\right)=q_{2}(y, z)$ for all $(x, z, y, z) \in \lambda$. Again. $h \circ \varrho^{-1} \in \operatorname{IP}\left(\left(\boldsymbol{F}^{\text {soor }} \boldsymbol{H}\right) \stackrel{\lambda}{+}\left(\boldsymbol{G}^{\boldsymbol{\beta}} \cdot \boldsymbol{H}\right)\right)$. Conversely, having $h \in\left((F \cup(i) \times H)^{\gamma}\right.$ with
 that $h \in: \notin((\boldsymbol{F}+\boldsymbol{+} \boldsymbol{G}) ? \boldsymbol{H})$. The assertion (1) is proved. As for (2), the proof is similar.

## 4. Cardinal exponentiation

4.1. Definition. Let $\boldsymbol{F}=(F, R)$ with domain $I$ and $\boldsymbol{G}=(G, S)$ with domain $J$ be relational systems of the same type. Let $a: I-J$ be a bijection. The cardinal power $\boldsymbol{F} \stackrel{\text { ® }}{\triangle} \boldsymbol{G}$ of $\boldsymbol{F}$ and $\boldsymbol{G}$ with regard to a is the relational system $\boldsymbol{H}=(H . T)$ with domain or where $H=\operatorname{Hom}_{a^{-1}}(\boldsymbol{G}, \boldsymbol{F})$ and $T \subseteq I^{\circ}$ is defined as follows: $h \in H^{\circ}$. $h \in T \Leftrightarrow{ }^{t} h \in R$ for all $t \in(;$.

Here, for any $l \in\left(\right.$ and $h \in H^{a}$. $h$ is the mapping ${ }^{t} h: I \rightarrow F$ defined by ${ }^{t} h(x)=h(x, a(x))(t)$ whenever $x \in I$. (We should write more precisely ${ }^{t} h$, instead of $t h$. Since it will be always clear which bijection a is considered. we will umit the index a.)

If $I=J$ and a is the identity of $I$, then we write $\boldsymbol{F}^{\mathbf{G}}$ instrad of $\boldsymbol{F} \ddot{\triangle} \boldsymbol{G}$.
4.2. Theorem. Let $\boldsymbol{F}_{1}=\left(F_{1}, R_{1}\right)$ with domain $I$ and $\boldsymbol{G}_{1}=\left(G_{1}, S_{1}\right)$ with domain $J$ be relational systems of the same type. Let also $F_{2}=\left(F_{2}, R_{2}\right)$ with domain $I$ and
$G_{2}=\left(C_{2}, b_{2}\right)$ with domain $J$ be relational systems (of the same type). Lef a: I - J be a bijectom. Then
(1) if $F_{1} \approx \boldsymbol{G}_{1}$ and $F_{2} \stackrel{\approx}{\sim} G_{2}$, then $F_{1}^{F_{2}} \stackrel{2}{\sim} G_{1}^{G_{2}}$ :
(2) if $F_{1} \sim F_{2}$, and $\boldsymbol{G}_{1} \sim \boldsymbol{G}_{2}$, then $\boldsymbol{F}_{1} \stackrel{\wedge}{\triangle} \boldsymbol{G}_{1} \sim \boldsymbol{F}_{2}{ }_{\wedge}^{\wedge} \boldsymbol{G}_{2}$.

Prouf. (1) Let $f_{1}: F_{1} \rightarrow\left(i_{1}\right.$ be an isomorphism of $\boldsymbol{F}_{1}$ onto $\boldsymbol{G}_{1}$ with regard to a and let $f_{2}: F_{2} \rightarrow$ (in be an isomorphism of $F_{2}$ onto $G_{2}$ with regard to a. For any $f \in \operatorname{Hom}\left(\boldsymbol{F}_{2}, \boldsymbol{F}_{1}\right)$ put $\varphi(f)=f_{1} \circ f \circ f_{2}^{-1}$. We shall prove that $\psi$ is a bijection of $\operatorname{Hom}\left(\boldsymbol{F}_{2}, \boldsymbol{F}_{1}\right)$ onto $\operatorname{Hom}\left(\boldsymbol{G}_{2}, \boldsymbol{G}_{1}\right)$. Clearly, $\boldsymbol{\varphi}$ is injective. Let $f \in \operatorname{Hom}\left(\boldsymbol{F}_{2}, \boldsymbol{F}_{1}\right)$ and $\operatorname{let}!\in \in \mathscr{S}_{2}$ be a mapping. Then $f_{2}^{-1} \circ g \circ\left(r \in R 2\right.$. Hence $f \circ f_{2}^{-1} \circ g \circ n \in$ $R_{1}$ and thus $f_{1} \circ f \circ f_{2}^{-1} \circ g \circ a \circ a^{-1}=\varphi(f) \circ g \in S_{1}$. We have proved the implication $f \in \operatorname{Hom}\left(\boldsymbol{F}_{2}, \boldsymbol{F}_{1}\right) \Rightarrow \varphi(f) \in \operatorname{Hom}\left(\boldsymbol{G}_{2}, \boldsymbol{G}_{1}\right)$. Similarly we can prove that $f \in \operatorname{Iom}\left(\boldsymbol{G}_{2}, \boldsymbol{G}_{1}\right) \Rightarrow \int_{1}^{-1} \circ f \circ f_{2}=\varphi^{-1}(f) \in \operatorname{Hom}\left(\boldsymbol{F}_{2}, \boldsymbol{F}_{1}\right)$. Therefore $\varphi$ is a bijection of $\operatorname{Hom}\left(\boldsymbol{F}_{2}, \boldsymbol{F}_{1}\right)$ onto $\operatorname{Hom}\left(\boldsymbol{G}_{2}, \boldsymbol{G}_{1}\right)$. Let $h \in \mathscr{P}\left(\boldsymbol{F}_{1}^{\boldsymbol{F}_{2}}\right)$. Then ${ }^{\boldsymbol{t}} h \in \boldsymbol{R}_{1}$ for every $t \in \boldsymbol{F}_{2}$. Thus, for any $t \in \boldsymbol{F}_{2}$ we have $f_{1} \circ{ }^{t} h \circ \alpha^{-1} \in S_{1}$. Let $u \in G_{2}$ be an element. Then ${ }^{u}\left(\varphi \circ h \circ \alpha^{-1}\right)(y)=\varphi\left(h\left(\alpha^{-1}(y)\right)\right)(u)=f_{1}\left(h\left(\alpha^{-1}(y)\right)\left(\int_{2}^{-1}(y)\right)\right)=$ $f_{1}\left(f_{2}^{-1}(u) f\left(\alpha^{-1}(y)\right)\right)$ holds for every $y \in J$. Thus ${ }^{u}\left(\varphi \circ h \circ \alpha^{-1}\right) \in S_{1}$. Consequently, pohor ${ }^{-1} \in \mathbb{R}\left(\boldsymbol{G}_{1}^{\mathbf{G}_{2}}\right)$. Therefore $\varphi$ is a homomorphism of $\boldsymbol{F}_{1}^{\mathbf{F}_{2}}$ onto $\boldsymbol{G}_{1}^{\mathbf{G}_{2}}$ with regard to a. Now, reversing the considerations we can show that $h \in \mathscr{R}\left(\boldsymbol{F}_{1}^{\mathbf{F}_{2}}\right)$ whenever $h \in\left(\operatorname{IOm}\left(\boldsymbol{F}_{2}, \boldsymbol{F}_{1}\right)\right)^{I}$ and $\varphi \circ h \circ \alpha^{-1} \in \mathscr{P}\left(\boldsymbol{G}_{1}^{\mathbf{G}_{\mathbf{2}}}\right)$. Therefore $\varphi$ is an isomorphism of $\boldsymbol{F}_{1}^{\mathbf{F}_{2}}$ onto $\boldsymbol{G}_{1}^{\boldsymbol{G}_{2}}$ with regard to $\alpha$. The proof of (1) is complete. The assertion (2) can be proved similarly.
4.3. Remark. It can be easily shown that if the assumptions of Theorem 4.2 are fulfilled, then the implication $\boldsymbol{F}_{1} \subseteq \boldsymbol{F}_{\mathbf{2}}$ and $\boldsymbol{G}_{1}=\boldsymbol{G}_{2} \Rightarrow \boldsymbol{F}_{1} \stackrel{\alpha}{\triangle} \boldsymbol{G}_{1} \subseteq \boldsymbol{F}_{2} \stackrel{\alpha}{\triangle} \boldsymbol{G}_{2}$ is true. Consequently, in Theorem 4.2 the assertions (1) and (2) can be replaced by the following ones:
(1) If $\boldsymbol{F}_{1} \stackrel{\text { ax }}{\sim} \boldsymbol{G}_{1}$ and $\boldsymbol{F}_{2} \stackrel{\sim}{\sim} \boldsymbol{G}_{2}$, then $F_{1}^{\mathbf{F}_{2}} \stackrel{\alpha}{\prec} \boldsymbol{G}_{1} \mathbf{G}_{2}$.
(2) If $\boldsymbol{F}_{1} \prec \boldsymbol{F}_{2}$ and $\boldsymbol{G}_{1} \sim \boldsymbol{G}_{2}$, then $\boldsymbol{F}_{1} \stackrel{\alpha}{\triangle} \boldsymbol{G}_{1} \prec \boldsymbol{F}_{2} \stackrel{\alpha}{\triangle} \boldsymbol{G}_{2}$.

The following result is evident.
4.4 Theorem. Let $\boldsymbol{F}$ with domain $I$ and $\boldsymbol{G}=(G, S)$ with domain $J$ be relational shitems of the same type. Let $G$ be a singleton and $S \neq \emptyset$. Let $\alpha: I \rightarrow J$ be a bijection. Let $\beta: \alpha \rightarrow I$ and $\gamma: \alpha^{-1} \rightarrow J$ be the bijections defined by $\beta(x, y)=x$ and $\gamma(y, x)=y$ for all $(x, y) \in \alpha$. Then

$$
\begin{gather*}
\boldsymbol{F} \stackrel{\alpha}{\triangle} \boldsymbol{G} \stackrel{\beta}{\sim} \boldsymbol{F}  \tag{1}\\
\boldsymbol{G}{ }^{\alpha-1}{ }^{\triangle} \boldsymbol{F} \stackrel{\gamma}{\sim} \boldsymbol{G}
\end{gather*}
$$

4.5. Theorem. Let $\boldsymbol{F}=(F, R)$ with domain $l, G=(C, S)$ with domain $J$ and $H=(H, T)$ with domain $K$ be relational systems of the same type. Let a $I \rightarrow J$ and $\beta: J \rightarrow K$ be hijections. Let $\gamma: a-K$ and $\delta: \beta$ o a $-\beta$ be the bijections defined by $\gamma(x, y)=\beta(y)$ for all $(x, y) \in(x$ and $\delta(x, z)=(a(x), z)$ for all $(x, z) \in \beta \circ$ r. Finally, let $\lambda: \gamma \rightarrow \delta$ be the bijection defined by $\lambda(x, y, z)=(x, z, y, z)$ for all $(x, y, z) \in \gamma$. Then

$$
\left(\boldsymbol{F}^{\alpha} \cdot \boldsymbol{G}\right) \wedge^{\gamma} \boldsymbol{H} \stackrel{\lambda}{\sim}(\boldsymbol{F} \stackrel{\beta 0 \alpha}{\triangle} \boldsymbol{H})^{\circ} \cdot(\boldsymbol{G} \stackrel{\beta}{\triangle} \boldsymbol{H})
$$

Proof. Let $\mathrm{pr}_{F}: F \times\left(; \rightarrow F\right.$ and $\operatorname{pr}_{G}: F \times C \rightarrow G$ be the projections. For any $h \in \operatorname{Hom}_{\gamma-1}\left(\boldsymbol{H}, \boldsymbol{F}{ }^{\ell} \cdot \boldsymbol{G}\right)$ put $h_{F}=\operatorname{pr}_{F} \circ h$ and $h_{G}=\mathrm{pr} \mathrm{r}_{G}$ oh. (.learly,
 are the bijections defined by $\varrho(x, y)=x$ and $\sigma(x, y)=y$ whenever $(x, y) \in$ a. Since $\varrho \circ \gamma^{-1}=(\beta \circ a)^{-1}$ and $\sigma \circ \gamma^{-1}=\beta^{-1}$, by l.4.b) we have $h_{F} \in \operatorname{Homm}_{(\beta \circ \alpha)^{-1}}(\boldsymbol{H}, \boldsymbol{F})$ and $h_{G} \in \operatorname{Hom}_{\beta-1}(\boldsymbol{H}, \boldsymbol{G})$. Further, let, $h_{1} \in \operatorname{Hom}_{\left(\beta 0 c()^{-1}\right.}(\boldsymbol{H}, \boldsymbol{F})$ and $h_{2} \in \operatorname{Hom}_{\beta_{j-1}}(\boldsymbol{H}, \boldsymbol{G})$ and put $h(t)=\left(h_{1}(t), h_{2}(t)\right)$ for all $t \in H$. Let $f \in T$. Then $h\left(f\left(f_{i}(x, y)\right)\right)=$ $\left(h_{1}(f(\gamma(x, y))), h_{2}(f(\gamma(x, y)))\right)=\left(h_{1}(f(\beta(a(x)))), h_{2}(f(\beta(y)))\right)$ for all $(x, y) \in$ $\alpha$. Since $h_{1} \circ f \circ \beta \circ \alpha \in R$ and $h_{2} \circ f \circ \beta \in S_{1}$ we have $h \circ f \circ \gamma \in \mathscr{R}\left(\boldsymbol{F}{ }^{\alpha} \cdot \boldsymbol{G}\right)$. Therefore $h \in \operatorname{Hom}_{\gamma-1}\left(\boldsymbol{H}, \boldsymbol{F}^{\alpha} \cdot \boldsymbol{G}\right)$ and clearly $h_{1}=h_{F}, h_{2}=h_{G}$. Now, let $\underset{y}{ }$ : $\operatorname{Hom}_{\gamma-1}\left(\boldsymbol{H}, \boldsymbol{F}^{\alpha} \cdot \boldsymbol{G}\right)-\operatorname{Hom}_{(\beta \circ \alpha)^{-1}}(\boldsymbol{H}, \boldsymbol{F}) \times \operatorname{Hom}_{\beta-1}(\boldsymbol{H}, \boldsymbol{G})$ be the mapping defined by $\varphi(h)=\left(h_{F}, h_{G}\right)$ whenever $h \in \operatorname{llom}_{\gamma-1}\left(\boldsymbol{H}, \boldsymbol{F}^{\alpha} \cdot \boldsymbol{G}\right)$. We have proved that $\rho$ is surjective. But $\varphi$ is clearly injective and hence it is a bijection. Let $g \in \mathscr{R}\left(\left(F^{*}\right.\right.$. G) $\left.{ }^{\gamma} \triangle \boldsymbol{H}\right)$. Then ${ }^{t} g \in \mathscr{R}\left(\boldsymbol{F}^{\alpha} \cdot \boldsymbol{G}\right)$ for all $t \in I$. Thus, there exist $p \in R$ and $q \in S$ such that ${ }^{t} g(x, y)=(p(x), q(y))$ for all $(x, y) \in \alpha$. For any $(x, z, y, z) \in \delta$ we have $\varphi\left(g\left(\lambda^{-1}(x, z, y, z)\right)\right)=\varphi(g(x, y, z))=\left((g(x, y, z))_{F},(g(x, y, z))_{G}\right)$. Put $r(x, z)=(g(x, \alpha(x), z))_{F}$ for every $(x, z) \in \beta \circ a$ and $s(y, z)=\left(g\left(\alpha^{-1}(y), y, z\right)\right)_{G}$ for cvery $(y, z) \in \beta$. Then $\varphi\left(g\left(\lambda^{-1}(x, z, y, z)\right)\right)=(r(x, z), s(y, z))$ for all $(x, z, y, z) \in \delta$ and $r \in\left(\operatorname{Hom}_{(\beta \circ \alpha))^{-1}}(\boldsymbol{H}, \boldsymbol{F})\right)^{\beta 0 \alpha}, s \in\left(\operatorname{Hom}_{\beta-1}(\boldsymbol{H}, \boldsymbol{G})\right)^{\beta}$. Now we have

$$
\begin{aligned}
{ }^{t} r(x) & =r(x, \beta(\alpha(x)))(t)=(g(x, \alpha(x), \beta(\alpha(x))))_{F}(t) \\
& =\operatorname{pr}_{r} \cdot(g(x, \alpha(x), \beta(\alpha(x)))(t))=\operatorname{pr}_{F}\left({ }^{t} g(x, \alpha(x))\right) \\
& =\operatorname{pr}_{F}(p(x), q(\alpha(x)))=p(x)
\end{aligned}
$$

for any $t \in M$ and $x \in I$. Hence ${ }^{t} r=p$ for all $t \in H$. Similarly,

$$
\begin{aligned}
{ }^{t} s(y) & =s(y, \beta(y))(t)=\left(g\left(\alpha^{-1}(y), y: \beta(y)\right)\right)_{G}(t) \\
& =\operatorname{pr}_{G}\left(y\left(\alpha^{-1}(y), y, \beta(y)\right)(t)\right)=\operatorname{pr}_{G}\left({ }^{t} g\left(\alpha^{-1}(y), y\right)\right) \\
& =\operatorname{pr}_{G}\left(p\left(\alpha^{-1}(y)\right), q(y)\right)=q(y)
\end{aligned}
$$

for any $t \in I$ and $y \in J$. Thus ${ }^{t} s=q$ for all $t \in H$. Therefore ${ }^{t} r \in R$ and ${ }^{t} s \in S$ for all $t \in H$. Consequently, $r \in \mathscr{R}(\boldsymbol{F} \stackrel{\beta \circ \alpha}{\triangle} \boldsymbol{H})$ and $s \in \mathscr{R}(\boldsymbol{G} \stackrel{\beta}{\triangle} \boldsymbol{H})$. This results in $\varphi \circ g \circ \lambda^{-1} \in \mathscr{R}\left((\boldsymbol{F} \stackrel{\beta \circ \alpha}{\triangle} \boldsymbol{H})^{\delta} \cdot(\boldsymbol{G} \stackrel{\beta}{\triangle} \boldsymbol{H})\right)$ and we have proved that $\varphi$ is a homomorphism of $\left(\boldsymbol{F}^{\circ} \cdot \boldsymbol{G}\right){ }^{\chi} \boldsymbol{H}$ onto $\left(\boldsymbol{F} \triangle^{\beta \circ \alpha} \boldsymbol{H}\right)^{\delta} \cdot(\boldsymbol{G} \stackrel{\beta}{\triangle} \boldsymbol{H})$ with regard to $\lambda$. Reversing the argument we can easily show that $\varphi \circ g \circ \lambda^{-1} \in \mathscr{R}\left(\left(\boldsymbol{F}^{\beta \circ \alpha} \triangle \boldsymbol{H}\right)^{\delta} \cdot(\boldsymbol{G} \stackrel{\beta}{\triangle} \boldsymbol{H})\right)$ implies $\boldsymbol{g} \in \mathscr{R}\left(\left(\boldsymbol{F}^{\alpha} \cdot \boldsymbol{G}\right) \stackrel{\gamma}{\triangle} \boldsymbol{H}\right)$ whenever $g \in\left(\operatorname{Hom}_{\gamma^{-1}}\left(\boldsymbol{H}, \boldsymbol{F}^{\alpha} \cdot \boldsymbol{G}\right)\right)^{\gamma}$. Therefore $\varphi$ is an isomorphism with regard to $\lambda$ and the proof is complete.
4.6. Theorem. Let $\boldsymbol{F}=(F, R)$ with domain $I, \boldsymbol{G}=(G, S)$ with domain $J$ and $\boldsymbol{H}=\left(H, T^{\prime}\right)$ with domain $K$ be relational systems of the same type. Let $G \cap H=0$ and let $a: I \rightarrow J$ and $\beta: J \rightarrow K$ be bijections. Let $\gamma: I \rightarrow \beta$ and $\delta: \alpha-\beta$ on be the bijections defincel by $\gamma(x)=(a(x), \beta(\alpha(x)))$ for all $x \in I$ and $\delta(x, y)=(x, \beta(y))$ for all $(x, y) \in a$. Finally, let $\lambda: \gamma \rightarrow \delta$ be the bijection defined by $\lambda(x, y, z)=(x, y, x, z)$ for all $(x, y, z) \in \gamma$. Then

$$
\boldsymbol{F} \stackrel{\gamma}{\triangle}(\boldsymbol{G} \stackrel{\beta}{+} \boldsymbol{H}) \stackrel{\lambda}{\sim}(\boldsymbol{F} \stackrel{a}{\triangle} \boldsymbol{G}) \cdot(\boldsymbol{F} \stackrel{\beta \circ n}{\triangle} \boldsymbol{H})
$$

Proof. For any $h \in \operatorname{Hom}_{\gamma^{-1}}(\boldsymbol{G} \stackrel{\beta}{+} \boldsymbol{H}, \boldsymbol{F})$ let $h_{G}$ denote the restriction $h \mid(;$ and $h_{I /}$ the restriction $h \mid H$, i.e. let $h_{G}=h \circ \mathrm{id}_{G}$ and $h_{I I}=h \circ \mathrm{id}_{I}$. Clearly, $\mathrm{id}_{c_{i}} \in \operatorname{Hom}_{e}(\boldsymbol{G}, \boldsymbol{G} \stackrel{\beta}{+} \boldsymbol{H})$ and $\mathrm{id}_{\boldsymbol{I}} \in \operatorname{Hom}_{\sigma}(\boldsymbol{H}, \boldsymbol{G} \stackrel{\beta}{+} \boldsymbol{H})$ where $\varrho: J \rightarrow \beta$ and $\sigma$ : $K-\beta$ are the bijections defined by $\varrho(y)=(y, \beta(y))$ for all $y \in J$ and $\sigma(z)=$ $\left(;^{-1}(z), z\right)$ for all $z \in K$. Since $\gamma^{-1} \circ \varrho=a^{-1}$ and $\gamma^{-1} \circ \sigma=(\beta \circ a)^{-1}$, by 1.4.b)
 $\operatorname{Hom}_{, 1-1}(\boldsymbol{G}, \boldsymbol{F}), h_{2} \in \operatorname{Hom}_{(; 30 x)^{-1}}(\boldsymbol{H}, \boldsymbol{F})$ and put. $h=h_{1} \cup h_{2}$. Let $f \in \mathscr{P}(\boldsymbol{G}+\boldsymbol{i}+\boldsymbol{H})$. Then (i) there exists $p \in S$ such that $f(y, \therefore)=p(y)$ for all $(y, z) \in \beta$, or (ii) there exist.s $q \in T$ such that $f(y, z)=q(z)$ for all $(y, z) \in \beta$. Let the condition (i) be fultilled. Then $h(f(\hat{f}(x)))=h(f(a(x), \beta(a(x))))=h_{2}(\mu(\beta(a(x))))$ for any $x \in I$. Hence $h \circ f \circ \gamma=h_{1} \circ p \circ a \in R$. Similarly, if the rondition (ii) is fulfilled. then we ohtain $h(f(\gamma(x)))=h(f(a(x), \beta(a(x))))=h_{2}(q(\beta(\alpha(x))))$ for all $x \in I$, i.e. $h \circ f \circ \gamma=h_{2} \circ q \circ 3 \circ 0 \in R$. Therefore $h \in \operatorname{Hom}_{\gamma-1}(G+$

 Whenewr $h \in H_{l} m_{2}-1(\boldsymbol{G}+\boldsymbol{H}, \boldsymbol{F})$. We have shown that $\varphi$ is surjective. Since $y$ is ohvionsly injective, it is a bijection. Let $g \in \mathscr{Z}\left(\boldsymbol{F} \triangle\left(\boldsymbol{G}^{\boldsymbol{\beta}}+\boldsymbol{H}\right)\right)$. Then ${ }^{t} g \in R$ for curery $t \in\left(i \cup l l\right.$. For any $(x, y, x, z) \in \delta$ we have $\varphi\left(g\left(\lambda^{-1}(x, y, x, z)\right)\right)=\varphi(g(x, y, z))=$



 for very $t \in(;$ and $x \in I$. Smilarly,

$$
\begin{aligned}
{ }^{t} s(x) & =s(x, a(a(x)))(1)=(!(x \cdot a(x), b(a(x)))) n^{( }(t) \\
& =g(x \cdot a(x), s(a(x)))(t)={ }^{t}!(x)
\end{aligned}
$$



 onto $(\boldsymbol{F} \ddot{\Delta} \boldsymbol{G})^{*} \cdot\left(\boldsymbol{F}{ }^{, 20 \%} \boldsymbol{\Delta}\right)$ with regard $10 \lambda$. By thereverse considerations we can show
 $g \in\left(\operatorname{llom}_{2}-1(\boldsymbol{G}+\boldsymbol{H}, \boldsymbol{F})\right)^{2}$. Therefore $\boldsymbol{r}$ is an isomorphism and the statement is proved.

However, the law $\boldsymbol{F} \hat{\triangle}(\boldsymbol{G} \cdot \boldsymbol{H}) \sim(\boldsymbol{F} \stackrel{\AA}{\triangle} \boldsymbol{G}) \stackrel{\Delta}{\Delta} \boldsymbol{H}$ does not hodd in general for relational systems $\boldsymbol{F}, \boldsymbol{G}, \boldsymbol{H}$ of the same type and for the corresponding bijections n, $f, \gamma, \delta$. Now we are aiming at giving some sufficient conditions for the validity of this law.

Let $\boldsymbol{F}=(F, R)$ be a relational system with domain 1 . The system $\boldsymbol{F}$ is called
(1) descrite if $R=\left\{f \in F^{I} \mid \exists t \in F: f(x)=t\right.$ for all $\left.x \in I\right\}$.
(2) reflexine iff the discrete relational system $G$ with domain $l$ and with carrier $\boldsymbol{F}$ satisfies $\boldsymbol{G} \leqslant \boldsymbol{F}$,
(3) complete iff $\boldsymbol{R}=F^{I}$.
4.7. Theorem. Let $\boldsymbol{F}=(F, R)$ with domain $I, \boldsymbol{G}=(G, S)$ with domain $J$ and $\boldsymbol{H}=(I I, T)$ with domain $K^{\circ}$ be relational systems of the same type. Let a: $I-J$ and $\beta: J \rightarrow K$ be bijections. Let $\gamma: I-\beta$ and $\delta: a-K$ be the bijections defined by $\gamma(x)=(a(x), \beta(a(x)))$ for all $x \in I$ and $\delta(x, y)=\beta(y)$ for all $(x, y) \in$ a. Let $G$ and $H$ be reflexive. Then

$$
\boldsymbol{F} \stackrel{\gamma}{\triangle}\left(G^{b} \cdot \boldsymbol{H}\right) \prec(\boldsymbol{F} \stackrel{\alpha}{\triangle} \boldsymbol{G}) \stackrel{\delta}{\triangle} \boldsymbol{H}
$$

Proof. First, note that $\uparrow=\delta$ is valid. Let. $\int \in \operatorname{Hom}(\boldsymbol{G} \cdot \boldsymbol{H}, \boldsymbol{F})$ and $r \in H$. By $f_{v}:\left(i-F\right.$ we denote the mapping defined by $f_{v}(u)=f(u, v)$ whenever $u \in\left({ }^{\prime}\right.$. Let
$g \in S$. Putting $g^{*}(y, z)=(g(y), v)$ for all $(y, z) \in \beta$ we get $g^{*} \in \mathscr{R}\left(\boldsymbol{G}^{\beta} \cdot \boldsymbol{H}\right)$ since $\boldsymbol{H}$ is reflexive. Hence $f \circ g^{*} \circ \gamma \in R$. However, $f\left(g^{*}(\gamma(x))\right)=f\left(g^{*}(\alpha(x), \beta(\alpha(x)))\right)=$ $f(g(\alpha(x)), v)=f_{v}(g(\alpha(x)))$ for any $x \in I$. Therefore $f \circ g^{*} \circ \gamma=f_{v} \circ g \circ \alpha$ which yields $f_{v} \circ g \circ \alpha \in R$. Consequently, $f_{v} \in \operatorname{Hom}_{\alpha_{-1}}(\boldsymbol{G}, \boldsymbol{F})$. Let $u \in G, h \in T$ and put $\bar{h}(y, z)=(u, h(z))$ for all $(y, z) \in \beta$. Then $\bar{h} \in \mathscr{R}\left(\boldsymbol{G} \cdot{ }^{\beta} \cdot \boldsymbol{H}\right)$ because $\boldsymbol{G}$ is reflexive. Thus $f \circ \bar{h} \circ \gamma \in R$. Let $f^{\prime}: H \rightarrow \operatorname{Hom}_{\alpha-1}(\boldsymbol{G}, \boldsymbol{F})$ be the mapping defined by $f^{\prime}(v)=f_{v}$ for every $v \in H$. Then ${ }^{u}\left(f^{\prime} \circ h \circ \delta\right)(x)=f^{\prime}(h(\delta(x, \alpha(x))))(u)=$ $f^{\prime}(h(\beta(\alpha(x))))(u)=f_{h(\beta(\alpha(x)))}(u)=f(u, h(\beta(\alpha(x))))=f(\bar{h}(\alpha(x), \beta(\alpha(x))))=$ $f(\bar{h}(\gamma(x)))$ for all $u \in G$ and $x \in I$. So ${ }^{u}\left(f^{\prime} \circ h \circ \delta\right)=f \circ \bar{h} \circ \gamma$ for all $u \in G$ and this implies ${ }^{u}\left(f^{\prime} \circ h \circ \delta\right) \in R$ for all $u \in G$. Hence $f^{\prime} \circ h \circ \delta \in \mathscr{R}(\boldsymbol{F} \triangle \boldsymbol{G})$ and $f^{\prime} \in \operatorname{Hom}_{\boldsymbol{\delta}-1}(\boldsymbol{H}, \boldsymbol{F} \triangle \underset{\boldsymbol{Q}}{\wedge})$. Now we can define a mapping $\varphi: \operatorname{Hom}_{\gamma-1}\left(\boldsymbol{G} \cdot{ }^{\beta} \cdot \boldsymbol{H}, \boldsymbol{F}\right) \rightarrow$ $\operatorname{Hom}_{\delta^{-1}}(\boldsymbol{H}, \boldsymbol{F} \stackrel{\alpha}{\triangle} \boldsymbol{G})$ by $\varphi(f)=f^{\prime}$ for every $f \in \operatorname{Hom}_{\gamma^{-1}}\left(\boldsymbol{G}^{\beta} \cdot \boldsymbol{H}, \boldsymbol{F}\right)$. It is easy to see that $\varphi$ is an injection. Let $p \in \mathscr{R}\left(\boldsymbol{F} \widehat{\triangle}^{\gamma}\left(\boldsymbol{G}^{\beta} \cdot \boldsymbol{H}\right)\right)$. Then ${ }^{(u, v)} p \in R$ for all $(u, v) \in\left(\dot{i} \times H\right.$. We are to show that $\varphi \circ p \in \mathscr{R}\left(\left(\boldsymbol{F} \stackrel{\alpha}{\triangle}_{\triangle}^{\boldsymbol{G}}\right) \stackrel{\delta}{\triangle} \boldsymbol{H}\right)$, i.e. ${ }^{v}(\varphi \circ$ $p) \in \mathscr{R}(\boldsymbol{F} \stackrel{\alpha}{\triangle} \boldsymbol{G})$ for every $v \in H$, but this is equivalent to ${ }^{u}\left({ }^{v}(\varphi \circ p)\right) \in R$ for all $(u, v) \in\left(i \times H\right.$. For any $x \in I$ and $(u, v) \in G \times H$ we have ${ }^{u}\left({ }^{v}(\varphi \circ p)\right)(x)={ }^{v}(\varphi \circ$ $p)(x, \alpha(x))(u)=\varphi(p(x, \alpha(x), \beta(\alpha(x))))(v)(u)=(p(x, \alpha(x), \beta(\alpha(x))))^{\prime}(v)(u)=$ $(p(x, \alpha(x), \beta(\alpha(x))))_{v}(u)=p(x, \alpha(x), \beta(\alpha(x)))(u, v)={ }^{(u, v)} p(x)$. So ${ }^{u}\left({ }^{v}(\varphi \circ p)\right)=$ ${ }^{(u, v)} p$ for all $(u, v) \in G \times H$ and hence ${ }^{u}\left({ }^{v}(\varphi \circ p)\right) \in R$ for all $(u, v) \in G \times H$. Thus $\varphi \circ p \in \mathscr{R}((\boldsymbol{F} \stackrel{\alpha}{\triangle} \boldsymbol{G}) \stackrel{\delta}{\triangle} \boldsymbol{H})$. Reversing the previous considerations we can easily show that $\varphi \circ p \in \mathscr{R}((\boldsymbol{F} \stackrel{\alpha}{\triangle} \boldsymbol{G}) \stackrel{\delta}{\triangle} \boldsymbol{H})$ implies $p \in \mathscr{R}\left(\boldsymbol{F} \wedge_{\triangle}^{\triangle}\left(\boldsymbol{G}^{\beta} \cdot \boldsymbol{H}\right)\right)$ whenever $p \in\left(\operatorname{Hom}_{\gamma-1}\left(\left(\boldsymbol{G}^{\beta} \cdot \boldsymbol{H}\right) \stackrel{\nu}{\triangle}_{\boldsymbol{F}}^{\boldsymbol{F}}\right)\right)^{\gamma}$. Thus $\varphi$ is an isomorphism of $\boldsymbol{F}{ }^{\chi}\left(\boldsymbol{G}^{\beta} \cdot \boldsymbol{H}\right)$ onto the subsystem of $(\boldsymbol{F} \stackrel{\alpha}{\triangle} \boldsymbol{G}) \stackrel{\delta}{\triangle} \boldsymbol{H}$, whose carrier is $\varphi\left(\operatorname{Hom}_{\gamma^{-1}}\left(\boldsymbol{G}^{\beta} \cdot \boldsymbol{H}, \boldsymbol{F}\right)\right)$, with regard to the identity id : $\gamma \rightarrow \delta$. Therefore $\boldsymbol{F} \wedge^{\gamma}\left(\boldsymbol{G}^{\beta} \cdot \boldsymbol{H}\right) \prec(\boldsymbol{F} \stackrel{\alpha}{\triangle} \boldsymbol{G}) \Delta_{\triangle}^{\delta} \boldsymbol{H}$ and the proof is complete.
4.8. Theorem. Let the assumptions of Theorem 4.7 be fulfilled. If, moreover, $\boldsymbol{F}$ is reflexive and both $\boldsymbol{G}$ and $\boldsymbol{H}$ are discrete, then

$$
\boldsymbol{F} \stackrel{\gamma}{\triangle}_{\triangle}\left(\boldsymbol{G}^{\beta} \cdot \boldsymbol{H}\right) \sim(\boldsymbol{F} \stackrel{\alpha}{\triangle} \boldsymbol{G}) \stackrel{\delta}{\triangle}_{\triangle}^{\boldsymbol{H}}
$$

Proof. If $\boldsymbol{F}$ is reflexive and both $\boldsymbol{G}$ and $\boldsymbol{H}$ are discrete, then clearly $\boldsymbol{G}^{\boldsymbol{\beta}} \cdot \boldsymbol{H}$ is discrete and $\boldsymbol{F} \stackrel{\alpha}{\triangle} \boldsymbol{G}$ is reflexive. Therefore $\operatorname{Hom}_{\gamma^{-1}}\left(\boldsymbol{G}^{\beta} \cdot \boldsymbol{H}, \boldsymbol{F}\right)=F^{G \times H}$ and $\operatorname{Hom}_{\delta-1}(\boldsymbol{H}, \boldsymbol{F} \stackrel{\alpha}{\triangle} \boldsymbol{G})=\left(F^{G}\right)^{H}$. The mapping $\varphi$ defined in the proof of Theorem 4.7 is obviously a bijection of $F^{G \times H}$ onto $\left(F^{G}\right)^{H}$. This fact implies the statement.

Let $\boldsymbol{F}=(F, R)$ be a relational system with domain $I$. Let $J, K$ be sets equipotent with $I$ and let $\alpha: I \rightarrow J, \beta: I \rightarrow K$ be bijections. The system $\boldsymbol{F}$ is called diagonal with regard to the pair $(\alpha, \beta)$ iff the following holds:

Let $\left\{f_{j} \mid j \in J\right\}$ be a family where $f_{j} \in R$ for all $j \in J$. Let $\left\{g_{k} \mid k \in K\right\}$ be the family of elements of $F^{I}$ defined by $g_{k}(i)=f_{\alpha(i)}\left(\beta^{-1}(k)\right)$ for every $i \in I$ and $k \in K^{\prime}$. If $g_{k} \in R$ for all $k \in K$, then putting $h(i)=f_{\alpha(i)}(i)$ whenever $i \in I$ we get $h \in R$.

It can be easily seen that $\boldsymbol{F}$ is diagonal with regard to $(\alpha, \beta)$ iff it is diagonal with regard to $(\beta, \alpha)$.

If $I=J=K$ and both $\alpha$ and $\beta$ are identities, then the diagonality of $\boldsymbol{F}$ with regard to $(\alpha, \beta)$ coincides with the diagonality of $\boldsymbol{F}$ introduced in [5]. If, moreover, $I$ is finite, then $\boldsymbol{F}$ is diagonal with regard to $(\alpha, \beta)$ iff $R$ satisfies the diagonal property defined in [4]. In particular, if card $I=2$, i.e. if $R$ is a binary relation on $F$, then $\boldsymbol{F}$ is diagonal with regard to ( $\alpha, \beta$ ) iff $R$ is transitive.
4.9. Theorem. Let the assumptions of Theorem 4.7 be fulfilled. If, moreover, $\boldsymbol{F}$ is diagonal with regard to $(\alpha, \beta \circ \alpha)$, then

$$
\boldsymbol{F} \stackrel{\gamma}{\triangle}^{\gamma}\left(\boldsymbol{G}^{\beta} \cdot \boldsymbol{H}\right) \sim\left(\boldsymbol{F} \stackrel{\alpha}{\triangle}_{\triangle}^{\boldsymbol{G}}\right) \stackrel{\delta}{\triangle} \boldsymbol{H} .
$$

Proof. Let $g \in \operatorname{Hom}_{\delta^{-1}}(\boldsymbol{H}, \boldsymbol{F} \stackrel{\alpha}{\triangle} \boldsymbol{G})$ and put $f(u, v)=g(v)(u)$ for any $u \in G$ and $v \in H$. Let $h \in \mathscr{R}\left(\boldsymbol{G}^{\beta} \cdot \boldsymbol{H}\right)$. Then there exist $h_{1} \in S$ and $h_{2} \in T$ such that $h(y, z)=\left(h_{1}(y), h_{2}(z)\right)$ for all $(y, z) \in \beta$. As $g \circ h_{2} \circ \delta \in \mathscr{R}\left(\boldsymbol{F} \stackrel{\alpha}{\triangle}_{\triangle}^{\boldsymbol{G}}\right)$, we have ${ }^{u}\left(g \circ h_{2} \circ \delta\right) \in R$ for every $u \in G$. Thus, putting $f_{j}={ }^{h_{1}(j)}\left(g \circ h_{2} \circ \delta\right)$ whenever $j \in J$ we get $f_{j} \in R$. Next, as $g(v) \in \operatorname{Hom}_{\alpha^{-1}}(\boldsymbol{G}, \boldsymbol{F})$ for all $v \in H$, we have $g\left(h_{2}(k)\right) \in \operatorname{Hom}_{\alpha^{-1}}(\boldsymbol{G}, \boldsymbol{F})$ for all $k \in K$. Therefore, putting $g_{k}=g\left(h_{2}(k)\right) \circ h_{\downarrow} \circ \alpha$ we get $g_{k} \in R$ whenever $k \in K$. Further,

$$
\begin{aligned}
f_{\alpha(i)}\left((\beta \circ \alpha)^{-1}(k)\right) & ={ }^{h_{1}(\alpha(i))}\left(g \circ h_{2} \circ \delta\right)\left((\beta \circ \alpha)^{-1}(k)\right) \\
& =g\left(h_{2}\left(\delta\left((\beta \circ \alpha)^{-1}(k),\left(\alpha \circ(\beta \circ \alpha)^{-1}\right)(k)\right)\right)\right)\left(h_{1}(\alpha(i))\right) \\
& =g\left(h_{2}\left(\left(\beta \circ \alpha \circ(\beta \circ \alpha)^{-1}\right)(k)\right)\right)\left(h_{1}(\alpha(i))\right) \\
& =f\left(h_{1}(\alpha(i)), h_{2}(k)\right)
\end{aligned}
$$

and

$$
g_{k}(i)=g\left(h_{2}(k)\right)\left(h_{1}(\alpha(i))\right)=f\left(h_{1}(\alpha(i)), h_{2}(k)\right)
$$

for all $i \in I$ and $k \in K$. Hence $g_{k}(i)=f_{\alpha(i)}\left((\beta \circ \alpha)^{-1}(k)\right)$ for every $i \in I$ and $k \in K$. Since $\boldsymbol{F}$ is diagonal with regard to $(\alpha, \beta \circ \alpha)$ and since

$$
f_{\star(i)}(i)=f\left(h_{1}(\alpha(i)), h_{2}(\beta(\alpha(i)))\right)=f(h(\alpha(i), \beta(\alpha(i))))=f(h(\gamma(i)))
$$

holds for every $i \in I$, we have $f \circ h \circ \gamma \in R$. Consequently, $f \in \operatorname{Hom}_{\gamma^{-1}}\left(\boldsymbol{G}^{\beta} \cdot \boldsymbol{H}, \boldsymbol{F}\right)$. Now, if $\varphi$ is the mapping defined in th proof of Theorem 4.7, then $g=\varphi(f)$ and therefore $\varphi$ is a surjection. This yields the statement.

Let us conclude with the following evident assertion:
4.10. Proposition. Let $\boldsymbol{F}$ with domain $I, \boldsymbol{G}$ with domain $J$ and $\boldsymbol{H}$ with domain $K$ be relational systems of the same type. Let $\alpha, \beta, \gamma, \delta$ be the bijections defined in the same way as in Theorem 4.7. If $\boldsymbol{F}$ is complete, then

$$
F \stackrel{\gamma}{\triangle}^{\gamma}\left(G^{\beta} \cdot \boldsymbol{H}\right) \sim(F \stackrel{\alpha}{\triangle} G) \stackrel{\delta}{\triangle} \boldsymbol{H}
$$
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