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ABSTRACT
CareNet is an integrated wireless sensor environment for re-
mote healthcare that uses a two-tier wireless network and an
extensible software platform. CareNet provides both highly
reliable and privacy-aware patient data collection, transmis-
sion and access. This paper describes our system architec-
ture, software development, and the results of our field stud-
ies.

1. INTRODUCTION
The cost of health care for our nation’s aging population

has become a national concern. According to the U.S. Cen-
sus Bureau, the number of people over the age of 65 is ex-
pected to hit 70 million by 2030, having doubled since 2000.
Health care expenditures in the United States are projected
to rise to 15.9% of the GDP ($2.6 trillion) by 2010.

Recent advances in wireless sensor networks have made
it possible to deploy wearable sensors on the bodies of pa-
tients in a residential setting, allowing continuous monitor-
ing of physiological signals (such as ECG, blood oxygen lev-
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els) and other health related information (such as physical
activity levels). The application of wireless sensor networks
in a medical care environment provides a unique opportunity
to shift health care outside a traditional clinical setting to
a patient/home-centered setting, and to reduce healthcare
expenses through more efficient use of clinical resources and
earlier detection of medical conditions.

There remains a significant gap between the availability
of the sensing technology and our ability to bring it into
general use for home medical sensing. A medical sensing
system must provide reliable and privacy-preserving infor-
mation transmission between patients’ homes and the care
giver. In light of such need, we present CareNet, an inte-
grated wireless sensor environment for remote healthcare.
Our system has the following features.

• High reliability and performance. Our wireless network-
ing infrastructure features a two-tier design. A high-performance
IEEE 802.11 wireless network is used as the backbone struc-
ture to provide local area communication coverage, while the
wearable body sensors communicate with the base-stations
of the backbone structure directly. Compared with sensor
networks in which wireless communications are solely based
on IEEE 802.15.4 standard, this design greatly improves
system reliability and performance. Further, the backbone
structure can also be equipped with audio and video sensors
which support additional multimedia communication needs
in the homecare services.

• Good scalability and extensibility. Our networking and
security software at the backbone network is built on top of
the ACE [1] environment, which is commonly used to build
extensible concurrent and networking applications. Using a
backbone structure, our hybrid network design scales much
better than a pure IEEE 802.15.4-based sensor network.

• Privacy aware data confidentiality protection. Privacy
and data confidentiality is a primary consideration in our
system design. Our system design features built-in secure
communication components which are adaptively implemented
for different networking environments and used at all com-
munication phases of the system.

• Integration with web-based patient portal. In our sys-
tem, the sensor data collection does not mark the end, but
simply the beginning of data transport. Data from the pa-
tient centric sensor network will be collected in a web-based
patient portal that is under development at Vanderbilt Med-
ical School. The portal allows care givers to efficiently access
sensor network data through a unified medical record sys-
tem. The patient portal also allows for arbitration of access
permissions for different parties (e.g. families, physicians,
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nurses, and insurance companies).
In this paper, we present the design and system proto-

type of one remote healthcare service – physical activity
monitoring, which is built on top of this environment. The
physical activity monitoring service is able to provide con-
tinuous physical movement monitoring through sensors that
are equipped with accelerometers and gyroscopes, as well
as fall detection and associated alarms. The system is also
equipped with a video sensor network which provides on-
demand video information to verify the physical activity
monitoring results.

Collaborating with Vanderbilt Homecare Services, we have
deployed our system at four patients’ homes, and tested our
system over a 24-hour period. This paper reports the per-
formance of our system prototype and presents preliminary
experimental results.

The remainder of this paper is organized as follows. Sec-
tion 2 describes our network architecture and hardware plat-
form. Section 3 presents the software design and prototype.
We report our experiment study and results in Section 4 and
conclude the paper in Section 5.

2. SYSTEM ARCHITECTURE
CareNet is built upon a heterogeneous networking infras-

tructure which involves the patient data collection, transmis-
sion, and access phases, as shown in Figure 1. This paper
focuses its discussion on the networking and system design
of the data collection phase.

802.11 802.11

Multi-hop Wireless

Backbone Network

Home

Healthcare

Gateway

Backbone Router/

Video Sensor

802.15.4

Wearable Sensor 

Wireless Body

Sensor Network

Internet Access 

Network

Medical 

Record

Database

+ Patient 

Portal 



Accessing

Client

Data Collection Transmission Access

Figure 1: System Architecture

As illustrated in the figure, a two-tier wireless network is
used to provide data sensing, collection, transmission and
processing functions. At the lower tier, a body sensor net-
work consisting of lightweight wearable sensors provides data
sensing and transmission functions. These sensors can com-
municate with the base-station sensors (which are attached
to the backbone wireless network) directly using IEEE 802.15.4
wireless standard. We use Telos motes as the hardware de-
vices. For movement sensing and fall detection, these motes
are equipped with accelerometers and gyroscopes. At this
tier, sensor devices are lightweight, wearable and mobile,
which also means they have low computation, communica-
tion power and small amount of memory. So in our design,
only necessary computational and communication tasks are
implemented at these devices.

At the upper tier of the network is a multi-hop IEEE
802.11-based wireless network which provides a high-performance
backbone structure for packet routing. We use Stargate sin-

gle board computers as the hardware devices. The back-
bone routers are connected to the base-station motes which
communicate with the mobile wearable sensors directly. The
Stargate board can also be connected with a web camera and
serve as a video sensor. Equipped with IEEE 802.11 wire-
less adaptors, the backbone routers communicate with each
other and relay the movement sensing data as well as video
streams to the home healthcare gateway. Using IEEE 802.11
wireless communication standard, this stationary backbone
structure provides a high-performance and high-reliability
packet routing service. Since IEEE 802.11 has a larger com-
munication range than IEEE 802.15.4, our design also scales
much better in terms of local area communication coverage.
Finally, the home healthcare gateway serves as an interface
between the patient’s home and the caregiver’s medical sys-
tem, which processes all the sensing data and transmits them
to the remote medical care system.

3. SOFTWARE DESIGN
CareNet is also built upon a multi-layered software infras-

tructure based on the features and functions at each of the
network tiers. The overall software architecture is shown in
Figure 2.
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Figure 2: Software Architecture

We use the TinyOS [2] operating system and the NesC [3]
programming language to implement the movement data
sensing at the wearable sensors and the data transmission
between the mobile wearable sensors and the base-stations.
The major functions of the wearable sensors are to sam-
ple, synchronize (with the base-stations), and transmit the
movement data. Beacon messages are used for hand-offs
between the base-stations and the mobile sensors when the
mobile sensors are moving into or out of the communica-
tion range of the base-station sensors. A customer-designed
and -implemented protocol based on TinySec [4] is used for
mobile sensor authentication and secure communication be-
tween mobile sensors and the base-stations.

We use Embedded Linux operating system and the ACE [1]
programming environment to implement the network com-
munication among the backbone network routers and be-
tween the backbone routers and the home healthcare gate-
way. ACE is open-source software based on C++, which en-
capsulates OS concurrency and network programming APIs.
We take advantage of ACE’s strong communication and con-
currency capabilities in our implementation. There are two
major functions implemented at this layer: as backbone
routing structure, software components are built to route
and forward the video and sensor data to the home health-
care gateway; as video sensors, video data sampling and
compression functions are also implemented. There are two
major design considerations in the backbone network rout-



ing infrastructure:
• Application-level routing. We implement the routing

protocol among the backbone routers at the application level
using TCP sockets. The reason behind this design choice is
that it can easily deal with the data loss and data replica-
tion in the wireless transmission. We implement a multi-
hop packet forwarding mechanism through TCP streams in
ACE. Since the backbone network is stationary most of the
time, we use a semi-static routing protocol to forward pack-
ets based on a routing table that can be either preconfigured
manually or updated by HELLO messages every hour. The
routing table selects the IP address and port number of the
next hop node by searching the destination node inside the
packet header. A backbone router may need to forward the
data streams from more than one video or movement sensor;
the data streams will be forwarded simultaneously through
different threads in the system. Using TCP, the secure com-
munication among backbone routers is implemented based
on SSL.

• Mobile sensor hand-off. To ensure reliable packet de-
livery during the mobile sensor and base-station hand-offs,
packets from the mobile sensors will be received by all base-
stations within their transmission ranges. This means that
the same data may be forwarded through more than one
base-station (as well as backbone routers). To remove the
duplicate data packets from the backbone network, each sen-
sor data packet is marked with a timestamp in its packet
header. Duplicate data packets that arrive late at the queue
of a router will be dropped. The remaining duplicate and
out-of-order packets will be dropped and sorted at the home
healthcare gateway.

We use the Linux operating system and the ACE program-
ming environment to develop the application software for
the home healthcare gateway, whose function is to collect,
aggregate, analyze, and forward the video and movement
sensor data.

4. EXPERIMENT
Collaborating with Vanderbilt Homecare Services, we iden-

tified four senior volunteers to participate the experiment of
our system prototype. In our experiment, five sensor motes
are mounted on each volunteer, two on the wrists, two on
the ankles, and one on the waist. Each sensor mote is ca-
pable of recording accelerations in three dimensions (x, y,
and z axis) as well as gyroscope in two dimensions (x and y
axis).

The experiment process involves a controlled experiment,
where volunteers are required to perform a set of designed
movements, and an uncontrolled experiment, where volun-
teers can perform their daily physical activities. The de-
signed movement set includes (1) Vertical stretching of each
arm; (2) Vertical stretching of both arms; (3) Drinking wa-
ter; (4) Sit-to-stand and stand-to-sit; (5) Raising each leg;
(6) Raising both legs. Each set of movements is repeated 5
times in the experiment. While sensor motes are recording
the movement data, one video camera is recording the vol-
unteer’s motion images simultaneously. Both sensor move-
ment data and video images are sent back and stored in the
home healthcare gateway. We synthesized movement and
video data based on their timestamps, then playback and
compare their synchronicity.

Figure 3 shows the result of “sit-to-stand and stand-to-
sit” experiment. The sensor motes communicated on a sin-

gle channel. The sensor data rate is about 33Hz. (Each
mote sent a packet every 30ms. With five motes, the sen-
sor network transmitted a packet every 6ms on average).
We received more than 400 movement packets from each of
the five sensors, and for each packet we recorded the X-, Y-
, Z-axis accelerations and the rotations around X-, Y-axis.
We also show the corresponding image data when receiving
movement packets 100 and 140. The image data are used
for movement data verification and analysis.
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Figure 3: Sit-to-stand and stand-to-sit experiment

5. CONCLUDING REMARKS
This paper presents CareNet, an integrated wireless sen-

sor environment for remote healthcare. The proposed sys-
tem features a two-tier wireless network architecture, an
extensible software platform, and a built-in security com-
munication component, which effectively address the need
of reliable and privacy-preserving information transmission
between patients’ homes and the caregiver. Our system pro-
totype is tested at four patients’ homes. The preliminary
experiments show promising results for our solution.
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