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We study the carrier-density-dependent recombination dynamics in m-plane InGaN/GaN multiple quantum

wells in the presence of n-type background doping by time-resolved photoluminescence. Based on Fermi’s

golden rule and Saha’s equation, we decompose the radiative recombination channel into an excitonic and an

electron-hole pair contribution, and extract the injected carrier-density-dependent bimolecular recombination

coefficients. Contrary to the standard electron-hole picture, our results confirm the strong influence of excitons

even at room temperature. Indeed, at 300 K, excitons represent up to 63 ± 6% of the photoexcited carriers. In

addition, following the Shockley-Read-Hall model, we extract the electron and hole capture rates by deep levels

and demonstrate that the increase in the effective lifetime with injected carrier density is due to asymmetric capture

rates in presence of an n-type background doping. Thanks to the proper determination of the density-dependent

recombination coefficients up to high injection densities, our method provides a way to evaluate the importance

of Auger recombination.
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I. INTRODUCTION

c-plane InGaN/GaN quantum wells (QWs) are the pre-

vailing active layers in III-nitride-based light-emitting diodes

(LEDs), which already achieve high luminous efficiency for

white LEDs (∼100 lm/W) and long lifetime (∼10 000 h)

[1,2]. However, because of the large built-in polarization field

(∼MV/cm) along the growth direction, the well thickness of

c-plane QWs is typically limited to 2–3 nm to maintain a

sufficient radiative recombination rate [3]. Note that at high

current injection, such a narrow well thickness results in

a high carrier density, which enhances the efficiency droop

[4]. Thanks to the absence of any built-in polarization field,

wider well thicknesses can be used with nonpolar m-plane

InGaN/GaN QWs, which therefore possess a great potential for

LED applications [5], in particular to reduce the influence of

the efficiency droop [6]. In addition, because of their in-plane

asymmetry, m-plane InGaN/GaN QWs are strong candidates

for the realization of polarized light sources with an improved

efficiency and promising properties for liquid-crystal displays

[7]. Apart from their great potential for optoelectronic devices,

m-plane InGaN/GaN QWs are a suitable platform to elucidate

the complex mechanisms linked to carrier-density-dependent

recombinations because of the absence of quantum confined

Stark effect (QCSE) [8–14].

Since Auger recombination is often assumed to be the main

reason for the efficiency droop, much effort has been devoted

to the study of the Auger recombination process based on the

so-called ABC model [15]. Nevertheless, the main difficulty

lies in identifying unambiguously the nonradiative coefficient

A and the bimolecular coefficient B, both being prerequisites

to a proper determination of the Auger coefficient C. Due to

the presence of unintentional n-type doping in InGaN/GaN

QWs, both the experimentally deduced Shockley-Read-Hall
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(SRH) recombination coefficient and the theoretical one reveal

a saturation behavior upon increasing carrier density [16–19].

Contrary to what is often assumed, it is therefore inappropriate

to use a constant A coefficient. Likewise, the B coefficient

cannot be treated as a constant since, at high density, when the

system gets degenerate, phase-space filling drastically reduces

B [20]. Moreover, considering the large binding energy of

excitons in thin InGaN/GaN QWs (both polar and nonpolar

ones), exciton recombination is expected to play an important

role even at room temperature [21,22].

In this paper, using time-resolved photoluminescence

(TRPL) with high temporal resolution (better than 100 ps),

we study the density-dependent recombination dynamics in

m-plane InGaN/GaN multiple QWs at different temperatures.

We are able to determine both the effective lifetime through

the decay of the signal and the radiative lifetime through the

recording of the PL signal at initial time delays. By taking

into account the n-type doping, phase-space filling, and the

equilibrium between excitons and electron-hole pairs (e-h),

we evaluate the density-dependent A and B coefficients, and

obtain an upper limit for the C coefficient in our sample. After

a detailed description of the model accounting for density-

dependent recombination dynamics, the experimental results

are critically analyzed within the framework of this model.

II. MODELING OF CARRIER-DENSITY-DEPENDENT

RECOMBINATION DYNAMICS

In order to model the carrier-density-dependent recombi-

nation dynamics, we start from the well-known ABC model

−
dn

dt
= An + Bn2 + Cn3, (1)

where n is the carrier density in the active region, the A term

takes into account SRH recombinations, B is the bimolecular

recombination coefficient which describes the radiative

recombinations, and finally, the C coefficient characterizes

the dependence of the Auger recombinations as a function
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of carrier density. Though this model is widely used in the

literature, it is only valid when the doping concentration

n0 and the injected carrier density n are low enough

(n0 < 1016 cm−3 and n < 1018 cm−3). Indeed, at low injection

(n < 1016 cm−3), residual doping could play an important

role [18]. Similarly, above 1018 cm−3, it has been shown that

Fermi filling influences the carrier dynamics [23]. Since we

investigate a sample with a relatively high n-type background

density (n0 ≈ 1018 cm−3, extracted from capacitance-voltage

measurements) over a wide range of n values (from 1015 to

1019 cm−3), the ABC model should be modified accordingly.

In addition, the ABC model only describes the dynamics of

e-h pairs recombination. In our case, the exciton binding

energy Eb is estimated to be larger than 26 meV due to

quantum confinement [24]. As a consequence, even at room

temperature (kBT ≈ 26 meV), the influence of excitons needs

to be taken into account. In the following, we will describe

our modified ABC model.

As discussed before, it has been proven that considering

the A coefficient as a constant is invalid as soon as the

injected carrier density gets close to the residual doping one

in InGaN/GaN QWs [19]. According to the SRH model, the

lifetime of SRH recombinations τnr,SRH in presence of an

n-type background doping should be written as [16,17,19]

τnr,SRH = τp0 + τn0

ne−h

ne−h + n0

, (2)

where τp0 (τn0) is the hole (electron) capture time by deep level

defects each one of them being occupied by one electron (hole),

ne−h is the excess e-h plasma density (assuming ne−h = n for

the moment), and n0 is the n-type background density. The dif-

ference between τp0 and τn0 is mainly attributed to the different

capture cross sections and velocities for electrons and holes.

Under high injection, the Auger recombination channel

becomes the dominant nonradiative recombination mechanism

and its lifetime τnr,Auger is defined as

τnr,Auger = [Cehe(n0 + ne−h)2 + Cehhne−h(n0 + ne−h)]−1, (3)

where Cehe (Cehh) is the Auger recombination coefficient,

which denotes that the energy from e-h recombinations is

transferred to a third particle: electron (hole). It has been

reported that the value of Cehe and that of Cehh are close to

each other [25], we thus assume here for simplicity that Cehe =
Cehh = CAuger. As a result, the total nonradiative lifetime of

the e-h plasma, including SRH and Auger recombinations, is

expressed as follows:

τnr,e−h =
(

τ−1
nr,SRH + τ−1

nr,Auger

)−1
. (4)

Figure 1 shows the impact of the n-type background density

on the lifetimes of SRH and Auger recombinations at 300 K,

with the parameters τp0 = 1.4 × 10−9 s, τn0 = 6 × 10−9 s,

CAuger = 1 × 10−31 cm6 s−1 extracted from our experiment

(see Sec. V). The upper x axis denotes the two-dimensional

(2D) ne−h, considering the 3.3 nm QW thickness of our

sample. As shown in Fig. 1, upon increasing ne−h, τnr,SRH

shows two plateaus at τp0 for low densities and τp0 + τn0

for high densities. The origin of such a behavior lies in: (1)

the asymmetric electron and hole capture times and (2) the

ne−h dependence of the fraction of defect levels occupied

by electrons [17]. At low injection, most defect levels are

FIG. 1. Impact of different n-type background doping concen-

trations (n0) on the lifetimes of SRH (solid curves) and Auger

(dashed curves) recombinations at 300 K, obtained with the following

parameters: hole capture time of defects τp0 = 1.4 × 10−9 s, electron

capture time of defects τn0 = 6 × 10−9 s, and Auger recombination

coefficient CAuger = 1 × 10−31 cm6 s−1.

occupied by background electrons, the annihilation of these

electrons on the defect levels only depends on the hole capture

time τp0. At high injection, the fraction of defect levels

occupied by electrons decreases, because the photocarrier

density exceeds the background doping. Consequently, for

these deep levels, τnr,SRH becomes dependent on both the

electron and hole capture time τp0 + τn0, which can be one

order of magnitude larger than τp0 in GaN-based QWs [19].

In addition, Fig. 1 demonstrates that Auger recombination

only plays a role at very high injection n > 1 × 1019 cm−3 and

would be slightly enhanced by the n-type background doping

when n0 > 1 × 1019 cm−3.

Concerning the radiative lifetime of the e-h plasma τr,e−h,

instead of using the standard equation:

1/[B(ne−h + n0)], (5)

one should consider the phase-space filling effect, which leads

to a drastic decrease in the B term when the plasma becomes

degenerate [23]. As a consequence, it is necessary to derive

τr,e−h from Fermi’s golden rule. The density-dependent τr,e−h

is therefore described as follows:

Rsp =
ne−h

τr,e−h

, (6)

Rsp =
1

τ0

∞
∫

EQW

g2D(E)fe(E)fh(E)dE, (7)

g2D =
µ

π�2
H (E − EQW), (8)

fe =
[

exp

(

(E − EQW)µ/me − Ef,e

kBT

)

+ 1

]−1

, (9)

fh =
[

exp

(

(E − EQW)µ/mh − Ef,h

kBT

)

+ 1

]−1

, (10)
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FIG. 2. (a) Injected carrier-density-dependent τr,e−h for different n-type background concentrations (n0) at 300 K, with the average

recombination time τ0 = 6.2 × 10−6 s. (b) Corresponding injected carrier-density-dependent PL intensity given by Ipl ∝ ne−h/τr,e−h.

Ef,e = kBT ln

[

exp

(

π�
2(n0 + ne−h)

mekBT

)

− 1

]

, (11)

Ef,h = kBT ln

[

exp

(

π�
2ne−h

mhkBT

)

− 1

]

, (12)

µ = memh/(me + mh), (13)

where Rsp is the spontaneous recombination rate, τr,e−h is

the radiative lifetime of the e-h plasma, 1/τ0 is the average

recombination rate which depends on the oscillator strength,

g2D is the two-dimensional (2D) joint density of states,

H (E − EQW) is the Heaviside step function, EQW is the optical

band gap of the QWs, E is the emission energy, fe (fh) is the

Fermi-Dirac distribution for electrons (holes), Ef,e (Ef,h) is

the quasi-Fermi level energy of electrons (holes), and µ is

the in-plane carrier reduced mass. me = 0.2 m0 is the effective

electron mass and mh = √
m‖m⊥ is the geometric mean value

of the in-plane effective hole mass in the first valence band.

By using k·p simulations [26], we estimate the effective mass

along the c axis to be m‖ = 1.83 m0 and the one in the

perpendicular direction to be m⊥ = 0.185 m0. Note that we

only consider the transition between the conduction band and

the first valence band. It is a valid approximation because the

energy splitting between the first and second valence bands in

m-plane InGaN/GaN QWs (35 meV in the present sample as

deduced from k·p simulations) [26] is larger than the thermal

activation energy at 300 K. In addition, � is the reduced Planck

constant, and m0 is the electron rest mass.

Figure 2(a) evidences the influence of the n-type back-

ground doping on the radiative lifetime of the e-h plasma at

300 K. We see that τr,e−h can be significantly reduced when

increasing n0 at low injection. In addition, because of the

effect of phase-space filling, τr,e−h saturates at high n values

around 1 × 1020 cm−3. Figure 2(b) presents the corresponding

PL intensity as a function of ne−h at 300 K, defined as Ipl ∝ Rsp.

It clearly shows that the quadratic increase in Ipl as a function

of ne−h, following the bimolecular recombination mechanism,

is only valid when ne−h lies in between n0 and the degenerate

density. These results justify the use of Fermi’s golden rule

to properly describe the e-h plasma radiative recombinations

over a wide range of carrier densities.

As stated previously, considering the large exciton binding

energy in m-plane InGaN/GaN QWs, it is necessary to evaluate

the impact of excitons on the recombination dynamics at

300 K. In our TRPL experiment, the equilibrium between

excitons and the e-h plasma can be established by interparticle

collisions within a few femtosecond time scale, which is much

faster than the time scale for carrier recombination [27]. We

therefore assume that equilibrium is established initially just

after the excitation pulse. The ratio between exciton and the

e-h plasma densities in a QW is usually determined by the

standard Saha’s equation derived from Boltzmann distribution

[28]. This equation does not consider any Coulomb screening.

Here we use instead the first order corrected Saha’s equation

(in the 2D case), which accounts for the Mott transition

[29]:

(ne−h + n0)ne−h

nx

=
µkBT

2π�2

1

exp(Eb/kBT ) − 1
, (14)

n = nx + ne−h, (15)

where nx is the 2D density of excitons. Note that, due

to Coulomb screening and phase-space filling effects, Eb

continuously decreases as n increases [20]. To describe such

a behavior in a simple way, we use an equation analogous to

the Debye screening model [30]:

Eb(n) = Eb0 exp

(

−
n

nMott

)

, (16)

where Eb0 is the exciton binding energy at low carrier density

[24] and nMott is the 2D critical Mott density, which is about

1012 cm−2 for GaN-based QWs [20,31]. Since we investigate

InGaN QWs with a relatively low In content (<10%), we

assume that the critical Mott density remains unchanged.

In Fig. 3(a) we model the phase diagrams of the ex-

citonic fraction at different injected carrier densities and

195411-3



W. LIU et al. PHYSICAL REVIEW B 94, 195411 (2016)

FIG. 3. (a) Computed phase diagrams of the exciton fraction vs total photoexcited carrier density in the QWs without n-type background

doping, with the parameters: nMott = 1 × 1012 cm−2, Eb0 = 42 meV. (b) Computed phase diagrams of the fraction of exciton PL intensity vs

total PL intensity without n-type background doping, with the parameters: nMott = 1 × 1012cm−2, Eb0 = 42 meV. For simplicity, τr,x has been

chosen to vary linearly between 1.7 × 10−8 s at 300 K and 5.0 × 10−10 s at 4 K, and τr,e−h linearly decreases from 5 × 10−6 s at 300 to 4 K.

Those values are extracted from our experiments (see Sec. V). (c) and (d) Corresponding phase diagrams with an n-type background doping

n0 = 1 × 1018 cm−3.

temperatures in the absence of any residual doping using

nMott = 1 × 1012 cm−2. We further determine Eb0 = 42 meV

through a self-consistent Schrödinger-Poisson modeling as

described in Ref. [32]. This value is in agreement with that

given in Ref. [33]. All the above-mentioned 2D densities are

then transformed into three-dimensional ones, considering a

quantum well thickness of 3.3 nm. Figure 3(a) reveals that,

when n < nMott = 3 × 1018 cm−3 and T < 50 K, the injected

carrier population is mainly composed of excitons. At 300 K,

however, the maximum exciton fraction occurs for a total

carrier density around 1018 cm−3 and then quickly vanishes.

Figure 3(c) presents the phase diagram of the exciton fraction

under an n-type background doping n0 = 1 × 1018 cm−3,

keeping all other parameters identical to those of Fig. 3(a).

This reveals that the n-type background doping facilitates the

formation of excitons, which leads to an exciton fraction up to

63 ± 6% at 300 K. This naturally stems from the principle of

Saha’s equation: the equilibrium corresponds to the minimum

of total free energy for the e-h plasma and the exciton gas.

Since the ratio between excitons and e-h plasma populations

is determined by the first order corrected Saha’s equation, we

can further model the phase diagram of the fraction of exciton

PL intensity by the following set of equations:

Rx(n,T ) =
nx/τr,x(T )

n/τr (T )
, (17)

τr (T ) =
(nx

n
τ−1
r,x (T ) +

ne−h

n
τ−1
r,e−h(T )

)−1

, (18)

where Rx(n,T ) is the fraction of the exciton PL intensity for

a given set of n and T values. τr (T ), τr,x(T ), and τr,e−h(T ) are

the effective radiative lifetime, the exciton radiative lifetime,
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and the e-h plasma radiative lifetime at T . Figures 3(b) and

3(d) present the phase diagrams of the fraction of exciton

PL intensity without any n-type background doping and with

n0 = 1 × 1018 cm−3. First of all, it reveals that the n-type

background doping does not change the phase diagrams of

Rx(n,T ). Second, below the Mott density, the fraction of

exciton PL intensity is independent of the injected density

and only depends on temperature. To elucidate in a simple

way the physics at stake, considering the low injection regime

(n ≪ nMott), Rx(n,T ) can be derived through Saha’s Eqs. (14)

and (5), as detailed below:

Rx(T ) =
1/τr,x(T )

B · r(T ) + 1/τr,x(T )
(19)

and

r(T ) =
µkBT

2π�2

1

exp(Eb0/kBT ) − 1
. (20)

Thus, it is clear that Rx(T ) is independent of n0 and n.

In the end, to properly model our experiments, and

according to the usual definition of PL intensity decay:

Ipl(t) ∝
n

τr

exp

(

−
t

τeff

)

, (21)

the initial PL intensity Ipl(t = 0) can be described as

Ipl(t = 0) ∝
n

τr

, (22)

where a proportionality constant links experiment and mod-

eling, which is only given by the TRPL system and does not

change with either temperature or sample design. The effective

lifetime τeff is expressed as

τeff =
(

τ−1
nr + τ−1

r

)−1
. (23)

The nonradiative lifetime τnr and the radiative lifetime

τr contain both the contributions from excitons and the e-h

plasma, which are detailed below:

τnr =
(

nx

n
τ−1

nr,x +
ne−h

n
τ−1

nr,e−h

)−1

, (24)

τr =
(

nx

n
τ−1
r,x +

ne−h

n
τ−1
r,e−h

)−1

, (25)

where τr,x and τnr,x are the radiative and nonradiative lifetimes

of excitons.

As a consequence, apart from the injected carrier density,

the initial PL intensity only depends on the radiative lifetime,

whereas the effective lifetime provides the relative contribution

from the radiative and nonradiative recombinations. As our

experiments are performed under identical conditions, a direct

comparison of the PL intensities is meaningful.

III. SAMPLE AND EXPERIMENTAL SETUPS

The sample is grown by metal organic vapor phase

epitaxy (MOVPE): the active layer consists of 5 InGaN/GaN

(3.3 nm/12 nm) QWs with 8%–9% indium composition,

capped by a 50-nm-thick top GaN barrier. The m-plane

free-standing GaN substrate is overgrown by a 1-µm-thick

GaN buffer layer prior to the growth of the QW region. In

particular, to optimize the homogeneous distribution of indium

in the QWs, the growth conditions of the QWs are set to

T = 750 ◦C and the V/III ratio = 10 000.

For PL experiments, the employed excitation source is a

frequency-tripled Ti:sapphire laser (wavelength λ = 280 nm,

pulse width τ = 2 ps, frequency f = 80.5 MHz). A pulse

picker is employed to reduce f by 22 times to avoid any heating

of the sample. The excitation beam is focused on the sample

by means of a UV objective having a focal length F = 13 mm

and a numerical aperture NA = 0.32. The PL spot is magnified

23 times by a second lens and focused on a pinhole of 150 µm

diameter, in order to only select the center of the excitation

spot for having a uniform excitation power density. The PL

signal is then recorded by a streak camera, which provides a

temporal resolution better than 100 ps.

To estimate the power density impinging on our sample,

supposing the laser beam has a Gaussian distribution of

fluence, we first determine the full width at half maximum

(FWHM = 0.8 mm) as the diameter of the beam before the

UV objective using the knife-edge method [34]. The radius

of the focused laser beam on the sample is then estimated

to be 5 ± 1 µm. The beam transmission through the whole

excitation path is about 52%. The reflectance of the GaN

surface, taking into account the refractive index of 2.6 at

280 nm [35], is estimated to be around 20%. Since the

absorption in the sample mainly happens in the first GaN

capping layer and active layers, in our high quality sample (as

will be evidenced in the following section), it is reasonable

to assume that about half the carriers generated in the first

capping layer are trapped by the QWs (the other half is assumed

to diffuse to the surface), and all the carriers created in the

active region are captured by the QWs. Therefore, the final

fraction of carriers captured by the QWs is estimated to about

∼60%, considering an GaN absorption coefficient equal to

1.5 × 105 cm−1 at 280 nm [36]. As a result, a 1 mW laser

power at the output of the tripler finally generates a carrier

density of about 6 × 1019 cm−3 in the five QWs with ∼40%

relative uncertainty, which arises from the accuracy of the

estimation of the laser spot size and the absorption by the

QWs and the barriers.

IV. EXPERIMENTAL RESULTS

The first set of experiments relies on high power non-

resonant TRPL performed at low temperature. In order to

characterize the phase-space filling occurring under high

excitation conditions, we probe the PL spectrum at early delay

at 4 K.

Figure 4(a) presents the power-dependent PL spectra

measured at initial delay (between 0 and 20 ps). The laser

fluence on the sample ranges from 0.0075 to 22 µJ cm−2.

The main outcome is that, above 0.95 µJ cm−2, the spectra

become significantly broader as a result of phase-space

filling. As shown in Fig. 4(b), below 0.95 µJ cm−2, the

FWHM of the PL spectra and the peak energy remain nearly

constant around 38 meV and 3.15 eV, respectively, whereas,

above 0.95 µJ cm−2, the FWHM gets wider by 20 meV

and the peak energy shifts toward higher energy by 6 meV.

The significant spectral broadening and the slight blueshift in
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FIG. 4. (a) Power-dependent PL spectra at early time delay (between 0 and 20 ps) at 4 K for various laser fluences on the sample ranging

from 0.0075 to 22 µJ cm−2. (b) Corresponding power-dependent peak energies (black dots) and the upper and lower limits of the FWHM (red

dots) of the PL spectra measured at initial delay.

the emission energy are the signatures of phase-space filling

and provide further evidence of the fact that the initially

injected carrier density is close to the Mott density, which

is typically observed to occur between 5 × 1011 and 2 ×
1012 cm−2 for GaN based QWs [20,31]. Since the temperature

has a significant impact on the recombination dynamics and on

the equilibrium between the exciton gas and the e-h plasma, we

performed TRPL experiments at 4 and 300 K under identical

conditions.

Figures 5(a) and 5(b) show the power-dependent decay

curves integrated over the whole energy range of the QW

emission spectra at 4 and 300 K. Through the whole excitation

range, τeff values are much longer at 300 K than they are

at 4 K. We can account for this observation on the basis of

Eq. (23): the increase in the radiative lifetime τr , caused by

the spreading of the thermal distribution of the carriers, is

more prominent than the decrease in the nonradiative lifetime

τnr [37].

To get more insight into the recombination dynamics of

carriers at early delays, we extract both the initial PL intensity

Ipl(t = 0) and the effective carrier lifetime τeff by single

exponential decay fitting at early delay (within 1 ns). As

mentioned before, Ipl(t = 0) only depends on the radiative

lifetime and the injected carrier density [37]. The high temporal

resolution of our TRPL setup fulfils the requirements allowing

us to probe the initial PL signal (see the Supplemental Material

[38]).

In Fig. 6(a) we plot the injected carrier density n-dependent

Ipl(t = 0) at both 4 K (black dots) and 300 K (red dots).

Ipl(t = 0, 4 K) shows a linear dependence on n, which cor-

responds to a measured invariant effective lifetime τeff,4 K ≈
500 ps, as shown in Fig. 6(b). On the contrary, at 300 K,

the slope of Ipl(t = 0, 300 K) changes from 1 to 2 above

n = 1018 cm−3. Meanwhile, the effective lifetime τeff, 300 K

first increases from 1.3 to 3.0 ns when n < 1018 cm−3, and

then decreases down to 1.6 ns at n = 1 × 1019 cm−3.

FIG. 5. (a) and (b) Power-dependent decay curves integrated over the whole energy range of QW emission spectra measured at 4 and

300 K under conditions otherwise identical for laser fluences on the sample ranging from 0.0075 to 22 µJ cm−2.
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FIG. 6. (a) Injected carrier-density-dependent PL intensity at the initial delay Ipl(t = 0) measured at 4 K (black dots) and 300 K (red dots)

extracted from the decay curves shown in Fig. 5 and related fits deduced from modeling with and without Saha’s equation. The black solid line

is the fit obtained by assuming that pure excitonic recombination is at play at 4 K. Modeling with Saha’s equation at 300 K, the red solid curve is

the total Ipl(t = 0) containing the recombination of excitons and that of the e-h plasma, the green dashed curve is the e-h plasma Ipl,e−h(t = 0),

while the green solid curve is the exciton one Ipl,x(t = 0). The blue dashed curve is the result of modeling without Saha’s equation at 300 K,

namely, a pure e-h plasma system. (b) Corresponding injected carrier-density-dependent effective lifetimes τeff,4 K (black dots) at 4 K, τeff,200 K

(blue dots) at 200 K, τeff,300 K (red dots) at 300 K, and the estimated radiative lifetime at 300 K τr, 300 K (green shaded region). The solid curves

are the related fits deduced from modeling using Saha’s equation. The dashed curves are the related fits based on the modeling without Saha’s

equation. The error bar of the injected carrier density is ∼40%. It is mainly coming from the estimation of the excitation spot diameter and the

uncertainty on the injection efficiency ηinj at room temperature. Concerning the precision on the effective lifetime, we estimate the error to be

less than 10%, due to the nonzero time windows (1 ns) to estimate the effective lifetime at early delays.

To obtain a better understanding about these phenomena,

we further extract the radiative lifetime using

Ipl(t = 0, 300 K)

Ipl(t = 0, 4 K)
= ηinj

τr,4 K

τr, 300 K

, (26)

where τr, 300 K and τr, 4 K denote the radiative lifetime at a

temperature of 300 and 4 K, respectively, ηinj is the ratio

of the injected carrier density at 300 and 4 K, and τr,4 K =
τeff,4 K ≈ 500 ps assuming that nonradiative recombinations

are negligible at 4 K. Since we use a nonresonant excitation

scheme, the injection efficiency ηinj may vary from 4 to

300 K because of the thermal activation of nonradiative

defects in the barriers and recombinations occurring at the

sample surface. According to Eq. (26), it may lead to a

change in the estimation of the radiative lifetime at 300 K.

Here the upper limit of ηinj is set to 100%. The lower

limit of ηinj is obtained by fulfilling the lifetimes inequality

τr, 300 K � τeff, 300 K. As a consequence, to satisfy the last

inequality, the lower limit is bounded to 80%. As shown in

Fig. 6(b), τr, 300 K is evolving within a region highlighted by

the green shaded region, which stays approximately constant

around 1.7 × 10−8 s when n < 1018 cm−3, after which τr, 300 K

reduces to about 2.5 × 10−9 s at about n = 1 × 1019 cm−3.

In order to estimate the contributions of residual doping,

bimolecular recombination, and the presence of excitons,

we model the recombination dynamics in the next section

according to the formalism described in Sec. II.

V. RESULTS OF THE MODELING AND DISCUSSION

The experimental Ipl(t = 0, 4 K) data can be fitted by

only considering pure exciton recombination. To analyze the

300 K data, we start from Ipl(t = 0, 300 K) and τr,300 K. The

parameters that we have used are: n0 = 1 × 1018 cm−3 as

obtained from the capacitance-voltage measurements, nMott =
1 × 1012 cm−2 as measured in our previous reports [20,31],

and τr,x,4 K = τeff,4 K ≈ 500 ps. Finally, the unknown average

recombination rate of the e-h plasma 1/τ0 is 2 × 105 s−1,

as obtained from the best fit of the radiative lifetime un-

der high injection. Similarly, the excitonic radiative life-

time is determined through the fitting of the experimental

radiative lifetime under low injection τr,x,300 K = 1.7 ×
10−8 s. The above-mentioned parameters are summarized in

Table I.

As shown in Fig. 6(a), the fitting curve of Ipl(t = 0, 300 K)

(red solid curve) reproduces quite well the change in

slope occurring above 1018 cm−3. We then decompose,
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TABLE I. Fitting parameters for the measured radiative recom-

bination properties measured at 300 K based on Saha’s equation.

n0(cm−3) nMott(cm−2) τ0(s) τx,r (s)

1 × 1018 1 × 1012 5 × 10−6 1.7 × 10−8

through Saha’s equation, the total Ipl(t = 0, 300 K) into

e-h plasma PL intensity Ipl,e−h(t = 0, 300 K) and exciton

PL intensity Ipl,x(t = 0, 300 K). This allows us to show

that Ipl(t = 0, 300 K) is dominated by Ipl,e−h(t = 0, 300 K)

[green dashed curve in Fig. 6(a)]. The change in slope

of Ipl,e−h(t = 0, 300 K) from 1 to 2 is mainly due to the

injected carrier density exceeding the n-type background

doping one. To be more specific, the recombination rate at

low injection is given by Ipl(n) = Bn0ne−h and the slope

is equal to one. When the injected carrier density exceeds

n0, it transforms into Ipl(n) = Bn2
e−h and the slope becomes

equal to 2. Fermi’s golden rule further predicts that the

slope of Ipl,e−h(t = 0, 300 K) will return to 1 for n above

1 × 1020 cm−3, because of phase-space filling.

On the other hand, the exciton dynamics around the Mott

transition region is featured by Ipl,x(t = 0, 300 K) (green

solid line) in Fig. 6(a). The maximum of Ipl,x(t = 0, 300 K)

occurs around 1 × 1019 cm−3, which corresponds to the lower

boundary of the Mott transition region. When n > 1 ×
1019 cm−3, the drastic collapse in Ipl,x(t = 0, 300 K) is due

to exciton dissociation occurring through Coulomb screening.

In addition, Saha’s equation suggests that, at low injection

densities, 63 ± 6% of the injected carrier population form

excitons, yet the corresponding weight of Ipl,x(t = 0, 300 K)

is 56 ± 10%.

In Fig. 6(b), the good correspondence between the fit

(green solid curve) and experimental data (green shaded

region) of τr,300 K further attests the validity of our model.

In brief, the nearly constant τr,300 K ≈ 1.7 × 10−8 s when n <

1 × 1018 cm−3 results from the rather large n-type background

doping and the presence of an exciton population. Between

n = 1 × 1018 and 1 × 1019 cm−3, the rapid decrease in τr,300 K

is due to the enhancement of bimolecular recombination.

The previous determination of τr,300 K allows us to analyze

further and unambiguously the effective nonradiative carrier

lifetime τnr,300 K. As mentioned before, the increasing τeff,300 K

at low injection is interpreted as the saturation of SRH

recombinations. As for the exciton nonradiative lifetime τnr,x ,

we assume that it mainly depends on the trapping of the carrier

with the longer capture time: in our case, τnr,x = τn0 [39].

As a result, we are able to determine the hole capture time,

τp0 = 6.5 × 10−10 s, via the fit of τeff,300 K at low injection. The

electron capture time τn0 = 6 × 10−9 s is further determined

by fitting τeff,300 K at higher injection. The only parameter left

is the Auger coefficient CAuger which is used to match the

decreasing trend of τeff,300 K when the carrier density is above

n > 1 × 1018 cm−3. It turns out that CAuger should be less than

1 × 10−31 cm6s−1, since the decrease in τeff,300 K is mainly

dominated by τr,300 K in our sample. This result is consistent

with theoretical works that state that decreasing the weight

of disorder reduces Auger recombination [25]. The above

fitting parameters, allowing us to reproduce the observed vari-

TABLE II. Fitting parameters related to nonradiative recombina-

tions at 300 K based on Saha’s equation.

τnr,x(s) τn0(s) τp0(s) CAuger(cm6 s−1)

6 × 10−9 6 × 10−9 6.5 × 10−10 1 × 10−31

ations in τeff, 300 K related to nonradiative recombinations, are

summarized in Table II. Finally, the curve given by the model

for τeff,300 K (red solid line) reproduces very satisfactorily the

experiment, and demonstrates that the reduction in τeff,300 K

between n = 1 × 1018 and 1 × 1019 cm−3 is dominated by

radiative recombinations.

As a comparison, to illustrate the impact of excitons on

the recombination dynamics at 300 K, we further model the

change in lifetime assuming that all the injected carriers stay

in the form of an e-h plasma, while keeping the same n0, nMott,

τn0, and CAuger values used in the model with Saha’s equation

at 300 K, but with different τ0 = 6.2 × 10−6 s and τp0 =
1.4 × 10−9 s. As shown in Fig. 6(a), even though the pure

e-h plasma contribution Ipl(t = 0, 300 K) (blue dashed line)

reproduces accurately the experimental data below the Mott

transition, it is slightly above the experimental data in the Mott

transition region. Correspondingly, in Fig. 6(b), τr,300 K (green

dashed line) derived from a pure e-h plasma model is shorter

than the experimental one. Considering the fitting procedure

and the analog radiative lifetime τr,e−h,300 K = 1/(Bn0) at

low injection, the B term (related to τ0 in Fermi’s golden

rule) is determined by both the known n0 value and the

nearly constant radiative lifetime at low injection. Therefore,

in the Mott transition region, the discrepancy in the fitting

of τr,e−h,300 K results from an overestimated ne−h value if the

formation of excitons is neglected, even though the reduction

in B by phase-space filling has been properly considered.

To observe more pronounced excitonic effects and confirm

our conclusions, we further perform experiments at 200 K and

fit the τeff,200 K dependence using the two possible models as

highlighted above. For the fit of a pure e-h plasma at 200 K,

τ0 = 2.3 × 10−6 s, which is the only fitting parameter different

from the one used at 300 K. For the fit with Saha’s equation at

200 K, we take τ0 = 2.6 × 10−6 s and τr,x = 1.6 × 10−9 s. As

shown in Fig. 6(b), the pure e-h plasma scenario (blue dashed

curve) cannot fit τeff,200 K in the Mott density region, which

strongly indicates the overestimation of ne−h. Conversely, the

model with Saha’s equation reproduces very well the smooth

reduction in τeff,200 K in the Mott transition region. At 200 K,

87 ± 5% of the injected carrier density is bound into excitons

when n < 1 × 1018 cm−3, and then gradually reduces to ∼30%

at n = 1 × 1019 cm−3, due to Coulomb screening. In addition,

the weight of Ipl,x(t = 0, 200 K) is supposed to be 95 ± 2%,

compared to 56 ± 10% of that at 300 K. Therefore, exciton

recombination is far more prominent at 200 K.

As shown in Fig. 7 (a), when using the above-mentioned

model, we are able to derive the injected carrier-density-

dependent internal quantum efficiency (red shaded region),

defined as IQE = τeff,300 K/τr,300 K. The model with Saha’s

equation gives a better fit (red solid curve) compared to the one

based on a pure e-h plasma (red dashed curve). Both models

predict a similar decrease in IQE due to Auger recombination
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FIG. 7. (a) Injected carrier-density-dependent internal quantum efficiency derived from IQE = τeff,300 K/τr,300 K (red shaded region). The

red solid and red dashed curves are fits based on models with and without Saha’s equation, the fitting parameters of which are the same as the

fits shown in Fig. 6. The green solid curve and the green dashed curve are the fits based on models with and without Saha’s equation, keeping

the same fitting parameters as for the previous fits except for CAuger = 0. (b) Injected carrier-density-dependent B coefficients (red curves) and

A coefficients (black curves) extracted from the experimental data shown in Fig. 6. The solid (dashed) curves are fits based on the model with

and without Saha’s equation, respectively.

at high injection density, for CAuger = 1 × 10−31 cm6 s−1. As

a comparison, setting CAuger = 0 for both models, with and

without Saha’s equation (green solid and dashed curves)

predict IQEs larger than 90% at high injection. The density-

dependent A and B coefficients can be further derived by

A = 1/τnr,SRH,300 K and B = 1/[(n0 + ne−h)τr,e−h,300 K], as

presented in Fig. 7(b). Note that getting A and B coefficients

in a convincing way is a prerequisite to properly determine

CAuger. Therefore our experiments and the model including

Saha’s equation provide an effective way to analyze in better

detail the Auger related efficiency droop at high injection in

GaN-based heterostructures.

VI. CONCLUSIONS

In conclusion, based on high injection time-resolved pho-

toluminescence experiments, we have studied the carrier-

density-dependent recombination dynamics in m-plane In-

GaN/GaN QWs with a large n-type background doping (∼1 ×
1018 cm−3). At low temperature, pure excitonic recombination

is evidenced, even under high injection conditions, through

a nearly invariant effective lifetime of about 500 ps. Thanks

to the high temporal resolution of our setup, we are able to

probe the recombination dynamics even at very early times

after injection, which allows us to extract the carrier-density-

dependent radiative lifetime at all temperatures. As a result,

we could extract convincingly the injected carrier-density-

dependent bimolecular recombination coefficient, taking into

account the n-type background doping, phase-space filling

effects, equilibrium between excitons and the e-h plasma, and

the Mott transition. Saha’s equation reveals that the n-type

background doping not only facilitates bimolecular recombi-

nation at low injection, but also promotes the formation of

excitons. The validity of Saha’s equation is further attested by

its ability to reproduce the carrier-density-dependent effective

lifetime at 200 K where stronger excitonic effects take place.

Based on the SRH model, we could extract the electron

and hole capture times by deep levels at 300 K. We have

also demonstrated that the increasing effective lifetime with

increasing carrier density at 300 K stems from asymmetric

capture times between electrons and holes and the presence of

an n-type background doping. The SRH model also predicts

that, in QWs with a heavier n-type background doping, higher

injection will be required to saturate the SRH recombination.

Finally, because of the reasonable determination of density-

dependent A and B coefficients in the Mott transition region,

our method provides a way to evaluate the impact of Auger

recombination.
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