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#### Abstract

Inspired by excellent precision of carrier phase positioning, this paper presents a new carrier phase positioning technique for 5G new radio cellular networks with a focus on clock synchronization and integer ambiguity resolution. A carrier-phase based clock offset estimation method is first proposed to achieve precise clock synchronization among base stations, and proved to achieve the Cramér-Rao Lower Bound (CRLB) asymptotically. A fusion method is developed to fuse the estimated positions of a mobile station (MS) based on time-difference-of-arrival, with the estimated position changes based on the temporal changes of carrier phase measurements. While circumventing the integer ambiguities of the carrier phase measurements, the fusion method provides quality interim estimates of the MS positions, at which the measurements can be linearized to resolve the integer ambiguities. As a result, precise MS positions can be obtained based on the disambiguated carrier phase measurements. Numerical simulations show that the proposed carrier phase positioning can achieve a centimeterlevel accuracy in wireless cellular networks.


## I. Introduction

AS compared to earlier generations of cellular networks, reliable positioning techniques with sub-meter or even centimeter accuracies are anticipated in fifth-generation (5G) New Radio (NR) systems and beyond [1] for new applications, such as Industrial Internet-of-Things (IIoT) [2]-[4].

There are two typical categories of wireless positioning techniques, namely, range-based techniques [5] and non-rangebased techniques [6], [7]. The non-range-based schemes usually rely on the connectivity between nodes or the fingerprints of wireless propagation environments, which need to exchange information between devices or survey and collect massive information before positioning. Among range-based positioning methods, Time-of-Arrival (ToA) has been extensively utilized, where ranges are measured based on the round-trip delay between a base station (BS) and a mobile station (MS) [8]. Time-Difference-of-Arrival (TDoA) [9]-[14] is another widely-used method, which is the difference between the ToAs to two synchronized BSs and eliminates the need for synchronizing the BSs and MS. In ToA/TDoA systems, only pseudo-ranges
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can be obtained, which contain the clock offset caused by clock misalignment [5]. Angle-of-Arrival (AoA) is another popular method, which requires the installation of antenna arrays [15], [16]. Because each of the schemes has its merits and limitations, several hybrid methods have been proposed to improve the positioning accuracy [16], such as hybrid ToA/AoA method [17], and hybrid TDoA/AoA method [18], [19].

Precise range measurements are the key to the accuracy of range-based positioning. For any positioning algorithms, the accuracy of the range-based methods depends heavily on the resolution of devices and the signal bandwidth [20], [21]. Typically, the ranges are measured based on code phase and carrier phase [22]. As of code phase detection, the receiver replicates the transmitted pseudo-random noise (PRN) code and shifts the replica until the maximum correlation is attained. The shift of the replica code corresponds to the ToA from the transmitter to the receiver [5]. As a consequence, the precision of the code phase detection depends on the length of each chip, and may not be accurate enough.

Different from the code phase detection, the carrier phase detection translates a carrier phase to a distance. Once the transmitted signal is captured by the receiver, it is locked by a phase lock loop (PLL) [23], [24]. As shown in Fig. 1, carrier phase measurements (in blue) include a fraction of a cycle and a number of complete cycles measured after the phase is locked [25], [26]. While the fractional part of the carrier phase can be tracked by the PLL, the integer number of complete cycles (in red) is unknown initially when the PLL gets locked and remains ambiguous [27]-[29]. The integer ambiguity needs to be precisely resolved, to allow the range to be precisely measured by the carrier phase detection. In this paper, we implement the carrier phase positioning in 5G NR cellular networks.

Carrier phase positioning has been utilized in Global Navigation Satellite System (GNSS), and can be divided into phase-difference-based and non-phase-difference-based categories. In the phase-difference-based category, one or more GNSS reference receiver stations need to be placed at known positions, and the distance between the reference station and the target terminal is significantly shorter than the orbit altitude of GNSS satellites [22]. By using differential carrier phase measurements, the common measurement errors caused by the propagation environment and clock bias can be eliminated. In the non-phase-difference-based category, neither reference


Fig. 1. An illustration of the carrier phase measurement for the localization of the MS. The initial integer number of complete cycles (in red) is unknown, and the receiver can keep tracking of the changes of its phase while recording the number of additional complete cycles (in blue) [23], [25], [27].
stations nor additional observations are needed, but additional information is needed for linearizing the observation equations and resolving the integer ambiguity [30]. Therefore, dual frequency-based methods that linearly combine the frequencies of two GPS signals are usually applied [31]. Based on widelane or narrow-lane observations obtained by linear combination, a different wavelength of the carrier is generated, which can benefit the integer ambiguity resolution. The additional information can also be obtained by triple frequency-based methods with better wide- and narrow-lane information [32], [33] or multi-GNSS positioning techniques with various code and carrier phase observations [32], [34]. In summary, the integer ambiguity resolution process for real-time GNSS positioning needs either a baseline condition which requires reference stations to be placed nearby at known positions, or additional information generated by multiple carrier frequencies or joint measurements from multiple systems.

This paper presents a new carrier phase positioning technique to achieve sub-meter or even centimeter positioning accuracies in 5G NR cellular networks. The key contributions of the paper are summarized as follows:

- By taking into account the clock offset and integer ambiguity of carrier phase measurements, a high-accuracy carrier phase positioning problem is formulated as a nonlinear mixed-integer programming (NMIP) problem. We decouple the problem into a clock synchronization subproblem, and an integer ambiguity resolution and positioning subproblem.
- A new carrier phase-based clock offset estimation method is proposed to achieve precise clock synchronization among BSs through wireless measurements, and proved to achieve the Cramér-Rao Lower Bound (CRLB) asymptotically.


Fig. 2. Carrier phase positioning scenario of wireless cellular networks.

- A new fusion method is developed to fuse the estimated positions of an MS based on TDoA, and the estimated position changes of the MS based on the temporal changes of the carrier phase measurements. By this means, we circumvent the integer ambiguities of the carrier phase measurements and obtain quality interim position estimates.
- Given the quality interim position estimates, the carrier phase measurements can be effectively linearized to resolve the integer ambiguities. As a result, precise MS positions with centimeter accuracies can be obtained based on the disambiguated carrier phase measurements.
It is worth mentioning that the concept of carrier phase positioning was first proposed for 5G NR systems in [35], where continuous positioning reference signals were designed. This paper is the first to provide a complete procedure of carrier phase positioning in wireless cellular networks with a focus on the challenging clock synchronization and integer ambiguity resolution.

The rest of this paper is organized as follows. Section II describes the system model and the proposed procedure of carrier phase positioning. Section III formulates the problem of clock synchronization, integer ambiguity resolution and positioning, and provides an overview of the proposed solution. Section IV presents the new carrier phase based clock offset estimation method to precisely synchronize the BSs. Section V resolves the integer ambiguity of carrier phase measurements to accurately estimate the positions of the MS. Section VI evaluates comprehensively the proposed carrier phase positioning approach through simulations, followed by conclusions in Section VII.

## II. System Model of Carrier Phase Positioning

Suppose that there are $M$ BSs at known positions and an MS to be located, as shown in Fig. 2. The $i$-th BS is located at $\zeta_{i}=$ $\left[A_{i}, B_{i}, C_{i}\right]^{\dagger}$. The subscript " $\dagger$ " stands for transpose. At time $t$, the MS is situated at $\boldsymbol{\theta}(t)=[x(t), y(t), z(t)]^{\dagger}$ within the communication range of all the $M$ BSs. The distance between $\mathrm{BS} i$ and the target MS is given by

$$
\begin{align*}
r_{i}(t) & =\left\|\boldsymbol{\zeta}_{i}-\boldsymbol{\theta}(t)\right\|_{2} \\
& =\sqrt{\left(A_{i}-x(t)\right)^{2}+\left(B_{i}-y(t)\right)^{2}+\left(C_{i}-z(t)\right)^{2}} \tag{1}
\end{align*}
$$

where $\|\cdot\|_{2}$ takes Euclidean norm.
The distance differences of the MS are measured between the BSs, based on TDoA and carrier-phase-difference-ofarrival (CPDoA). BS 1 serves the reference station. Based on the TDoA measurements, the distance difference of the MS between BSs $i$ and 1 at time $t$, denoted by $D_{i 1}(t)$ (in meters), is given by

$$
\begin{equation*}
D_{i 1}(t)=r_{i 1}(t)-c \delta_{i 1}(t)+n_{i 1}^{t d}(t) \tag{2}
\end{equation*}
$$

where $r_{i 1}(t)=r_{i}(t)-r_{1}(t)$ is the actual distance difference between BSs $i$ and $1 ; c$ is the speed of light; $b_{i}(t)=$ $o_{i}(t)-o_{M S}(t)$ is the clock offset between BS $i$ and the MS; $o_{i}(t)$ and $o_{M S}(t)$ are the clocks of BS $i$ and MS, respectively; $\delta_{i 1}(t)=b_{i}(t)-b_{1}(t)=o_{i}(t)-o_{1}(t)$ (in seconds) is the clock offset between the BSs with the clock offset of the MS $o_{M S}(t)$ canceled; and $n_{i 1}^{t d}(t)$ is the zero-mean additive white Gaussian ranging error with the variance of $\sigma_{t d}^{2}$, resulting from the TDoA measurement noise.

The MS also transmits reference signals for uplink carrier phase positioning [35], [36]. Three types of signals have been discussed in 3GPP and can be potentially used as the reference signals for positioning [36]: (a) Sounding reference signal (SRS), which is an existing uplink NR reference signal and usually transmitted at a large interval, e.g., 0.5 ms [37]. (b) Enhanced SRS, which is transmitted using staggered patterns; in other words, the signals are transmitted on staggered subcarriers and continuous symbols [36]. The enhanced SRS has a narrow bandwidth and can be used as the reference for the phase lock loops of the receivers. (c) Carrier phase reference signal (C-PRS), which is a sinusoidal carrier signal at a preconfigured carrier frequency and can be used for carrier phase measurements in high-accuracy positioning applications that necessitate continuous tracking of UE positions [35]. The carrier phase lock loops are implemented at the BSs. At time $t$, the (ambiguous) distance measurement corresponding to the carrier-phase-of-arrival (CPoA) between $\mathrm{BS} i$ and the MS, denoted by $\phi_{i}(t)$ (in meters), is given by

$$
\begin{equation*}
\phi_{i}(t)=r_{i}(t)-N_{i}(t) \lambda-c b_{i}(t)+n_{i}^{c a}(t) \tag{3}
\end{equation*}
$$

where $N_{i}(t)$ is an integer ambiguity resulting from the periodicity of phase; $\lambda$ is the wavelength; and $n_{i}^{c a}(t)$ is the zeromean Gaussian range error with the variance of $\sigma_{c a}^{2}$, resulting from the carrier phase measurement noise. In considered 5G New Radio scenario [38], the impact of multipath/not-line-of-sight (NLOS) is relatively benign, due to the quasi-optimal and sparse multi-path propagation properties of mmWave [39], [40]. We first assume that the PLL can correctly lock the carrier signal with no cycle slips. In other words, $N_{i}(t)$ remains unchanged over time, i.e., $N_{i}(t)=N_{i}$. We will generalize and validate the proposed technique in the presence of cycle slips in Sections V-D and VI.

By using CPDoA, the clock offset between the BSs and MS can be bypassed. The corresponding (ambiguous) distance difference measurement of the MS between BSs $i$ and 1 at time $t$, denoted by $\phi_{i 1}(t)$ (in meters), is given by

$$
\begin{equation*}
\phi_{i 1}(t)=\phi_{i}(t)-\phi_{1}(t)=r_{i 1}(t)-N_{i 1} \lambda-c \delta_{i 1}(t)+n_{i 1}^{c a}(t) \tag{4}
\end{equation*}
$$

where $N_{i 1}=N_{i}-N_{1}$, and $n_{i 1}^{c a}(t)=n_{i}^{c a}(t)-n_{1}^{c a}(t)$ is a zeromean additive white Gaussian noise with variance of $2 \sigma_{c a}^{2}$.

We note that the TDoA-based distance difference measurements $D_{i 1}(t)$ suffer from large variations, while the CPDoAbased distance difference measurements $\phi_{i 1}(t)$ are biased due to the integer ambiguity and undergo small variations [41]. In other words, $\sigma_{c a}^{2} \ll \sigma_{t d}^{2}$, and the carrier phase measurements can significantly improve the positioning accuracy if the integer ambiguity and the time-varying clock offset in (4) can be precisely estimated and suppressed.

Clock synchronization between the BSs is critical to the positioning. To accurately synchronize the BSs (e.g., with a nanosecond or sub-nanosecond accuracy), a BS can measure the ToA and CPoA from the other BSs based on positioning reference signals. The ToA-based distance measurement between BSs $i$ and 1 at time $t$, denoted by $T_{i 1}(t)$ (in meters), is given by

$$
\begin{equation*}
T_{i 1}(t)=d_{i 1}-c \delta_{i 1}(t)+n_{i 1}^{t o a}(t) \tag{5}
\end{equation*}
$$

where $d_{i 1}$ is the distance between BSs $i$ and 1 , and $n_{i 1}^{\text {toa }}(t)$ is the zero-mean additive white Gaussian range error with the variance of $\sigma_{\text {toa }}^{2}$, resulting from the ToA measurement noise.

The CPoA-based distance measurement between the BSs, denoted by $\psi_{i 1}(t)$ (in meters), is given by

$$
\begin{equation*}
\psi_{i 1}(t)=d_{i 1}-\mathcal{N}_{i 1} \lambda-c \delta_{i 1}(t)+n_{i 1}^{c a}(t) \tag{6}
\end{equation*}
$$

where $\mathcal{N}_{i 1}$ is the integer ambiguity due to the periodicity of phase; $n_{i 1}^{c a}(t)$ is the zero-mean additive white Gaussian range error with the variance of $\sigma_{c a}^{2}$, resulting from the CPoA measurement noises; and $\sigma_{\text {toa }}^{2} \gg \sigma_{c a}^{2}$.

Suppose that the BS locks the carrier phase using its PLL, and records the carrier phase measurements from time $t_{0}$ to time $t_{K}$. Given the integer ambiguity of a link $\mathcal{N}_{i 1}$ is independent of the clock offset $\delta_{i 1}$, we can eliminate the ambiguity of $\mathcal{N}_{i 1}$ by evaluating the temporal change of the CPoA-based measurements between BSs $i$ and 1 (referred to as "time-differential CPoA-based distance measurement") from time $t_{0}$ to time $t$, i.e., $\psi_{i 1}(t)-\psi_{i 1}\left(t_{0}\right)$, as given by

$$
\begin{align*}
\Delta \psi_{i 1}(t) & =\psi_{i 1}(t)-\psi_{i 1}\left(t_{0}\right) \\
& =-c\left(\delta_{i 1}(t)-\delta_{i 1}\left(t_{0}\right)\right)+n_{i 1}^{c a}(t)-n_{i 1}^{c a}\left(t_{0}\right) \tag{7}
\end{align*}
$$

Let $\mathbf{D}=\left\{d_{i 1}(t)\right\}_{(M-1) \times Z}$ and $\phi=\left\{\phi_{i 1}(t)\right\}_{(M-1) \times K}$ collect the TDoA-based and the CPDoA-based distance difference measurements of the MS between BS 1 and the other BSs from time $t=\tau_{1}$ to $t=\tau_{Z}$, respectively. Also let $\mathbf{T}=\left\{T_{i 1}(t)\right\}_{(M-1) \times K}$ collect the ToA-based distance measurements between BS 1 and the other BSs, and $\boldsymbol{\Psi}=$ $\left\{\Delta \psi_{i 1}(t)\right\}_{(M-1) \times K}$ collect the time-differential CPoA-based distance measurements (between BS 1 and the other BSs), from time $t=t_{1}$ to $t=t_{K}$.

## III. Problem Formulation and Solution Overview

## A. Problem Formulation

Given the ToA, TDoA, CPoA and CPDoA measurements, we use the maximum-likelihood estimation (MLE) to estimate
the MS positions $\boldsymbol{\theta}$, the integer ambiguities of the CPDoAbased measurements $\mathbf{N}$, and the clock offsets between the BSs $\boldsymbol{\delta}$, as follows:

$$
\begin{equation*}
\max _{\boldsymbol{\theta} \in \mathbb{R}, \mathbf{N} \in \mathbb{Z}, \boldsymbol{\delta} \in \mathbb{R}} p(\mathbf{D}, \boldsymbol{\phi}, \mathbf{T}, \boldsymbol{\Psi} \mid \boldsymbol{\theta}, \mathbf{N}, \boldsymbol{\delta}) \tag{8}
\end{equation*}
$$

where the a-posteriori probability $p(\mathbf{D}, \boldsymbol{\phi}, \mathbf{T}, \boldsymbol{\Psi} \mid \boldsymbol{\theta}, \mathbf{N}, \boldsymbol{\delta})$ is given by

$$
\begin{align*}
& p(\mathbf{D}, \boldsymbol{\phi}, \mathbf{T}, \mathbf{\Psi} \mid \boldsymbol{\theta}, \mathbf{N}, \boldsymbol{\delta}) \\
& =\prod_{i=2}^{M} \prod_{k=1}^{K} \frac{1}{\sqrt{2 \pi} \sigma_{t o a}} \exp \left\{-\frac{\left(T_{i 1}\left(t_{k}\right)-d_{i 1}+c \delta_{i 1}\left(t_{k}\right)\right)^{2}}{2 \sigma_{t o a}^{2}}\right\} \\
& \times \prod_{i=2}^{M} \frac{1}{(2 \pi)^{K / 2}\left|\mathbf{Q}_{\phi}\right|^{1 / 2}} \\
& \quad \exp \left\{-\frac{1}{2}\left(\mathbf{\Psi}_{i 1}+c \Delta \boldsymbol{\delta}_{i 1}\right) \mathbf{Q}_{\phi}^{-1}\left(\mathbf{\Psi}_{i 1}+c \Delta \boldsymbol{\delta}_{i 1}\right)^{\dagger}\right\} \\
& \times \prod_{z=1}^{Z} \frac{1}{(2 \pi)^{(M-1) / 2}\left|\mathbf{Q}_{t d}\right|^{1 / 2}} \\
& \times \prod_{z=1}^{Z} \frac{\exp \left\{-\frac{1}{2}\left(\mathbf{D}_{z}-\mathbf{r}_{z}+c \boldsymbol{\delta}_{z}\right)^{\dagger} \mathbf{Q}_{t d}^{-1}\left(\mathbf{Q}_{z}-\mathbf{r}_{z}+c \boldsymbol{\delta}_{z}\right)\right\}}{(2 \pi)^{(M-1) / 2}\left|\mathbf{Q}_{\phi}\right|^{1 / 2}} \\
& \exp \left\{-\frac{1}{2}\left(\boldsymbol{\phi}_{z}-\mathbf{r}_{z}+\mathbf{N} \lambda+c \boldsymbol{\delta}_{z}\right)^{\dagger} \mathbf{Q}_{\phi}^{-1}\left(\boldsymbol{\phi}_{z}-\mathbf{r}_{z}+\mathbf{N} \lambda+c \boldsymbol{\delta}_{z}\right)\right\},
\end{align*}
$$

and $\boldsymbol{\Psi}_{i 1}=\left[\Delta \psi_{i 1}\left(t_{1}\right), \Delta \psi_{i 1}\left(t_{2}\right), \ldots, \Delta \psi_{i 1}\left(t_{K}\right)\right]$ is the $(i-$ 1)-th row of $\boldsymbol{\Psi} ; \Delta \boldsymbol{\delta}_{i}=\left[\delta_{i 1}\left(t_{1}\right)-\delta_{i 1}\left(t_{0}\right), \delta_{i 1}\left(t_{2}\right)-\right.$ $\left.\delta_{i 1}\left(t_{0}\right), \ldots, \delta_{i 1}\left(t_{K}\right)-\delta_{i 1}\left(t_{0}\right)\right]$ is the vector of time-differential clock offsets from time $t_{0}$ to time $t ; \mathbf{r}_{z}=\left[r_{21}, r_{31}, \ldots, r_{M 1}\right]^{\dagger}$ collects the actual distance difference between BS 1 and the other BSs; $\mathbf{D}_{z}=\left[d_{21}\left(\tau_{z}\right), d_{31}\left(\tau_{z}\right), \ldots, d_{M 1}\left(\tau_{z}\right)\right]^{\dagger}$ is the $z$-th column of $\mathbf{D} ; \boldsymbol{\phi}_{z}=\left[\phi_{21}\left(\tau_{z}\right), \phi_{31}\left(\tau_{z}\right), \ldots, \phi_{M 1}\left(\tau_{z}\right)\right]^{\dagger}$ is the $z$ th column of $\boldsymbol{\phi} ; \boldsymbol{\delta}_{z}=\left[\delta_{21}\left(\tau_{z}\right), \delta_{31}\left(\tau_{z}\right), \ldots, \delta_{M 1}\left(\tau_{z}\right)\right]^{\dagger}$ is the vector of clock offsets between the BSs at time $\tau_{z}$; and the covariance matrices of the TDoA-based and CPDoA-based distance difference measurement noises are given by

$$
\begin{align*}
& \boldsymbol{Q}_{t d}=\sigma_{t d}^{2}\left(\begin{array}{cccc}
1 & 0.5 & \cdots & 0.5 \\
0.5 & 1 & \cdots & 0.5 \\
\vdots & \vdots & \ddots & \vdots \\
0.5 & 0.5 & \cdots & 1
\end{array}\right) \\
& \boldsymbol{Q}_{\phi}=2 \sigma_{c a}^{2}\left(\begin{array}{cccc}
1 & 0.5 & \cdots & 0.5 \\
0.5 & 1 & \cdots & 0.5 \\
\vdots & \vdots & \ddots & \vdots \\
0.5 & 0.5 & \cdots & 1
\end{array}\right) \tag{10}
\end{align*}
$$

With consideration of practical implementation, we decouple problem (8) between the estimation of the clock offsets between the BSs (i.e., the synchronization of the BSs) and the positioning of the MS. The solution obtained by solving the decoupled subproblems can be a suboptimal solution to problem (8). Nevertheless, the decoupling is reasonable because multiple (or even many) MSs may need to be located at the same time in a system. Since the clock offsets between
the BSs, $\boldsymbol{\delta}$, are included in the measurements for each MS, the joint optimization of clock offsets and positions would require the coordination with all MSs, resulting in high complexity and low scalability. By decoupling the synchronization of the BSs from the positioning of the MSs, the MSs can be located separately with improved scalability. The decoupling has been implemented in practice, e.g., [42]-[44]. As a result, problem (8) is rewritten as

$$
\begin{equation*}
\max _{\boldsymbol{\delta} \in \mathbb{R}} p(\mathbf{T}, \boldsymbol{\Psi} \mid \boldsymbol{\delta}) \max _{\mathbf{N} \in \mathbb{Z}, \boldsymbol{\theta} \in \mathbb{R}} p(\mathbf{D}, \boldsymbol{\phi} \mid \boldsymbol{\theta}, \mathbf{N}, \boldsymbol{\delta}) \tag{11}
\end{equation*}
$$

where

$$
\begin{align*}
& p(\mathbf{T}, \mathbf{\Psi} \mid \boldsymbol{\delta}) \\
& =\prod_{i=2}^{M} \prod_{k=1}^{K} \frac{1}{\sqrt{2 \pi} \sigma_{t o a}} \exp \left\{-\frac{\left(T_{i 1}\left(t_{k}\right)-d_{i 1}+c \delta_{i 1}\left(t_{k}\right)\right)^{2}}{2 \sigma_{\text {toa }}^{2}}\right\} \\
& \times \prod_{i=2}^{M} \frac{1}{(2 \pi)^{K / 2}\left|\mathbf{Q}_{\phi}\right|^{1 / 2}} \\
& \quad \exp \left\{-\frac{1}{2}\left(\boldsymbol{\Psi}_{i 1}+c \Delta \boldsymbol{\delta}_{i 1}\right) \mathbf{Q}_{\phi}^{-1}\left(\mathbf{\Psi}_{i 1}+c \Delta \boldsymbol{\delta}_{i 1}\right)^{\dagger}\right\} \tag{12}
\end{align*}
$$

and

$$
\begin{align*}
& p(\mathbf{D}, \boldsymbol{\phi} \mid \boldsymbol{\theta}, \mathbf{N}, \boldsymbol{\delta}) \\
& =\prod_{z=1}^{Z} \frac{1}{(2 \pi)^{(M-1) / 2}\left|\mathbf{Q}_{t d}\right|^{1 / 2}} \\
& \times \prod_{z=1}^{Z} \frac{\exp \left\{-\frac{1}{2}\left(\mathbf{D}_{z}-\mathbf{r}_{z}+c \boldsymbol{\delta}_{z}\right)^{\dagger} \mathbf{Q}_{t d}^{-1}\left(\mathbf{Q}_{z}-\mathbf{r}_{z}+c \boldsymbol{\delta}_{z}\right)\right\}}{(2 \pi)^{(M-1) / 2}\left|\mathbf{Q}_{\phi}\right|^{1 / 2}} \\
& \exp \left\{-\frac{1}{2}\left(\boldsymbol{\phi}_{z}-\mathbf{r}_{z}+\mathbf{N} \lambda+c \boldsymbol{\delta}_{z}\right)^{\dagger} \mathbf{Q}_{\phi}^{-1}\left(\boldsymbol{\phi}_{z}-\mathbf{r}_{z}+\mathbf{N} \lambda+c \boldsymbol{\delta}_{z}\right)\right\}
\end{align*}
$$

Problem (11) can be solved by sequentially solving the following two subproblems: (a) a clock synchronization subproblem which estimates the clock offsets between the BSs, $\boldsymbol{\delta}$, based on the ToA- and CPoA-based distance measurements between the BSs, i.e., $\mathbf{T}, \mathbf{\Psi}$; and (b) an integer ambiguity resolution and positioning subproblem which estimates the integer ambiguities of the carrier phase measurements, $\mathbf{N}$, and subsequently the MS position, $\boldsymbol{\theta}$, given the estimated clock offsets between the BSs, $\widehat{\boldsymbol{\delta}}$.

The clock synchronization subproblem, and the integer ambiguity resolution and positioning subproblem, are respectively given by

$$
\begin{equation*}
\max _{\boldsymbol{\delta} \in \mathbb{R}} p(\mathbf{T}, \boldsymbol{\Psi} \mid \boldsymbol{\delta}) \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\max _{\mathbf{N} \in \mathbb{Z}, \boldsymbol{\theta} \in \mathbb{R}} p(\mathbf{D}, \boldsymbol{\phi} \mid \boldsymbol{\theta}, \mathbf{N}, \widehat{\boldsymbol{\delta}}) \tag{15}
\end{equation*}
$$

which are solved in Sections IV and V, respectively.

## B. Overview of the Proposed Solution

The proposed positioning technique consists of 1) estimation of clock offsets between the BSs based on the ToAbased and CPoA-based distance measurements, 2) estimation


Fig. 3. The complete procedure of the proposed carrier phase positioning technique.
of the MS' position changes over time based on the changes of the CPDoA-based distance difference measurements, 3) interim estimation of the MS positions by fusing the TDoAbased distance difference measurements with the estimated position changes, 4) resolution of the integer ambiguities in the CPDoA-based measurements by linearizing the measurements at the interim position estimates, and 5) refinement of the position estimations. Step 1 solves problem (14), and Steps 2 - 5 solve problem (15).

Two new techniques, namely, "Estimation of position changes" and "Fusion of TDoA- and CPDoA-based measurements", are developed in Steps 2 and 3 to help resolve the integer ambiguity of the CPDoA-based distance difference measurements. In Step 2, the position changes of the MS between any two consecutive samples are first estimated based on the initial position or its estimate $\hat{\boldsymbol{\theta}}(0)$ and the CPDoAbased distance difference measurements $\phi$. Being insusceptible to the integer ambiguities, estimated position changes are accurate and fused with TDoA-based positioning to obtain quality interim estimation of the MS positions in Step 3. By linearizing the carrier phase measurements at the interim estimations of the MS positions, the integer ambiguities $\mathbf{N}$ can be resolved by the least-squares ambiguity decorrelation adjustment (LAMBDA) method in Step 4, and canceled to achieve accurate final estimation of the MS positions based on the disambiguated carrier phase measurements. The complete process of the proposed positioning method is illustrated in Fig. 3.

## IV. ToA/CPoA-based Clock Synchronization

By transforming (14) to a linear parameter estimation problem, a clock synchronization method is proposed based on the accumulated ToA- and CPoA-based distance measurements between the BSs , and proved to asymptotically converge to the CRLB. The relative clock offset $b_{i}(t)$ between BS $i$ and the MS, i.e., (5), is time-varying [45], [46]. By utilizing the ToA-based measurement (5) alone for clock synchronization, the relative clock offset (in seconds) between the BSs is given by

$$
\begin{equation*}
\widetilde{\delta}_{i 1}(t)=\left(d_{i 1}-T_{i 1}(t)\right) / c \tag{16}
\end{equation*}
$$

The estimated clock offset $\widetilde{\delta}_{i 1}(t)$ follows the Gaussian distribution $\mathcal{N}\left(\delta_{i 1}(t), \sigma_{\text {toa }}^{2} / c^{2}\right)$, and the estimation accuracy is susceptible to the relatively large variance of the ToA-based distance measurement noise.

We propose to estimate the clock offset by incorporating the time-differential CPoA-based measurement between the $\mathrm{BSs}, \Delta \psi_{i 1}(t)$ in (7), into problem (14). As exhibited in (7), $\Delta \psi_{i 1}(t)$ is approximately linear to the change of the relative clock offset between the BSs , i.e., $\delta_{i 1}(t)-\delta_{i 1}\left(t_{0}\right)$. As a result, the clock offset $\delta_{i 1}(t)$ can be estimated based on $\Delta \psi_{i 1}$ and $\delta_{i 1}\left(t_{0}\right)$.

Except the reference BS, i.e., BS 1, the rest of the BSs can be independently synchronized with BS 1. Problem (14) can be decoupled between the BSs: For BS $i(i \neq 1)$,

$$
\begin{equation*}
\max _{\boldsymbol{\delta}_{i 1} \in \mathbb{R}} p\left(\mathbf{T}_{i 1}, \mathbf{\Psi}_{i 1} \mid \boldsymbol{\delta}_{i 1}\right) \tag{17}
\end{equation*}
$$

which is a linear least squares problem and can be solved by using the MLE technique.

With the probability distribution functions (PDFs) of the ToA-based measurements $\mathbf{T}_{i 1}=\left[T_{i 1}\left(t_{1}\right), \ldots, T_{i 1}\left(t_{K}\right)\right]$ and the time-differential CPoA-based measurements $\boldsymbol{\Psi}_{i 1}=$ $\left[\Delta \psi_{i 1}\left(t_{1}\right), \Delta \psi_{i 1}\left(t_{2}\right), \ldots, \Delta \psi_{i 1}\left(t_{K}\right)\right]$, the likelihood function of the clock offset vector $\boldsymbol{\Omega}_{i}=\left[\delta_{i 1}\left(t_{0}\right), \ldots, \delta_{i 1}\left(t_{K}\right)\right]$ can be written as

$$
\begin{align*}
& f\left(\boldsymbol{\Omega}_{i}\right)=p\left(\mathbf{T}_{i 1}, \boldsymbol{\Psi}_{i 1} \mid \mathbf{\Omega}_{i}\right) \\
& =\prod_{k=1}^{K} \frac{1}{\sqrt{2 \pi} \sigma_{t o a}} \exp \left\{-\frac{\left(T_{i 1}\left(t_{k}\right)-d_{i 1}+c \delta_{i 1}\left(t_{k}\right)\right)^{2}}{2 \sigma_{t o a}^{2}}\right\} \\
& \times \frac{1}{(2 \pi)^{K / 2}\left|\mathbf{Q}_{\phi}\right|^{1 / 2}}  \tag{18}\\
& \quad \exp \left\{-\frac{1}{2}\left(\mathbf{\Psi}_{i 1}+c \Delta \boldsymbol{\delta}_{i 1}\right) \mathbf{Q}_{\phi}^{-1}\left(\mathbf{\Psi}_{i 1}+c \Delta \boldsymbol{\delta}_{i 1}\right)^{\dagger}\right\}
\end{align*}
$$

The corresponding log-likelihood is given by

$$
\begin{align*}
\mathcal{L}\left(\boldsymbol{\Omega}_{i}\right)= & -K \ln (2 \pi)-\frac{K}{2} \ln \left(\sigma_{\text {toa }}^{2}\right)-\frac{1}{2} \ln \left(\left|\mathbf{Q}_{\phi}\right|\right) \\
& -\frac{1}{2 \sigma_{\text {too }}^{2}} \sum_{k=1}^{K}\left(T_{i 1}\left(t_{k}\right)-d_{i 1}+c \delta_{i 1}\left(t_{k}\right)\right)^{2}  \tag{19}\\
& -\frac{1}{2}\left(\mathbf{\Psi}_{i 1}+c \Delta \boldsymbol{\delta}_{i 1}\right) \mathbf{Q}_{\phi}^{-1}\left(\mathbf{\Psi}_{i 1}+c \Delta \boldsymbol{\delta}_{i 1}\right)^{\dagger}
\end{align*}
$$

and the maximum likelihood estimator of $\Omega_{i}$ is given by

$$
\begin{equation*}
\hat{\boldsymbol{\Omega}}_{i}=\arg \max _{\hat{\boldsymbol{\Omega}}_{i}} \mathcal{L}\left(\hat{\boldsymbol{\Omega}}_{i}\right) \tag{20}
\end{equation*}
$$

Given the continuity and differentiability of (19), the maximum likelihood estimator yields

$$
\begin{align*}
& \frac{\partial \mathcal{L}\left(\boldsymbol{\Omega}_{i}\right)}{\partial \delta_{i 1}\left(t_{k}\right)}=-\frac{c\left(T_{i 1}\left(t_{k}\right)-d_{i 1}+c \delta_{i 1}\left(t_{k}\right)\right)}{\sigma_{\text {toa }}^{2}} \\
& \left.-\frac{c}{\sigma_{c a}^{2}}\left(\psi_{i 1}\left(t_{k}\right)-\psi_{i 1}\left(t_{0}\right)+c \delta_{i 1}\left(t_{k}\right)-c \delta_{i 1}\left(t_{0}\right)\right)\right) \\
& \left.+\frac{c}{(K+1) \sigma_{c a}^{2}} \sum_{t=t_{1}}^{t_{K}}\left(\psi_{i 1}(t)-\psi_{i 1}\left(t_{0}\right)+c \delta_{i 1}(t)-c \delta_{i 1}\left(t_{0}\right)\right)\right) \tag{21}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial \mathcal{L}\left(\boldsymbol{\Omega}_{i}\right)}{\partial \delta_{i 1}\left(t_{0}\right)} \\
& =\frac{c}{(K+1) \sigma_{c a}^{2}} \sum_{t=t_{1}}^{t_{K}}\left(\psi_{i 1}(t)-\psi_{i 1}\left(t_{0}\right)+c \delta_{i 1}(t)-c \delta_{i 1}\left(t_{0}\right)\right) \tag{22}
\end{align*}
$$

By setting both (21) and (22) to 0 and jointly solving them, $\delta_{i 1}\left(t_{0}\right)$ can be estimated as

$$
\begin{equation*}
\hat{\delta}_{i 1}\left(t_{0}\right)=\frac{1}{c K} \sum_{t=t_{1}}^{t_{K}}\left(d_{i 1}-T_{i 1}(t)-\psi_{i 1}\left(t_{0}\right)+\psi_{i 1}(t)\right) \tag{23}
\end{equation*}
$$

which follows the Gaussian distribution $\mathcal{N}\left(\delta_{i 1}\left(t_{0}\right), \frac{\sigma_{t a a}^{2}}{c^{2} K}+\right.$ $\left.\frac{(K+1) \sigma_{c a}^{2}}{c^{2} K}\right)$.

Finally, the clock offset between BSs $i$ and 1 at any time $t$ is estimated as

$$
\begin{equation*}
\hat{\delta}_{i 1}(t)=\hat{\delta}_{i 1}\left(t_{0}\right)+\left(\psi_{i 1}\left(t_{0}\right)-\psi_{i 1}(t)\right) / c \tag{24}
\end{equation*}
$$

which follows the Gaussian distribution $\mathcal{N}\left(\delta_{i 1}(t), \frac{\sigma_{t o a}^{2}}{c^{2} K}+\right.$ $\left.\frac{(K-1) \sigma_{c a}^{2}}{c^{2} K}\right)$. (24) is the unbiased estimator of $\delta_{i 1}(t)$, and the variance can be reduced by increasing measurements.

To evaluate the accuracy of (24), we analyze the CRLB which provides the minimum variance of estimation [47]. Based on (19), the Fisher information matrix (FIM) of $\boldsymbol{\Omega}_{i}$ is given by [48]
$J\left(\hat{\boldsymbol{\Omega}}_{i}\right)=\left(\begin{array}{ccc}-\mathbb{E}\left[\frac{\partial^{2} \mathcal{L}\left(\boldsymbol{\Omega}_{i}\right)}{\partial \delta_{i 1}^{2}\left(t_{0}\right)}\right] & \cdots & -\mathbb{E}\left[\frac{\partial^{2} \mathcal{L}\left(\boldsymbol{\Omega}_{i}\right)}{\partial \delta_{i 1}\left(t_{0}\right) \partial \delta_{i 1}\left(t_{K}\right)}\right] \\ \vdots & \ddots & \vdots \\ -\mathbb{E}\left[\frac{\partial^{2} \mathcal{L}\left(\boldsymbol{\Omega}_{i}\right)}{\partial \delta_{i 1}\left(t_{K}\right) \partial \delta_{i 1}\left(t_{0}\right)}\right] & \cdots & -\mathbb{E}\left[\frac{\partial^{2} \mathcal{L}\left(\boldsymbol{\Omega}_{i}\right)}{\left.\partial \delta_{i 1}^{2} t_{K}\right)}\right]\end{array}\right)$
By taking the second derivatives of (21) and (22) and then expectations over $T_{i 1}(t)$ and $\psi_{i 1}(t)$, the $(m, n)$-th entry of the FIM is given by

$$
\left(J\left(\hat{\boldsymbol{\Omega}}_{i}\right)\right)_{m, n}=\left\{\begin{array}{r}
-\mathbb{E}\left[\frac{\partial^{2} \mathcal{L}\left(\boldsymbol{\Omega}_{i}\right)}{\partial \delta_{i 1}^{2}\left(t_{0}\right)}\right]=\frac{K}{K+1} \frac{c^{2}}{\sigma_{a}^{2}},  \tag{26}\\
\text { if } m=1, n=1 ; \\
-\mathbb{E}\left[\frac{\partial^{2} \mathcal{L}\left(\boldsymbol{\Omega}_{i}\right)}{\partial \delta_{i 1}^{2}\left(t_{m-1}\right)}\right]=\frac{(K+1) \sigma_{c a}^{2}+K \sigma_{\text {toa }}^{2}}{(K+1) \sigma_{c a}^{2} \sigma_{\text {toa }}^{2}} c^{2} \\
\text { if } m=n \neq 1 ; \\
-\mathbb{E}\left[\frac{\partial^{2} \mathcal{L}\left(\boldsymbol{\Omega}_{i}\right)}{\partial \delta_{i 1}\left(t_{m-1}\right) \partial \delta_{i 1}\left(t_{n-1}\right)}\right]=-\frac{1}{K+1} \frac{c^{2}}{\sigma_{c a}^{2}}, \\
\text { otherwise. }
\end{array}\right.
$$

We note that the second derivatives are independent of $T_{i 1}(t)$ and $\psi_{i 1}(t)$, and therefore equal to their expectations over $T_{i 1}(t)$ and $\psi_{i 1}(t)$. Then, the $(m, n)$-th entry of the inverse of the FIM is given by

$$
\left(J^{-1}\left(\hat{\boldsymbol{\Omega}}_{i}\right)\right)_{m, n}=\left\{\begin{array}{lr}
\frac{(K+1) \sigma_{c a}^{2}+\sigma_{t o a}^{2}}{K c^{2}}, & \text { if } m=1, n=1 ;  \tag{27}\\
\frac{\sigma_{t o a}^{2}}{K c c^{2}}, & \text { if } m=1, n>1 ; \\
\frac{\sigma_{t o a}^{2}}{K c^{2}}, & \text { if } m>1, n=1 ; \\
\frac{\sigma_{c a}^{2} \sigma_{t o a}^{2}}{\left(\sigma_{c a}^{2}+\sigma_{t o a}^{2}\right) c^{2}}+\frac{\sigma_{t o a}^{4}}{K\left(\sigma_{c a}^{2}+\sigma_{t o a}^{2}\right) c^{2}}, \\
\frac{\sigma_{t o a}^{4}}{K\left(\sigma_{c a}^{2}+\sigma_{\text {toa }}^{2}\right) c^{2}}, & \text { if } m=n \neq 1
\end{array}\right.
$$

According to the CRLB inequality [46], the lower bound of the clock offset estimation variance is given by

$$
\begin{align*}
C R L B\left(\delta_{i 1}\left(t_{K}\right)\right) & \geq\left(J\left(\hat{\boldsymbol{\Omega}}_{i}\right)^{-1}\right)_{K+1, K+1} \\
& =\frac{\sigma_{c a}^{2} \sigma_{t o a}^{2}}{\left(\sigma_{c a}^{2}+\sigma_{\text {toa }}^{2}\right) c^{2}}+\frac{\sigma_{\text {toa }}^{4}}{K\left(\sigma_{c a}^{2}+\sigma_{\text {toa }}^{2}\right) c^{2}} \tag{28}
\end{align*}
$$

Given $\sigma_{c a} \ll \sigma_{t o a}$, we can show that the estimation variance of (24) can asymptotically and indistinguishably converge to the CRLB (28) with the increasing number of samples, i.e.,

$$
\begin{align*}
& \lim _{K \rightarrow+\infty}\left[\left(\frac{\sigma_{t o a}^{2}}{c^{2} K}+\frac{(K-1) \sigma_{c a}^{2}}{c^{2} K}\right)-\right. \\
& \left.\quad\left(\frac{\sigma_{c a}^{2} \sigma_{t o a}^{2}}{\left(\sigma_{c a}^{2}+\sigma_{t o a}^{2}\right) c^{2}}+\frac{\sigma_{t o a}^{4}}{K\left(\sigma_{c a}^{2}+\sigma_{t o a}^{2}\right) c^{2}}\right)\right]  \tag{29}\\
& =\frac{\sigma_{c a}^{4}}{\left(\sigma_{c a}^{2}+\sigma_{t o a}^{2}\right) c^{2}} \rightarrow 0
\end{align*}
$$

The high-accuracy clock offset estimation allows the difference between the joint optimization problem (8) and the subproblems to diminish, with the increasing number of measurements.

## V. Integer Ambiguity Resolution and Carrier Phase Positioning

In this section, we solve the integer ambiguity resolution and positioning subproblem, i.e., problem (15), which is an NP-hard NMIP. The problem is solved by first estimating the MS position changes accurately based on the temporal changes .of the CPDoA-based distance difference measurements, and fusing the position changes with TDoA-based positioning results. In this way, we circumvent the integer ambiguities of the CPDoA-based measurements and obtain quality interim estimates of the MS positions, at which the CPoA-based distance measurements (3) can be linearized to transform problem (15) to a linear mixed-integer program and resolve the integer ambiguities. The precise MS positions can be obtained based on the disambiguated CPDoA-based measurements. The details are following.

## A. Estimation of Position Changes

We start with the new algorithm to estimate the position changes of the MS between two consecutive samples by using the ambiguous CPDoA-based measurements, as given in (4). As mentioned in Section II, the integer ambiguity of a link from the MS to a BS remains unchanged if the PLL keeps locking the carrier phase. For this reason, the integer ambiguity is suppressed by measuring the temporal change of the CPDoA-based distance difference measurements between two consecutive samples. The temporal change corresponds to the "double-differential carrier phase measurement" in the context of GPS/GNSS [22].

Based on (4), the unambiguous temporal change of the CPDoA-based distance difference measurements is given by

$$
\begin{equation*}
\Delta \phi_{i 1}(t)=r_{i 1}(t)-r_{i 1}(t-1)-c \Delta \delta_{i 1}(t)+\Delta n_{i 1}^{c a}(t) \tag{30}
\end{equation*}
$$

where $\Delta n_{i 1}^{c a}(t)=n_{i 1}^{c a}(t)-n_{i 1}^{c a}(t-1)$, and $\Delta \delta_{i 1}(t)=\delta_{i 1}(t)-$ $\delta_{i 1}(t-1)$ which only involves the clock offset between BSs $i$ and 1 .

Since $\Delta n_{i 1}^{c a}(t)$ is a zero-mean Gaussion noise and $\hat{\delta}_{i 1}(t)$ is the unbiased estimator of $\delta_{i 1}(t), \Delta \phi_{i 1}(t)+c \Delta \hat{\delta}_{i 1}(t)$ is the unbiased estimator of $r_{i 1}(t)-r_{i 1}(t-1)$. We move $r_{i}(t)$ from the right-hand side of (30) to the left-hand side, next move
other terms to the right-hand side, then take squares on both sides, and finally rewrite (30) as

$$
\begin{equation*}
-2 \boldsymbol{\zeta}_{i 1}^{\dagger} \boldsymbol{\theta}(t)-2 U_{i 1}(t) r_{1}(t)=U_{i 1}^{2}(t)-K_{i 1} \tag{31}
\end{equation*}
$$

where $\boldsymbol{\zeta}_{i 1}^{\dagger}=\boldsymbol{\zeta}_{i}^{\dagger}-\boldsymbol{\zeta}_{1}^{\dagger}, U_{i 1}(t)=\Delta \phi_{i 1}(t)+c \Delta \hat{\delta}_{i 1}(t)+$ $r_{i 1}(t-1)-\Delta n_{i 1}^{c a}(t)$, and $K_{i 1}=\boldsymbol{\zeta}_{i}^{\dagger} \boldsymbol{\zeta}_{i}-\boldsymbol{\zeta}_{1}^{\dagger} \boldsymbol{\zeta}_{1}$ for notational simplicity.

For $i=2,3, \cdots, M$, (31) can be collectively rewritten in the format of matrix, as given by

$$
\begin{aligned}
& \mathbf{G}(t) \mathbf{z}(t)=\mathbf{h}(t), \\
& \text { where } \mathbf{G}(t)=\left(\begin{array}{cc}
-2 \boldsymbol{\zeta}_{21}^{T} & -2 U_{21}(t) \\
-2 \boldsymbol{\zeta}_{31}^{T} & -2 U_{21}(t) \\
\vdots & \vdots \\
-2 \boldsymbol{\zeta}_{M 1}^{T} & -2 U_{M 1}(t)
\end{array}\right), \mathbf{z}(t)= \\
&\binom{\boldsymbol{\theta}(t)}{r_{1}(t)}, \mathbf{h}(t)=\left(\begin{array}{c}
U_{21}^{2}(t)-K_{21} \\
U_{31}^{2}(t)-K_{31} \\
\vdots \\
U_{M 1}^{2}(t)-K_{M 1}
\end{array}\right) . \text { In (32), there }
\end{aligned}
$$

are only two unknown position variables $\boldsymbol{\theta}(t-1)$ and $\boldsymbol{\theta}(t)$, which are part of $U_{i 1}(t)$ and $z(t)$, respectively.

Suppose that the positioning process starts at time $t=$ 0 with the estimated initial position of the MS, $\hat{\boldsymbol{\theta}}(0)=$ $[x(0), y(0), z(0)]^{\dagger}$. By taking the previous estimation $\hat{\boldsymbol{\theta}}(t-1)$ as a known parameter, the MS position $\boldsymbol{\theta}(t)$ in (32) can be estimated using Chan's method [9]. Therefore, $\boldsymbol{\theta}$ can be estimated iteratively over time. We denote the estimation at time $t$ by $\mathbf{p}_{c a}(t)=\hat{\boldsymbol{\theta}}(t)$. The initial position $\hat{\boldsymbol{\theta}}(0)$ can be estimated by the classical TDoA-based positioning method [9], i.e., $\mathbf{p}_{c a}(0)=\hat{\boldsymbol{\theta}}(0)$. The position change of the MS is given by

$$
\begin{equation*}
\Delta \mathbf{p}_{c a}(t)=\mathbf{p}_{c a}(t)-\mathbf{p}_{c a}(t-1) \tag{33}
\end{equation*}
$$

While the accuracy of $\mathbf{p}_{c a}(t)$ depends primarily on the TDoA-based estimation of the initial position which can have a large variance, the position changes in (33) are estimated from unambiguous temporal changes of the CPDoA-based measurements, and therefore accurate.

## B. Fusion of TDoA- and CPDoA-based Measurements

We propose to fuse the accurate estimations of the position changes, $\Delta \mathbf{p}_{c a}(t)$, and the TDoA-based positioning results, $\mathbf{p}_{t d}(t)$, to obtain the quality interim estimations of the MS positions $\mathbf{p}_{f}(t)$. The estimation process of $\mathbf{p}_{f}(t)$ is given in Algorithm 1. We note that Kalman filter can perform state estimation based on the current measurements and the previous estimation. A motion model (e.g., based on speed and acceleration) is often needed for the state estimation in Kalman filter, and the covariance of the process noise accounting for the motion model error is needed in prior to adjust the Kalman gain [49], [50]. In contrast, Algorithm 1 does not assume any motion model, and therefore is resistant to inexact a-priori knowledge of the process noise.

The estimation of $\mathbf{p}_{f}(t)$ is initialized with the TDoA-based estimation of the initial MS position, i.e., $\mathbf{p}_{f}(0)=\mathbf{p}_{t d}(0)$. The estimation variance of $\mathbf{p}_{t d}(0)$ is linear to $\sigma_{t d}^{2}$, i.e.,

```
Algorithm 1 Fusion-based estimation using TDoA- and
CPDoA-based measurements
Require: Estimated positions \(\mathbf{p}_{t d}(t)\) and \(\mathbf{p}_{c a}(t)\) obtained by
    TDoA- and ambiguous CPDoA-based measurements
Ensure: Interim estimations of positions \(\mathbf{p}_{f}(t)\)
    \(: \mathbf{p}_{f}(0)=\mathbf{p}_{t d}(0) ; \mathbf{p}_{c a}(0)=\mathbf{p}_{t d}(0)\)
    \% Set the initial point of the fusion-based estimation using
    the TDoA-based distance difference measurements
    for \(t=1\) to \(T_{\text {end }}\) do
        \(\Delta \mathbf{p}_{c a}(t)=\mathbf{p}_{c a}(t)-\mathbf{p}_{c a}(t-1)\)
        \% Estimate the position change based on the temporal
        changes of the CPDoA-based distance difference mea-
        surements
        \(\widetilde{\mathbf{p}}_{c a}(t)=\mathbf{p}_{f}(t-1)+\Delta \mathbf{p}_{c a}(t)\)
        \% Update the position estimation with the estimated
        position change
        \(\mathbf{p}_{f}(t)=w_{t d} \mathbf{p}_{t d}(t)+w_{c a} \widetilde{\mathbf{p}}_{c a}(t)\)
        \% Fuse the position estimates
    end for
```

$\operatorname{Var}\left(\mathbf{p}_{t d}(0)\right) \propto \sigma_{t d}^{2}$, where $\operatorname{Var}(X)$ stands for the variance of $X$, and " $\propto$ " stands for "is proportional to". At each time $t$, we first estimate the position change $\Delta \mathbf{p}_{c a}(t)$ according to (33), and the estimation variance of $\Delta \mathbf{p}_{c a}(t)$ follows

$$
\begin{equation*}
\operatorname{Var}\left(\Delta \mathbf{p}_{c a}(t)\right) \propto 2 \sigma_{c a}^{2} \tag{34}
\end{equation*}
$$

Given the fine accuracy of $\Delta \mathbf{p}_{c a}(t)$, we update the position estimation $\widetilde{\mathbf{p}}_{c a}(t)=\mathbf{p}_{f}(t-1)+\Delta \mathbf{p}_{c a}(t)$, whose estimation variance is given by

$$
\begin{equation*}
\operatorname{Var}\left(\tilde{\mathbf{p}}_{c a}(t)\right)=\operatorname{Var}\left(\mathbf{p}_{f}(t-1)\right)+\operatorname{Var}\left(\Delta \mathbf{p}_{c a}(t)\right) \tag{35}
\end{equation*}
$$

Unbiased estimation of the MS positions can also be obtained with the TDoA-based measurements at time $t$. As shown in Algorithm 1, the unbiased estimate $\mathbf{p}_{t d}(t)$ is further fused through $\mathbf{p}_{f}(t)=w_{t d} \mathbf{p}_{t d}(t)+w_{c a} \widetilde{\mathbf{p}}_{c a}(t)$ with non-negative weighting coefficients $w_{t d}$ and $w_{c a}$, where $w_{t d}+w_{c a}=1$ and

$$
\begin{equation*}
\operatorname{Var}\left(\mathbf{p}_{f}(t)\right)=w_{t d}^{2} \operatorname{Var}\left(\mathbf{p}_{t d}(t)\right)+w_{c a}^{2} \operatorname{Var}\left(\tilde{\mathbf{p}}_{c a}(t)\right) \tag{36}
\end{equation*}
$$

From (35) and (36), the estimation variance of $\mathbf{p}_{f}$ is given by

$$
\begin{align*}
\operatorname{Var}\left(\mathbf{p}_{f}(t)\right) & \propto\left(w_{t d}^{2} \sum_{i=1}^{t} w_{c a}^{2(i-1)}+w_{c a}^{2 t}\right) \sigma_{t d}^{2}+2 \sum_{i=1}^{t} w_{c a}^{2 i} \sigma_{c a}^{2} \\
& =\left(w_{t d}^{2} \frac{1-w_{c a}^{2 t}}{1-w_{c a}^{2}}+w_{c a}^{2 t}\right) \sigma_{t d}^{2}+2 w_{c a}^{2} \frac{1-w_{c a}^{2 t}}{1-w_{c a}^{2}} \sigma_{c a}^{2} \tag{37}
\end{align*}
$$

The convergence of Algorithm 1 is confirmed by evaluating the variation of (37). In particular,

$$
\begin{align*}
& \operatorname{Var}\left(\mathbf{p}_{f}(t)\right)-\operatorname{Var}\left(\mathbf{p}_{f}(t-1)\right) \\
& \propto w_{c a}^{2(t-1)}\left(\left(w_{t d}^{2}+w_{c a}^{2}-1\right) \sigma_{t d}^{2}+2 w_{c a}^{2} \sigma_{c a}^{2}\right)  \tag{38}\\
& =2 w_{c a}^{2 t-1}\left(\left(1-w_{t d}\right) \sigma_{c a}^{2}-w_{t d} \sigma_{t d}^{2}\right)
\end{align*}
$$

If $w_{t d}>\frac{\sigma_{c a}^{2}}{\sigma_{c a}^{2}+\sigma_{t d}^{2}}$, the estimation variance of $\mathbf{p}_{f}(t)$ decreases monotonically over time. Additionally, since $0<w_{c a}<1$, the estimation variance of $\mathbf{p}_{f}(t)$ diminishes, as given by

$$
\begin{align*}
& \lim _{t \rightarrow \infty}\left(\operatorname{Var}\left(\mathbf{p}_{f}(t)\right)-\operatorname{Var}\left(\mathbf{p}_{f}(t-1)\right)\right) \\
& \propto \lim _{t \rightarrow \infty}\left(2 w_{c a}^{2 t-1}\left(\left(1-w_{t d}\right) \sigma_{c a}^{2}-w_{t d} \sigma_{t d}^{2}\right)\right)=0 \tag{39}
\end{align*}
$$

which converges to

$$
\begin{align*}
& \lim _{t \rightarrow \infty} \operatorname{Var}\left(\mathbf{p}_{f}(t)\right) \\
& \propto \lim _{t \rightarrow \infty}\left(\left(w_{t d}^{2} \frac{1-w_{c a}^{2 t}}{1-w_{c a}^{2}}+w_{c a}^{2 t}\right) \sigma_{t d}^{2}+2 w_{c a}^{2} \frac{1-w_{c a}^{2 t}}{1-w_{c a}^{2}} \sigma_{c a}^{2}\right) \\
& =\frac{w_{t d}^{2}}{1-w_{c a}^{2}} \sigma_{t d}^{2}+2 \frac{w_{c a}^{2}}{1-w_{c a}^{2}} \sigma_{c a}^{2} . \tag{40}
\end{align*}
$$

The estimated MS positions of Algorithm 1 are more accurate than $\mathbf{p}_{c a}(t)$ if the weighting coefficients are carefully selected based on (40). Despite circumventing the integer ambiguities of the CPDoA-based distance difference measurements (by only using the position changes), the accuracy of $\mathbf{p}_{f}(t)$ still heavily relies on the TDoA-based distance measurements which suffer from large variances.

## C. Integer Ambiguity Resolution

Given the quality interim estimation of the MS positions obtained in Algorithm 1, we can resolve the integer ambiguities of the CPDoA-based distance difference measurements by linearizing the CPoA-based distance measurements at the interim estimation. After resolving the integer ambiguities, we use the unambiguous CPDoA-based measurements for highaccuracy positioning.

1) Linearization of integer ambiguity: Given the quality interim estimation of the MS positions $\mathbf{p}_{f}(t)=$ $(x(t), y(t), z(t)), \forall t$, we can effectively linearize (3) with the Taylor series expansion. With the second- or higher-order terms suppressed, (3) can be transformed into
$\phi_{i}(t)-\rho_{i}(t)+c b_{i}(t)=\left[\alpha_{i}(t), \beta_{i}(t), \gamma_{i}(t)\right] \boldsymbol{\theta}(t)-\lambda N_{i}+n_{i}^{c a}(t)$,
where $\rho_{i}(t)=\frac{\boldsymbol{\zeta}_{i}^{T} \boldsymbol{\zeta}_{i}-\boldsymbol{\zeta}_{i} \mathbf{p}_{f}(t)}{\left\|\boldsymbol{\zeta}_{i}-\mathbf{p}_{f}(t)\right\|_{2}}, \alpha_{i}(t)=\frac{x_{f}(t)-A_{i}}{\left\|\boldsymbol{\zeta}_{i}-\mathbf{p}_{f}(t)\right\|_{2}}, \beta_{i}(t)=$ $\frac{y_{f}(t)-B_{i}}{\left.\| \boldsymbol{\zeta}_{i}\right)_{f}(t) \|_{2}}$, and $\gamma_{i}(t)=\frac{z_{f}(t)-C_{i}}{\left\|\zeta_{i}-\mathbf{p}_{f}(t)\right\|_{2}}$.
By evaluating the difference of $(41)$
By evaluating the difference of (41) between BSs $i$ and 1, we obtain

$$
\begin{equation*}
\varphi_{i 1}(t)=\left[\alpha_{i 1}(t), \beta_{i 1}(t), \gamma_{i 1}(t)\right] \boldsymbol{\theta}(t)-\lambda N_{i 1}+n_{i 1}^{c a}(t) \tag{42}
\end{equation*}
$$

where $\varphi_{i 1}(t)=\phi_{i 1}(t)-\rho_{i 1}(t)+c b_{i 1}(t)$ and $\varphi_{i 1}(t)$ can be substituted by $\phi_{i 1}(t)-\rho_{i 1}(t)+c \hat{\delta}_{i 1}(t)$.

For $i=2,3, \cdots, M$, (42) can be rewritten in the form of matrix, as given by
$\boldsymbol{\varphi}(t)=\mathbf{H}(t) \boldsymbol{\theta}(t)-\lambda \mathbf{N}+\mathbf{n}(t)$,
where $\begin{gathered}\boldsymbol{\varphi}(t) \\ \left.\begin{array}{c}\varphi_{21}(t) \\ \varphi_{31}(t) \\ \vdots \\ \varphi_{M 1}(t)\end{array}\right), \mathbf{H}(t) \\ \left(\begin{array}{ccc}\alpha_{21}(t) & \beta_{21}(t) & \gamma_{21}(t) \\ \vdots & \vdots & \vdots \\ \alpha_{M 1}(t) & \beta_{M 1}(t) & \gamma_{M 1}(t)\end{array}\right), \mathbf{N}= \\ \mathbf{n}(t)=\left(\begin{array}{c}N_{21} \\ N_{31} \\ \vdots \\ N_{M 1}\end{array}\right), \quad \text { and } \\ \left(\begin{array}{c}n_{21}^{c a}(t) \\ n_{31}^{c a}(t) \\ \vdots \\ n_{M 1}^{c a}(t)\end{array}\right) . \text { Clearly, (43) is linear to the position }\end{gathered}$
variable $\boldsymbol{\theta}(t)$ and the integer ambiguity variable $\mathbf{N}$.
variable $\boldsymbol{\theta}(t)$, and the integer ambiguity variable $\mathbf{N}$.

By stacking the CPDoA-based measurements from time $t=$ $\tau_{1}$ to $t=\tau_{Z}$, (43) becomes

$$
\begin{gathered}
\varphi=\mathbf{H} \boldsymbol{\xi}+\mathbf{n}, \\
\text { where } \quad \varphi \\
=\left(\begin{array}{c}
\varphi(1) \\
\varphi(2) \\
\vdots \\
\varphi(Z)
\end{array}\right), \mathbf{H} \\
\left(\begin{array}{cccc}
\mathbf{H}(1) & \cdots & \mathbf{0} & -\lambda \mathbf{I}_{(M-1)} \\
\vdots & \ddots & \vdots & \vdots \\
\mathbf{0} & \cdots & \mathbf{H}(Z) & -\lambda \mathbf{I}_{(M-1)}
\end{array}\right), \quad \boldsymbol{\xi}=\left(\begin{array}{c}
\boldsymbol{\theta}(1) \\
\boldsymbol{\theta}(2) \\
\vdots \\
\boldsymbol{\theta}(Z) \\
\mathbf{N}
\end{array}\right), \mathbf{n}= \\
\left(\begin{array}{c}
\mathbf{n}(1) \\
\mathbf{n}(2) \\
\vdots \\
\mathbf{n}(Z)
\end{array}\right), \text { and } \mathbf{I}_{(M-1)}
\end{gathered}
$$

matrix. The covariance matrix of the noise vector $\mathbf{n}$ is given by

$$
\mathbf{Q}_{\varphi}=\mathbb{E}\left(\mathbf{n n}^{\dagger}\right)=2 \sigma_{c a}^{2}\left(\begin{array}{cccc}
1 & 0.5 & \cdots & 0.5  \tag{45}\\
0.5 & 1 & \cdots & 0.5 \\
\vdots & \vdots & \ddots & \vdots \\
0.5 & 0.5 & \cdots & 1
\end{array}\right)
$$

where $2 \sigma_{c a}^{2}$ is the variance of the CPDoA-based distance difference measurement noise, and the off-diagonal entries 0.5 in the coefficient matrix are due to the cross-correlation between different CPDoA measurements (with the same reference BS, i.e., BS 1).

To improve tractability, we first relax $\mathbf{N} \in \mathbb{Z}^{(M-1)}$ to $\tilde{\mathbf{N}} \in$ $\mathbb{R}^{(M-1)}$. By using the least squares error (LSE) method, we obtain

$$
\begin{equation*}
\tilde{\boldsymbol{\xi}}=\left(\mathbf{H}^{T} \mathbf{Q}_{\varphi}^{-1} \mathbf{H}\right)^{-1} \mathbf{H}^{\dagger} \mathbf{Q}_{\varphi}^{-1} \boldsymbol{\varphi} \tag{46}
\end{equation*}
$$

of which the last $(M-1)$ elements provide the continuous solution to $\tilde{\mathbf{N}} \in \mathbb{R}^{(M-1)}$, i.e.,

$$
\begin{equation*}
\tilde{\mathbf{N}}=[\tilde{\boldsymbol{\xi}}]_{(3 Z+1):(3 Z+M-1)} \tag{47}
\end{equation*}
$$

We proceed to search for the integer solution to $\mathbf{N} \in$ $\mathbb{Z}^{(M-1)}$. Based on the LSE method, the covariance of variable $\tilde{\boldsymbol{\xi}}$ is given by

$$
\begin{equation*}
\mathbf{Q}_{\tilde{\xi}}=\left(\mathbf{H}^{T} \mathbf{Q}_{\varphi}^{-1} \mathbf{H}\right)^{-1} \tag{48}
\end{equation*}
$$

Since $\boldsymbol{\xi}=(\boldsymbol{\eta}, \quad \mathbf{N})^{\dagger}$ with $\boldsymbol{\eta}=\left(\boldsymbol{\theta}(1)^{\dagger}, \boldsymbol{\theta}(2)^{\dagger}, \cdots, \boldsymbol{\theta}(Z)^{\dagger}\right)$, the covariance matrix can also be written as

$$
\mathbf{Q}_{\tilde{\xi}}=\left(\begin{array}{cc}
\mathbf{Q}_{\eta \zeta} & \mathbf{Q}_{\eta \tilde{\mathbf{N}}}  \tag{49}\\
\mathbf{Q}_{\tilde{\mathbf{N}} \zeta} & \mathbf{Q}_{\tilde{\mathbf{N}} \tilde{\mathbf{N}}}
\end{array}\right)
$$

where $\mathbf{Q}_{\eta \eta}$ is the $3 Z \times 3 Z$ matrix, and $\mathbf{Q}_{\tilde{\mathbf{N}} \tilde{\mathbf{N}}}$ is the $(M-1) \times$ $(M-1)$ matrix. Therefore, the covariance of the continuous solution $\tilde{\mathbf{N}}$ is given by

$$
\begin{equation*}
\mathbf{Q}_{\tilde{\mathbf{N}} \tilde{\mathbf{N}}}=\left[\mathbf{Q}_{\tilde{\xi}}\right]_{((3 Z+1):(3 Z+M-1),(3 Z+1):(3 Z+M-1))} \tag{50}
\end{equation*}
$$

The estimation of $\mathbf{N}$ is equivalent to the following LSE problem [51], [52].

$$
\begin{equation*}
\mathbf{N}^{*}=\underset{\mathbf{N} \in \mathbb{Z}^{M-1}}{\arg \min }(\mathbf{N}-\tilde{\mathbf{N}})^{\dagger} \mathbf{Q}_{\tilde{\mathbf{N}} \tilde{\mathbf{N}}}(\mathbf{N}-\tilde{\mathbf{N}}) \tag{51}
\end{equation*}
$$

which can be efficiently solved using the classical LAMBDA method via decorrelation-based space search [52], [53].
2) Carrier phase positioning: With the estimated integer ambiguities $\mathbf{N}^{*}$, we can disambiguate the CPDoA-based distance difference measurement $\phi(t)$ and input into the classical range-based positioning algorithm developed originally for hyperbolic positioning in [9]. The result, denoted by $\boldsymbol{\theta}^{*}(t)$, is the estimated MS position at time $t$ by carrier phase positioning.

## D. Consideration of Cycle Slips

A cycle slip may occur in the presence of severe multipath/NLOS. Our proposed framework can deal with cycle slips by incorporating existing cycle slip detection and compensation methods [54]-[58]. As shown in Fig. 3, in Step 1, the clock offsets between BSs are estimated based on the ToAand CPoA-based distance measurements over a period of time, during which cycle slips can be detected and corrected by detecting the jumps in the high-order differences of the CPoAbased distance measurements. Specifically, we can detect cycle slips, including the size of cycle slips, by using high-order difference methods [58], e.g., fourth-order difference, and correct the cycle slips before estimating the clock offsets.

In Step 2, the estimation of the MS position changes only depends on the temporal changes of the CPDoA-based measurements between consecutive samples. By using the temporal changes of the measurements, the integer ambiguities are canceled in the estimation of the position changes. The step is insusceptible to the integer ambiguities and hence tolerates cycle slips. Step 3 is also insusceptible to cycle slips, given its use of only TDoA-based measurements and estimated position changes. Nevertheless, by taking fourth-order difference of the CPoA-based measurements, we can detect cycle slips (and their sizes) and correct them [58] in Step 2 in the same way as done in Step 1. With the cycle slips detected and corrected in Step 2, linearization is done in the same way as it is in the absence of cycle slips in Step 4, and so is the positioning in Step 5.

## E. Complexity Analysis

The complexity of the proposed algorithm is polynomial, i.e., $\mathcal{O}\left(K(M-1)+Z(M-1)^{2}+Z(M-1)^{3}+Z^{3}(M-1)^{2}\right.$ $(3 Z+M-1))$, where $\mathcal{O}(K(M-1)), \mathcal{O}\left(Z(M-1)^{2}\right)$, and $\mathcal{O}\left(Z(M-1)^{3}+Z^{3}(M-1)^{2}(3 Z+M-1)\right)$ are the complexities of the clock offset estimation, the position estimation using Chan's method [8], [9], and the integer ambiguity resolution based on float resolution and LAMBDA method [50]-[52], respectively. Recall that $Z$ and $K$ are the numbers of measurements that can be used for positioning and clock offset estimation, respectively, and $M$ is the number of BSs. On the other hand, the original problem (8) is an NMIP problem, which can be solved optimally using the branch and bound $(B \& B)$ method if solved jointly. The worst-case complexity of the $\mathrm{B} \& \mathrm{~B}$ method is an exponential complexity and close to that of the exhaustive search, i.e., $\mathcal{O}\left(\left(A / P_{1}^{3}\right)^{Z}(B / \lambda)^{M-1}\right.$ $\left.\left(C / P_{2}\right)^{K(M-1)}\right)$, where $\mathcal{O}\left(\left(A / P_{1}^{3}\right)^{Z}\right)$, $\mathcal{O}\left((B / \lambda)^{M-1}\right)$ and $\mathcal{O}\left(\left(C / P_{2}\right)^{K(M-1)}\right)$ are the complexities of searching the time
offsets, integer ambiguities, and positions, respectively. $A, B$, and $C$ depend on the search spaces of the positioning space, the maximum length from one location to another within the positioning space, and the maximum clock offset, respectively. $P_{1}$ and $P_{2}$ are the desired positioning accuracy and clock offset estimation accuracy, respectively. By decoupling the original problem (as done in the proposed algorithm), the complexity of solving problem (8) is dramatically reduced, as compared to the joint estimation method.

## VI. Simulation results and analysis

In this section, we evaluate the performance of the proposed carrier phase positioning method in wireless cellular networks. Simulations are carried out under the indoor office scenario specified in the 3GPP standard [38]. We consider the CPRS as the reference signal for carrier phase positioning [37], and the center frequency of the C-PRS is 30 GHz , i.e., the carrier wavelength is 0.01 m . As suggested in [38, Tab. 8.1.1.6], we consider 6 BSs in the simulation. We also set the interval between two consecutive measurement reports to 100 milliseconds [59]-[61], and the number of measurements used to resolve the integer ambiguity to 50 [61]. Each simulation result is the average of 2,000 independent tests upon an MS. Since the velocity of an MS is typically up to $3 \mathrm{~km} / \mathrm{h}$ in indoor environments [38], the simulated MS takes a random walk with the speed randomly and uniformly selected from $[0,3]$ $\mathrm{km} / \mathrm{h}$ in each of the tests.

It is reported in [41] and [62] that the PLL tracking error of carrier phase is about $10 \%$ of a wavelength resulting from multipath/NLoS, as compared to $1 \%$ of the wavelength in the presence of a dominating $\operatorname{LoS}$ path. On the other hand, the time-delay estimation errors attributed to multipath propagations range from 0.1 ns to 1 ns (or equivalently, 0.03 m to 0.3 m in distance) in 5 G systems, when the transmitter and receivers are synchronized [18], [45], [63], [64]. For this reason, we set the standard deviations (STDs) of the ToAbased distance measurement noise to $0.1 \mathrm{~m}, 0.3 \mathrm{~m}$ and 0.5 m ; and set the STDs of the CPoA-based distance measurement noise to $0.001 \mathrm{~m}, 0.002 \mathrm{~m}$ and 0.003 m , which are $10 \%, 20 \%$ and $30 \%$ of a wavelength (i.e., 0.01 m ), respectively. We also evaluate the the performance of our proposed algorithm in the presence of cycle slips. With reference to [54]-[57], we assume that the occurrences of the cycle slips follow a Poison distribution with an average interval of 10 to 100 seconds. The size of a cycle slip is randomly and uniformly distributed between - 20 and 20 cycles. The fourth-order difference method [58] is applied to detect the cycle slips and their sizes. An ablation study is carried out to evaluate every step of the proposed approach in the following.

## A. Performance of CPoA-based clock offset estimation

We first compare the proposed CPoA-based clock synchronization method to the ToA-based method, i.e., (16), in the absence of cycle slips. Fig. 4 shows the Root Mean Square Error (RMSE) of the clock offset estimation under different number of samples. Since the ToA-based method only utilizes the current ToA-based distance measurement


Fig. 4. Comparison of the existing ToA-based and the proposed CPoA-based clock offset estimations in the absence of cycle slips.


Fig. 5. Clock offset estimation performance of the proposed CPoA-based method under different STDs of the ToA- and CPoA-based distance measurements in the absence of cycle slips.
to estimate the time-varying clock offset, the RMSE of the estimation is $\sigma_{t o a} / c$. We see that the RMSE of the ToA-based method remains high and does not improve with the increasing number of samples. The proposed method performs much better due to the utilization of high-accuracy carrier phase measurements. With the increasing number of samples, the estimation variance of the clock offset, i.e., (24), continuously decreases. At time $t_{0}$, there are no enough carrier phase measurements to evaluate the time-differential CPoA-based distance measurement, i.e., $\Delta \psi_{i 1}(t)=\psi_{i 1}(t)-\psi_{i 1}\left(t_{0}\right)$, and only a ToA-based measurement can be used for the clock offset estimation. Therefore, the RMSE is $\sigma_{t o a} / c$ at time $t_{0}$. The clock synchronization accuracy can be as accurate as a picosecond level, which is nearly a thousand times better than the ToA-based method.

As shown in Figs. 4 and 5, with the lower STD of the ToA-based distance measurements, the RMSE of the ToA-


Fig. 6. Clock offset estimation accuracy of the proposed approach under different cycle slip conditions.
based clock offset estimation method is lower, and the RMSE of the proposed CPoA-based method is also better before it converges. With the increasing number of samples, the RMSE of the CPoA-based method converges to the CRLB. The value of the convergent RMSE depends on the STD of the CPoAbased distance measurements, and the lower STD can lead to a better convergent RMSE performance.

We proceed to show the RMSE of the clock offset estimation in the presence of cycle slips. As shown in Fig. 6, the RMSE is larger in the presence of the cycle slips than it is in the absence of cycle slips. Nevertheless, the synchronization accuracy is still about a hundred picoseconds, even when the clip slips occur as frequently as an average of one cycle slip every 10 seconds. It is also observed that, with increasingly frequent cycle slips, the clock offset estimation accuracy of the proposed algorithm degrades, as the consequence of the increasing number of undetected and imperfectly corrected cycle slips.

## B. CPDoA-based Estimation of MS position changes

The estimation accuracy of the MS position changes is evaluated under different STDs of the ToA- and CPoA-based distance measurements, as shown in Fig. 7. The initial point $\hat{\boldsymbol{\theta}}(0)$ is estimated with the algorithm developed in [9], based on the TDoA-based distance difference measurements with the STD of 0.5 m . In the absence of cycle slips, we observe that high-accuracy estimation of the position changes is achieved, where $90 \%$ of the estimation errors are smaller than 0.031 m .

In the presence of cycle slips, $90 \%$ of the estimation errors of the MS position changes are smaller than 0.223 m , where the average interval between cycle slips is 100 seconds. In particular, when the CPoA-based distance measurements between the BSs are free of cycle slips, the estimation accuracy of the MS position changes is almost the same with and without cycle slips over the links from the MS to the BSs. When the CPoAbased distance measurements between the BSs also experience cycle slips, the estimation accuracy degrades, resulting from


Fig. 7. Estimation accuracy of position changes based on the CPDoA-based distance difference measurements (and TDoA-based estimation of the initial position).
the reduced accuracy of the clock offset estimation between the BSs.

## C. Position fusion of ToA-based position and CPDoA-based position change estimations

The fusion-based positioning, i.e., Algorithm 1, is shown in Fig. 8, where the STDs of the ToA- and CPoA-based distance difference measurements are 0.5 m and 0.003 m , respectively. $w_{t d}=0.3$. We observe that the proposed fusion-based position estimation method greatly enhances the positioning accuracy, as compared to positioning only based on the TDoA-based measurements or the ambiguous CPDoA-based measurements. In the presence of cycle slips, the positioning accuracy degrades primarily due to the cycle slips over the links between the BSs and the consequently reduced clock offset estimation of the BSs. The positioning performance of the proposed fusion-based estimation is plotted under different values of $w_{t d}$ in Fig. 9, where the estimation variance of $\mathbf{p}_{f}(t)$ diminishes over time. A smaller $w_{t d}$ value leads the positioning error to converge to a smaller value with a growing number of samples, while a larger $w_{t d}$ can achieve faster convergence. The cycle slips (over all the links between the BSs and from the MS to the BSs) are shown to have a marginal impact on the convergence of the fusion-based position estimation. In the following simulations, we set $w_{t d}$ to 0.3 for the fast convergence of the proposed method.

## D. Error performance of integer ambiguity resolution

We evaluate the accuracy of the integer ambiguity resolution under different STDs of the ToA-based and CPoA-based distance measurements, as shown in Figs. 10 and 11. The accuracy is measured by the average error of integer ambiguity resolution (EoI), as given by

$$
\begin{equation*}
E o I=\frac{\left\|\mathbf{N}^{*}-\mathbf{N}_{r e a l}\right\|_{0}}{M-1} \tag{52}
\end{equation*}
$$



Fig. 8. Performance comparison of the considered different methods for positioning.


Fig. 9. Positioning error of fusion-based estimation method under different $w_{t d}$.
where $\mathbf{N}_{\text {real }}$ collects the ground truth of the integer ambiguities over all the links from the MS to the BSs; and $\|\cdot\|_{0}$ stands for $l_{0}$ norm, i.e., counting non-zero elements.

The probability distributions of EoI are plotted under different STDs of ToA-based distance measurements in Fig. 10, where the $x$-axis, e.g., " $0-1$ ", indicates that the EoI is within $[0,1)$. The STD of the CPoA-based distance measurements is 0.003 m . In the absence of cycle slips, the EoI is smaller than 2 cycles in most cases and more than $96 \%$ of the EoIs are less than 6 cycles. In the presence of cycle slips, more than $95 \%$ of the EoIs are less than 10 cycles. Additionally, different STDs of the ToA-based distance measurements have impact on the accuracy of the proposed fusion-based estimation of the MS positions, $\mathbf{p}_{f}(t)$, which in turn affects the accuracy of the linearization and resolution of the integer ambiguities.

The probability distributions of EoI are also plotted under different STDs of the CPoA-based distance measurements in Fig. 11, where the STD of the ToA-based distance measure-


Fig. 10. The probability distributions of EoI under different STDs of the ToA-based distance measurement errors, where the STD of the CPoA-based distance measurements errors is 0.003 m .


Fig. 11. The probability distributions of EoI under different STDs of the CPoA-based distance measurement errors, where the STD of the ToA-based distance measurement errors is 0.5 m .
ments is 0.5 m . In the absence of cycle slips, the EoI is less than 2 cycles in most cases and over $96 \%$ of the EoIs are less than 6 cycles. In the presence of cycle slips, more than $95 \%$ of the EoIs are less than 10 cycles. The results indicate that the proposed algorithm can cope well with the cycle slips, and resolve the integer ambiguities of the CPDoA-based measurements.

## E. Positioning accuracy performance

Last but not least, we evaluate the final accuracy of the carrier phase positioning after the integer ambiguity resolution. The cumulative distribution functions (CDFs) of the positioning errors are plotted in Fig. 12. Over $90 \%$ of the final positioning errors of the proposed approach are smaller than 0.065 m in the absence of cycle slips, and smaller than 0.102 m in the presence of cycle slips. The proposed positioning method markedly outperforms a recently published


Fig. 12. The positioning accuracy of the proposed carrier phase positioning algorithm (after integer ambiguity resolution) in comparison with its reduced version and existing approaches developed (Case1: $\sigma_{t o a}=0.1 \mathrm{~m}, \sigma_{c a}=$ 0.001 m ; Case2: $\sigma_{t o a}=0.5 \mathrm{~m}, \sigma_{c a}=0.003 \mathrm{~m}$ ).

TDoA-CPDoA algorithm [65], and the proposed fusion-based position estimation, i.e., Algorithm 1. Despite outperforming the algorithm based on TDoA measurements, the TDoACPDoA algorithm [65] and the proposed fusion-based position estimation do not resolve the integer ambiguity. As a consequence, their positioning accuracies are substantially worse than the full proposed approach depicted in Fig. 3. In Fig. 12, we also simulate the joint estimation method which solves problem (8) directly by using the $\mathrm{B} \& \mathrm{~B}$ method in MATLAB OPTI toolbox. Under different STDs of the ToAand CPoA-based distance measurements, both the proposed decoupled and the joint methods can achieve high positioning accuracies with a marginal performance gap, i.e., less than 0.003 m on average, despite the dramatically lower complexity of the proposed decoupled algorithm by about six orders of magnitude, as shown in Fig. 13.

## VII. CONCLUSION

In this paper, we proposed a new and accurate carrier phase positioning technique for 5 G new radio cellular networks. Firstly, a carrier phase based clock offset estimation method was developed to achieve picosecond-level clock synchronization among BSs. The method was proved to converge to the CRLB asymptotically. Secondly, the temporal changes of the CPDoA-based distance difference measurements were used to estimate the MS position changes at a centimeter-level accuracy, which are insusceptible to the inherent integer ambiguities of the carrier phase measurements. Thirdly, we fused the TDoA positioning results and the estimated position changes, to estimate the MS positions with sub-meter accuracy. Finally, the integer ambiguities were resolved by linearizing the carrier phase measurements, and centimeter positioning accuracies were achieved based on the disambiguated measurements. Simulation results confirmed the feasibility of the proposed carrier phase positioning in wireless cellular networks.


Fig. 13. The comparison of MATLAB runtime between the proposed carrier phase positioning algorithm and the joint estimation method, where the simulations are conducted on a workstation with 3.79 GHz CPU and 32 GB memory, and the $\mathrm{B} \& \mathrm{~B}$-based joint estimation algorithm is implemented by using MATLAB OPTI toolbox.
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