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ABSTRACT Institutions that possess certain collections of digital image libraries, such as museums,

are progressively interested in making such collections accessible anytime and anywhere for any Image

Retrieval (IR) activities namely browsing and searching. Many researchers have shown that IR methods,

in filtering images based on their features such as colors, would provide better indexing and can be able to

deliver/provide more accurate results. The color composition of an image, e.g. color histogram has proven to

be a powerful feature that can be analyzed and used for image indexing because of its robust standardization

of image transformation such as scaling and orientation. In this research, the efforts in narrowing the gap

between low relevancy human text descriptions for Malaysian users and image scene color appearances have

been brought into attention. The methods are first, to investigate the color concepts and color appearance

descriptions of a scene and secondly, to identify a set of ground-truth images for each color appearance

category. Psychophysical experiments are conducted to determine a collection of ground-truth images that

effectively match five color appearance descriptions for image scenes in accordance with human judgement

and perception. The results of the experiments are presented together with the inter-rater agreement analysis.

These descriptions that are commonly queried by humans are the following keywords, Bright, Pastel, Dull,

Pale, and Dark. The agreement analysis indicates that the Bright category is the most comprehensible by

humans and subsequently followed by the Pastel and Dark categories. Dull and Pale categories, on the

other hand are fairly understood by humans. All the images involved in this research are landscape painting

collections from the internet and they are used for academic purposes only. The results show the top ten

ground-truth images for each category that encapsulates a high level of agreeability between humans.

INDEX TERMS Color appearance description, color concept, color features, human judgement, human

agreement analysis, psychophysical experiments.

I. INTRODUCTION

In today’s modern world, most images are in a digitalized

form and kept in digital libraries for better management.

With the growth of information and communication tech-

nology, digital image collection holders have been increas-

ingly interested in making their collections available for

any IR activities such as browsing and searching. Recently,

designing a search image mechanism based on user require-

ments has become an important and critical challenge [1]–[3].

Depending on the application system, image searching can

The associate editor coordinating the review of this manuscript and

approving it for publication was Jeon Gwanggil .

be done using either a text description query or image query

and the retrieval process of the images is done by using

their index. However, due to humans being subjective and

boasting different creative natures, the user’s satisfaction is in

doubt, because this image indexingmethod uses amanual text

description approach that can be rather rigid. For that reason,

an indexing method using image content such as colors is

likely to be preferred as it can be done automatically to each

image in digital libraries and provide a better set of results [4].

Colors are always said to be the easiest and most reliable

feature captured by the human eye. Color distribution in

an image can be represented globally as a descriptor in the

form of a color histogram [5], [6]. It has been observed
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FIGURE 1. (a) Example of hues: red, yellow, green, blue
(b) Example levels of lightness (light-dark) (c) Example levels of
saturation for the same hue (low – high).

that the color histogram approach is the most preferable

method in many IR applications [7]–[9]. Color histogram

can be generated and calculated through the quantization

process of the color model. According to Saima et al. [10]

in their work, an appropriate decision on interval size in

quantization is needed in reducing the quantization affection

error. Similarly, color quantization is a process to reduce the

number of colors in an image without degrading its quality.

Thus, with a suitable color model for color representation

and quantization level, the generated color histograms can be

used effectively for image indexing [11]–[13]. In our previous

work, A. Othman et al. [12] studied on the suitable quantiza-

tion level for generating an optimum color histogram for all

five categories of color appearance in this study. We used the

CIELab color model as this model represents colors similar

to how humans perceive colors using its color attributes, hue,

saturation, and lightness.

Color features are robust to noise, image degradation, size

changes, resolution and orientation [14]–[17]. However, col-

ors are often a difficult matter to properly describe, not only

in technical terms such as lightness, saturation, and hue, but

also to express in simple words such as bright, dark, vivid,

pale, dull, pastel. These descriptive words are hard to use

accurately at first, let alone unfamiliar color descriptivewords

such as pure, muted, ablaze, fiery, restrained, brash, jazzy

etc. The MacMillan English Dictionary has listed more than

eighty general words that are used to describe colors [18]. The

meaning of these words is regularly but vaguely used, as the

words are misunderstood in usage.

Visual psychology research shows that when humans

observe an image, not all of the contents are of the same

interest [19]. Colors decoded in the human mind might

be different from others. It is a subjective sensation that

includes physics, biology, and psychology etc. In perceptual

color theory, color consists of three attributes known as hue,

brightness or lightness and saturation [20]. Hue is defined

as the names of color such as red, yellow, green, and blue.

Different hues are caused by different wavelengths of light.

Brightness or lightness is meant by the grayscale ranging

from black (lowest) to white (highest) and saturation means

the amount of pure color that exists. Different variations of

these attributes are shown in Fig. 1.

Perceptual colors depend on certain criteria such as the

experience of the viewer, and the conditions of the color

FIGURE 2. An example of images based on art concept – (a) Warm
images (b) Cool images. Images are retrieved from Google Image Search
by keywords ‘warm images’ and ‘cool images’.

FIGURE 3. An example of four images that shows the different
appearance of colors. Images are from Google Image search.

or other colors around it. Humans describe colors based on

both the color component (true colors such as red, blue,

green etc.) and the intensity component (amount of lightness

and saturation). In a color IR application, image retrieved

by users is accomplished according to their specifications

on what they want or acquire, that could be based upon so

many concepts. For instance,Warm andCool are art concepts.

According to psychologist researchers,Warm images contain

warm colors such as yellow or red in their content, whereas

Cool images are images with cool colors such as blue or

green [21]. Some example images with these concepts are

illustrated in Fig. 2. They were retrieved using Google search

engine. The effective IR is based on the concept that needs

efficient and meaningful indexing to make sure transfer of

image information from the database to a user is as accurate

as possible [22].

Based on the work by Gabbouj et al. [23], the intensity of

colors among image appearance concepts such as bright, pas-

tel, or dark can be quantified through human visual percep-

tion. Because of human subjectivity, what is described could

therefore vary from one human to another. So far, however,

there has been minimal discussion about human descriptions

for the color appearance of image scenes. Fig. 3 shows four

images with different appearance of colors.What appearance

descriptions can be given to describe the entire image indi-

vidually? This task can help to envision how to group all the

hues or colors in the images, which consists of various levels

of saturation and lightness in only one word.

In addition to the misunderstood meaning of color

descriptions, humans, especially Malaysian users, tend to

think that images comprising of different colors are called

colorful images [24].

In color theory, colorful or colorfulness means high satura-

tion or high chroma or bright colored images. For Malaysian

users, the term multicolored is unfamiliar, but it is the

most suitable word to describe images with many colors.
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FIGURE 4. Example of images randomly from Google Image Search – (a)
Colorful images using the keyword ‘colorful images’ (b) Multicolored
images using the keyword ‘multicolored images’.

A multicolored image could also appear as a pastel or a bright

image, etc. However, the multicolored appearance is not dis-

cussed in this paper. Fig. 4 (a) and 4 (b) shows some colorful

andmulticolored images, respectively, browsed using Google

Image search.

In this section, we give a general overview of the study

of the concept of image scenes based on human color per-

ception. The remaining part of this paper is organized as

follows. Section 2 explains the secondary researches related

to the study. Section 3 highlights the contribution of this

study. Section 4 discusses the methods used to obtain the

ground-truth images for five color appearance categories.

Section 5 shows the experiment analysis and discussion.

Section 6 discusses the results and conclusion of the paper.

Finally, section 7 highlights the limitation and the future

works.

II. BACKGROUND

As mentioned above, in a color IR application, image

retrieved by users is accomplished according to their spec-

ifications on what they want or acquire, which could be

based upon so many concepts. Each concept must have just

the right descriptors to make retrieved images relevant. For

instance, IR systems that retrieve color images based on the

whole appearance of colors should have color appearance

descriptors [19], [25]–[27].

In general, the descriptors should at least reduce the gap

between high-level and low-level concepts. High-level con-

cepts refer to descriptions that humans use when they want to

find certain images, e.g. ‘‘Find me a painting that has a pastel

vase in it’’. On the other hand, low-level concepts are visual

features of images, e.g. color that needs to be extracted and

represented in bits or bytes to allow computers to understand,

analyze and process into some kind of formulation that can

help IR queries.

Current IR systems or machines on color intensity

use mathematical algorithm without considering collective

human opinions. However, in an IR system, to describe or

to develop color appearance descriptors of an image scene

using low-level features is a difficult task to achieve. In order

to build a system that performs similar to how humans look at

colors, it is prudent to have empirical investigations of human

color perception.

In the present study, the revealed perceptual and semantic

relation between descriptions and color appearances would

provide the basis for creating such simulation systems of

human color perception and semantic processes. For such

a system, it is necessary to have experience and insight

into human color perception and its relationship with their

description [28], [29]. Although everyone has different color

recognitions, it can be generalized by group investigations.

Several psychophysical experiments related to human

color perception have been carried out to investigate the

human description and human judgment of colors. Some

psychophysical experiments have been conducted on how

humans rate the similarity of images based on colors and

texture features [30], [31]. The study in [32] proposed a

method for evaluating and classifying a color image concern-

ing a pair of emotions such as cool-warm, static-dynamic

and heavy-light categories. In the study, before classification,

the representative color images were chosen for each emotion

by human subjects and stored as cases.

Van deWeijer et al. [33] investigated the use of color names

in images from real-world applications such as images taken

under varying illuminants, colored shadows or interreflec-

tions. In their work, they used humans to manually label four

categories of object images from the auction website eBay to

collect human varying descriptions on colors, such as, dark

red and pale yellowish pink which refers to a single color

name.

On the other hand, some researches focused on the retrieval

of colored images using dominant colors to detect objects in

images [34] or any similarities of image color content [35]

or by using the relationship between colors such as the

contrast of hues, light-dark contrast, cool-warm colors etc.

Lay and Guan proposed an art concept-based retrieval engine

in [36]. It is stated that the images can be retrieved based

on art concepts such as perceptual-harmony, perceptual-

warmth, analogous-harmony, saturated/dull color. However,

this work has not included any human judgement. Besides, art

concept-based IR has been applied in a search engine such as

Google.

Fig. 5 shows some images retrieved from Google using

its Search by Image tool for two sample images. Fig. 5(a)

shows a query image that was interpreted in Google as warm

paintings; hence all retrieved images were quite similar in

colors. Fig. 5(b) shows a query image that has no interpreted

information on the internet. All retrieved images also seem to

display similar colors. However, query by image is not the
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FIGURE 5. Two query images (a) and (b) and their retrieved images from
Google Search by Image showing visually similar images by color.

scope of this research. We simply want to share the color

similarity of query-retrieved images in Google Image Search

Engine. Both image retrievals were based on hue distribu-

tions. So far, as mentioned before, there has been very little

discussion about human descriptions for the intensity-based

color appearance of the image scene regardless its hue

distributions.

Tai et al. [37] have carried out some studies in generating

26 adjectives of color descriptions such as Fresh, Luxury,

Romantic, Passion, Gentle etc. Focused groups research and

scholars were involved in the experiments and the analysis

was done on web colors. Giragama et al. [38] studied on

how Japanese and Sinhala native viewers describe differ-

ences in color tone (modifiers) such as bright, vivid, strong,

dark, pale, and dark in their native languages. In this study,

the researchers compare a color with various levels of light-

ness and saturation and had asked the viewers to describe the

color individually. In their preliminary elicitation, they came

out with English descriptions that were most frequently used

and constituted to a high proportion of responses, which were

Bright, Vivid, Strong, Dull, Pale, and Dark.

III. CONTRIBUTION

In this study conducted on Malaysian users, we used the

English word descriptions from [38] which are Bright, Dull,

Pale, Dark and based on our prior knowledge, and we include

Pastel for another description. We have conducted an exper-

iment on eight Malaysian Color Experts for triangulation of

the results. The Triangulation technique can be used to cross-

check the results of the same experiment but with different

methods [39]. In the experiment, theywere asked to select and

describe the color appearance of image scenes. Based on our

finding, the dataset images obtained were almost the same.

Additionally, Bright, Dull, Pale, Dark, Pastel and Colorful

have been identified to be the most commonly used word

descriptions for Malaysian users. For searching/browsing

activities, these descriptions should also be used as search

keywords. More information about the experiment can be

found in A. Othman et al. [24].

Ground-truth images are important in our research to

ensure the results of the study is valid for current and

TABLE 1. Definition of word description for color appearance given by
Macmillan dictionary and dictionary.com.

TABLE 2. Respondent biography.

future research. As far as the author’s work indicates, there is

not yet a dataset image that has been verified (ground-truth)

as knowledge for set data Bright, Dull, Pale, Dark and

Pastel. Table 1 shows the definition of descriptions for each

color appearance of landscape paintings used as our dataset.

These landscape paintings were browsed using Google Image

search engine with keyword ‘landscape paintings.’ Some of

the images were non-commercial reuse and some were down-

loaded from various websites regardless of what the websites

were intended for and they were used strictly for academic

purposes only.

Landscape paintings are a depiction in art that feature

views of nature, including seascapes, cityscapes, and water-

scapes. It captures sceneries from various locations of life and

involves a complicated choice of colors and shading to mimic

changing seasons or time of the day. Thus, it is suitable for the

research, since the research emphasizes more on the harmo-

nious blend of colors perceived as a whole. The contribution

of this study is the dataset of ground-truth landscape painting

images for five categories of color appearance.

IV. RESEARCH METHODS

This study has conducted a psychophysical experiment in

determining the ground-truth images. The experiment was

a participatory survey on human judgment, where respon-

dents categorized 200 landscape paintings. The subjects or

the respondents were a collection of 81 Malaysian users of

various backgrounds, as shown in Table 2. We believe that

these 81 respondents involved, should be enough to produce

an initial positive result for a participatory experiment related

to human judgement.

Respondents were students, workers and pensioners

from different fields such as art and design, engineer-

ing, Information Communication and Technology (ICT),

administration, business, educators and the medical field.
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FIGURE 6. Flowchart shows the process in the psychophysical
experiment.

These respondents were selected for their availability and

convenience. They were aged between 20 – 60 years old; 54

of them (66.7%) were female and 27 (33.3%) were male.

The reason behind the variety in the background of respon-

dents was, in our opinion, the many internet users ofMalaysia

that are actively searching for images. Web browsing could

be done by anyone regardless of their age, work, gender,

or level of education. Therefore, in this study, we attempt to

get one initial collective result first, and subsequently, in the

future, a series of experiments will be done again based of a

specified criteria for instance careers, and learn whether the

initial result can possibly be generalized or otherwise.

The experiment was based on the steps as shown in the

flowchart in Fig. 6. The respondents were first tested for

color-blindness using Ishihara color-vision test [31] and took

the experiment one at one time using the same computer,

in the same room, under researcher supervision. This was to

ensure that the respondents took the test in the most similar of

conditions as possible. The size of the images was varied, but

they were shown encompassing the entire computer screen,

respectively. All images were labelled in numerical order as

001 - 200.

Respondents were required to choose how they perceive

the color appearance of the image scenes. The categories were

Bright, Pastel, Pale, Dull and Dark. The respondents must

give a response before they can proceed to the next image

to ensure all respondents have answered the questionnaires.

In general, each respondent took 30 to 40 minutes to finish

an experiment. Fig. 7(a) and 7(b) shows examples of the

questionnaire for image-id 001 and 002, respectively. The

data obtained from the respondents were collected and put

directly into one file.

V. EXPERIMENT ANALYSIS AND DISCUSSION

After the psychophysical experiment was conducted,

the feedback data was compiled and analyzed. The impor-

tant analysis needed for this survey was the frequency

distribution of five color appearance categories for every

FIGURE 7. (a). The questionnaire for the image-id 001. (b). The
questionnaire for the image-id 002.

200 images and measure of agreement between respon-

dents. Table 3 shows the frequency distribution for 20 images

taken from the experiment as an example. These 20 images

were the first 10 images of labelled image-id 001 until

image-id 010, and the last 10 images of labelled image-

id 191 until image-id 200. Based on frequencies, some

information can be extracted. Here, the landscape painting

image with id 001 was categorized as Bright by 15 respon-

dents, Pastel by 45 respondents, Dull, Pale and Dark by 12,
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TABLE 3. Distribution of respondents by image id and color appearance
categories for the first and the last 10 images.

TABLE 4. Percentage of images classified by human in each category.

3 and 6 respondents, respectively. Based on the responses,

Pastel appearance has the highest frequency, therefore,

image-id 001 could be said to be perceived as Pastel by most

people.

After examining the distribution and identifying the

category with the highest frequency for all images, we have

obtained the results, as shown in Table 4. This table shows the

percentages of images in each category based on respondents’

color perception. A total of 185 images have been catego-

rized into their categories based on their highest frequency;

53 images or 26.5% were categorized as Bright, 46 images or

23% as Pastel, 20.5%, 5%, and 17.5% images were catego-

rized as,Dull, Pale, andDark respectively. It is also observed

that there were 15 (7.5%) images that belong in a ‘conflict’

category of color appearance, as they have the same highest

frequencies in more than 1 category. Thus, these images have

been excluded from the analysis in determining ground-truth

images. Examples of conflict images shown in Table 3 are

image-id 006, 007, 010, 194 and 198. Image-id 006 was

excluded from having the same highest frequency in two cate-

gories:Dull and Pale. This might possibly have an interesting

explanation that needs to be studied on how the respondents

categorized the image as they were but for now, that is not

TABLE 5. Image percentage based on respondents’ agreements.

TABLE 6. Percent agreement (%A) for ten images for each category.

in the scope of this paper. The highest frequency obtained

by a single image indicates the percentage of respondents’

agreement to agree in classifying the image into a category.

Some images may have a higher or lower percentage of

respondents’ agreement than others.

A total of 53 images are categorized as Bright, however,

percentages of agreement in each image differs. For example,

image-id 004 had a very high levels of agreement which

is 100% among all 81 respondents saying that image was

Bright. Compared to image-id 008, this image has a lower

percentage of agreement of 67% with 54 of 81 respondents

saying that it was Bright.

If we could set the agreement percentage of these images

into three ranges, for instance; i) over 75% ii) 50%–75% and

iii) 25%–50% for each color appearance category, we would

have groups of images with their range of percentage agree-

ment as shown in Table 5. Take the Bright category for

example. A total of 26.5% of images have been categorized

as Bright in general. 11% of them were agreed by more than

75% agreement as Bright. Another 11% of Bright images

have 50%–75% agreement and 4.5% of Bright images were

received between 25%–50% of respondents’ agreement. The

higher the percentage of agreement, the more precise that the

image is to be considered as a ground-truth image.

For the determination of the ground-truth images, we have

decided to select ten images for each category with the

highest percentage of respondents’ agreement. To do that,

we ranked all images according to their percentage agreement

individually for each appearance. The top ten images for each

category have been identified.

Table 6 shows the ranking information. When humans are

involved as a part of the measurement procedure, it is imper-

ative to ensure that the reliability and AC1 agreement coeffi-

cient gives a value between 0 and 1; 0 being the lowest level

of agreement and 1 being the highest. Further information on

AC1 agreement coefficient can be found in [40].
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TABLE 7. AC1 values.

TABLE 8. Landis and Koch’s benchmark scale (1977).

As stated previously, this research study involves

81 numbers of respondents (raters), 200 of images (partici-

pants) and five categories of scene color appearances. The

AC1 has been calculated for all 200 images, for all 10 high

ranking images of all categories (50 images) and for 10 high

ranking images in each category (10 images). Table 7 shows

the values of Gwet’s agreement coefficient, AC1.

The discussion will start with justification for each AC1

values related to the consistency of the observation by the

respondents for overall categories as well as for each cat-

egory. Table 8 describes the benchmark scale used for the

discussion. This benchmark scale was proposed by Landis

and Koch (1977) and has been recommended as a useful

guideline for practitioners [41]. From this table, the extent

of agreement can be qualified as Poor, Slight, Fair, Moderate,

Substantial, and Almost Perfect, depending on the magnitude

of AC1. An AC1 value between 20% and 40% indicates a Fair

agreement level, between 40% and 60% indicates aModerate

agreement level, while ranges of values 60%− 80%, and 80%

− 100% indicate Substantial and Almost Perfect agreement

levels, respectively. As shown in Table 7, the overall AC1

for all 200 images are 0.266. According to the benchmark

scale, the consistency of the respondent agreement is Fair.

According to Wong et al. [42], for social science research,

a lower level of agreement is acceptable.

However, AC1 value of all 50 data of set images (which

have the highest percentage agreement) selected from the top

ten of each category is 0.453. This shows a more consistent

respondent agreement. Therefore, these 50 data of set images

are distinguished as ground-truth images that could be used

in the next experiment.

If the 50 data of set images were further specified accord-

ing to the categorical labels Bright, Pastel, Dull, Pale, and

Dark, their AC1 values would be 0.956, 0.411, 0.256, 0.264,

and 0.575, respectively. All the values lie between the range

of Fair and Almost Perfect that could be accepted with

justification.

FIGURE 8. (a). Ten ground-truth images Bright category. (b). Ten
ground-truth images Pastel category. (c) Ten ground-truth images Dull
category. (d) Ten ground-truth images Pale category. (e) Ten ground-truth
images Dark category.

Based on Landis and Koch’s benchmark scale, the Bright

categories have an Almost Perfect rating for its AC1, which

shows that humans are able to better categorize Bright

images without significant doubt. It could be concluded

from these results that most humans agree and have a better

understanding of what is perceived as Bright images.

This is opposed to the Dull and Pale category, where

respondents have a difficult time differentiating between

the two and categorizing images accordingly. This could be
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attributed to the lack of clarity for humans in differentiating

images that are Dull or Pale. For images in the Pastel and

Dark category, they have a Moderate respondent agreement,

and it could be said that human understanding for these two

categories is of aModerate level.

This finding is interesting in a sense and should be further

investigated; thus subsequent surveys could be conducted to

better expound the differing criteria of all categories and how

they are understood by humans especially for the obvious

ones such as the Dull and Pale category. This ambiguity will

be the essence of future research.

VI. RESULT AND CONCLUSION

From the statistical analyzed data, 10 images with a

high percentage of the human agreement were selected as

ground-truth samples for Bright, Pastel, Dull, Pale and Dark

categories. The images are as shown in Fig. 8 (a)–(e),

respectively.

Fig. 8(a) shows the top 10 Bright images that have an

Almost Perfect respondents’ agreement and have strong, bril-

liant, and vivid colors. Fig. 8 (b) and 8(e) show top 10

Pastel and Dark images that have Moderate respondents’

agreement, respectively. The Pastel category shows images

with soft and subdued colors, and Dark images are not pale

but instead approaching black in hue. On the other hand,

Fig. 8(c) and Fig. 8(d) shows top 10 images of Dull and Pale

categories that have Fair respondents’ agreement, respec-

tively. TheDull category shows images lacking in richness or

intensity and/or dim lightly colored. The Pale category shows

images that have low chroma, approaching white or gray in

appearance.

The results obtained in this study are based on

81 respondents, while the landscape painting images used in

the experiment are those that exist in our collections at the

moment. However, humans, as we have discussed before,

are subjective. It is likely through a series of experiments

that we would finally be able to collect a set of images with

higher respondents’ agreement for all categories and reduce

the semantic gap of color appearance meaning from human

color perception.

The results can be generalized, and we believe the outcome

could be better. Ourwork in [24] had discussed a triangulation

technique that shows similar dataset results obtained using

another method. We are positive that the ground-truth images

identified through this study should be reliable for our future

work, especially in IR applications for landscape paintings.

In conclusion, in this paper, a set of the ground-truth

images has been determined based on color appearance con-

cepts. Five categories of color appearance for landscape

paintings that are most commonly queried by humans using

keywords have been selected for investigation. These cate-

gories are the color appearance concepts, which are described

as Bright, Pastel, Dull, Pale, and Dark.

An experiment on human color perception and judgment

or psychophysical experiment has been performed for

Malaysian users. They have categorized 200 landscape

paintings according to how they perceive the color appear-

ance of the entire scene and the experiment feedback data

had been analyzed. For each category, the top 10 images

in the ranking have been determined and their AC1 agree-

ment coefficient was calculated to observe the consistency of

observation by the respondents.

The results have then been verified using Landis and

Koch’s benchmark scale. The results showed that the Bright

category is the most understandable by humans subsequently

followed by the Pastel and Dark categories which were mod-

erately understood by a human. Themeaning ofDull andPale

categories, on the other hand were fairly understood.

Most IR applications are based on true colors or hues

distributions such as Warm, and Cool, etc., but have little to

no discussions on an intensity-based color appearance. This

paper thus studies the intensity-based color appearance of

the image scene for IR applications, particularly in image

browsing and searching. Databases or Digital Library sys-

tems that provide image-searching services always require an

efficient method to deliver the best performance to customers.

Therefore, a method built based on human judgment can help

meet the essential needs and satisfaction of a human.

Any industry that has a large collection of big-sized digital

color images actively provide browsing services to the cus-

tomer (through the web or standalone) and will stand to

benefit through this research. These industries could poten-

tially be museums that deal with thousands of images or

the entertainment industry as well as the design industries

that deal with large collections of posters, designs, patterns,

flyers, pamphlet etc. Ground-truth images determined from

this work are samples that will be used as initial reference or

guideline in our future research work, which will be focusing

on image categorization based on color appearances in the

area of IR.

VII. LIMITATION AND FUTURE WORK

In acknowledging the limitations vested in this study, the var-

ious respondents who have participated in the survey were

ones who were primarily available in accordance with the

time the experiment was conducted. During this study,

respondents were taken regardless of their age, work, gender

of level of education. However, such respondents may not

fully represent what could be accepted as the ‘general public’

or a universal symbol of humans on a daily basis.

To be fully considered as ‘universally human’, a certain

extent must be achieved in which respondents are subject to

complicated and deviating factors. Hence, to diversify the

study, future work shall take into account the lacuna to fill

in terms of respondent’s careers, living conditions, fields of

study and psychological factors. The future work will there-

fore supplement the results of this current study and catalogue

each result based on a grander scale of groups of respondents.

In the future, for our work in IR application of landscape

paintings, we plan to formulate a color appearance classifier

based on the optimum color histogram we have obtained

in our previous study. We will scrutinize the effectiveness
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of the classifier using the Precision and Recall Method and

evaluate the effectiveness by comparing with Support Vector

Machines (SVM) and Naïve Bayes classifier. SVM andNaïve

Bayes are amongst popular classification models [43].
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