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ABSTRACT

Information Centric Networking (ICN) has shown possibili-
ties to solve several problems of the Internet. At the same
time, some problems need to be tackled in order to advance
this promising architecture. In this paper we address two of
the problems, namely routing and content caching. For the
routing, we introduce the Potential Based Routing (PBR)
to achieve several design goals such as availability, adapt-
ability, diversity, and robustness. In addition, we exam-
ine the performance of a random caching policy which can
be a promising candidate for ICN. The integrated system
which combines the PBR and a caching policy is named the
Cache Aware Target idenTification (CATT). Simulation re-
sults demonstrate that the PBR with replications located on
less than 1% of total nodes can achieve a near optimal rout-
ing performance (close to the shortest path routing) even
though a request message is randomly forwarded.

Categories and Subject Descriptors

C.0 [Computer System Organization]: General—Sys-
tem architectures
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ICN (Information Centric Networking), Routing, Caching.
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1. INTRODUCTION
Communications and network paradigm have been shifted

from user-to-user to user-to-information since dominant use
of networks has been largely changed to the retrieval of in-
formation rather than end-to-end voice conversation. This
new networking paradigm requires a major transformation
of current Internet architecture, which leads to the birth of
Information Centric Networking (ICN) [1][2][3][4].

In ICN, a user request is routed based on the name of
a desired content file rather than its location. This prop-
erty known as route-by-name enables network elements to be
aware of user requests as well as their counterpart responses.
Due to the awareness, individual ICN elements have capa-
bility of responding to users’ requests directly with support
of storage or cache on them. In other words, ICN can be
considered as a large scale distributed caching architecture
whose elements function as caching points.

Several issues need to be taken into account to utilize the
caching capability of ICN. In this paper we consider the fol-
lowing two questions; how to locate or select one of multiple
identical contents which are distributed in the network? and
how are these contents distributed or cached by taking ad-
vantage of in-network caching capability of ICN? While we
answer to the questions, we integrate our solutions to design
a new ICN architecture which is named as the Cache Aware
Target idenTification (CATT).

The former question is known as a routing problem in ICN
in a sense that a user request is routed to the location of the
requested content. Since ICN can be considered as a largely
distributed caching architecture, content files are assumed to
be located not only in repository where an original content
file is published but also in caches where copies are placed.
For this reason, an ICN routing mechanism must be able to
incorporate these multiple identical content files distributed
in the network to provide a better choice for users. This is
one of desired properties for ICN, namely availability.

In various ICN architectures, e.g., [1], availability is real-
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ized using a name resolution process which is a name-based
anycast service where a user request is routed to the closest
one among a group of copies identified by the same name.
One problem of using a name resolution system to achieve
availability is that maintaining the list of copies is not a triv-
ial task, especially in ICN, due to the volatile behavior of
copies in caches which appear and disappear at caches dy-
namically. In addition, a centralized name resolution system
is vulnerable to a single point failure or attack scenario.

To tackle these problems above, we propose the Potential
Based Routing (PBR) whose original idea was introduced
by Chalermek et al under the name of the directed diffu-
sion method[5] which has been adopted in various network
applications (refer to Section. 2) since it provides abun-
dant design spaces. Using the PBR approach, we intend to
achieve following design goals;

• Availability which is to incorporate not only an original
content file in repository but also its copies in caches
into the retrieval process of the requested content file
since copies are broadly distributed among in-network
caches in ICN.

• Adaptability to handle volatile caching content files
which appear and disappear from caches dynamically
due to a cache management purpose.

• Diversity to provide abundant routing decision pro-
cesses for users, e.g., based on not only proximity but
also several conditions including the capability of provider
or surrounding network conditions, etc.

• Robustness against a single failure based on a fully
distributed mechanism.

In addition to the routing problem in ICN, we investi-
gate the second question; how content files are distributed
or cached in ICN? Here we demonstrate an interesting result
that a single node random caching can function as good as
or even better than all node caching which is the current
default implementation of CCNx[6] in terms of the latency
analysis.

The rest of this paper is organized as follows: Section 2
introduces related works with the Potential Based Routing
(PBR). Section 3 presents a description of the CATT archi-
tecture including the PBR and content caching algorithms.
This is followed by some numerical evaluations of the pro-
posed architecture in Section 4. Finally, we finalize the pa-
per with several discussions in Section 5.

2. RELATED WORK
Since Chalermek et al introduced the directed diffusion

method[5], which is one of sub projects in SCADDS (Scal-
able Coordination Architectures for Deeply Distributed Sys-
tems), a family of field or potential based approaches have
been used for a nearly decade in various network applications
such as traffic or connectivity aware routing[7][8], service dis-
covery[9], load balancing[10], and data aggregation[11].

In [7], they defined a scalar potential field on the network
and route packets in the direction of maximum force (steep-
est positive gradient in the field), and demonstrated that
the potential based routing significantly improves end-to-
end delays and jitter without much control overhead. In [9],
Lenders et al. applied this idea for dynamic networks such
as wireless ad hoc networks for efficient and robust service
discovery. The approach was based on soft-state principle

Figure 1: Initial deployment scheme for CATT.
ER (Edge router), BR (Backbone router), AS (Au-
tonomous system, e.g., ISP), CATN (CATT node).

where a system functions although a service instance is dis-
carded without a notice to a network. In [10], Jung et al.
extended the idea for autonomous load balancing as well
as distributed routing for wireless mesh networks. In [11],
Zhang et al. designed an effective data aggregation mecha-
nism supported by dynamic routing. They made full use of
local information to make the routing decisions rapidly and
ensured that the decisions were efficiently adapted to both
data gathering and event-based applications using the field
based approach.

The Potential Based Routing (PBR) we are proposing can
be considered as the extended version of directed diffusion
[5] and Service discovery [9]. PBR uses a similar idea with
the directed diffusion in a sense that a data packet navigates
a potential field defined in the network to facilitate “rout-
ing” towards a desired location. The difference is that the
directed diffusion approach was introduced for “adv/pub”
architecture (Users are responsible for creating routing in-
formation to subscribe a certain information). On the other
hand, in PBR content files are published first and at the
same time routing information to them are setup. In this
manner, the proposed PBR is more close to the service dis-
covery mechanism in [9] which has been applied to mobile
ad hoc networks. However, that approach aims to find a
fixed service provider located in ad hoc networks so that it
is not well suited for our purpose.

As mentioned previously, a typical routing approach of
ICN is to adopt anycast mechanism through a name resolu-
tion process which routes a user request to a nearby copy.
We believe that maintaining lists of copies by tracking down
all copies in in-network caches is not feasible. In addition, a
centralized name resolution system is vulnerable to a single
point failure or attack scenario.

3. CATT ARCHITECTURE

3.1 Overview of CATT
CATT (Cache Aware Target idenTification) is designed

mainly considering two components, namely routing and
content caching. Although there are several other important
design issues such as naming or security, we focus on describ-
ing the two components only in this paper. For the routing,
we propose the Potential Based Routing (PBR) which is
elaborated in the next section. For the caching component,
CATT supports selective caching mechanisms internally or
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externally. The internal caching scheme determines which
content file is cached depending on its internal policy. The
external process selects a caching point to improve the global
performance in a sense that it reduces the workload of net-
work by distributing content files efficiently among caching
points over the wide area network. For the external process,
a caching decision is preferably made while a content file is
downloaded from the content provider to its requester since
it reduces the control overhead. All nodes along the down-
loading path can be considered as caching points, which is
the current default implementation of CCNx [6]. On the
other hand, one of the nodes on the path can be selected
based on several factors such as topological characteristic,
traffic load, or even randomly.

Fig. 1 shows the initial deployment scheme of the CATT
on the current Internet as its transition phase before its move
to “clean-slate” phase running on the pure CATT architec-
ture. In this scheme, one or more CATT nodes (CATNs)
are deployed on edges of autonomous system (AS) depend-
ing on the size of AS. Considering CATNs as caching points
for transition traffic between ISPs, the ISPs with CATN(s)
can enjoy the cost effective approach which is caching con-
tent files nearby end users instead of using global transit to
download them. The deployment scheme is rather highly
related to ISP routing policies. Users within an AS are as-
sumed to know the location of its local CATN(s) so that they
publish their content files directly on it. Thus, any request
is forwarded to its local CATN first and the process of con-
tent resolution (routing) is initiated from the point. CATN
which receives a user request first checks the existence of
the requested content file in its local cache, if it exists, it
responds to the request directly, otherwise it routes the re-
quest to one of its neighbor CATNs based on the PBR.

3.2 Potential Based Routing (PBR)
We model a network as an undirected graph. Each node

n has the set of neighbor nodes B(n). Nodes in the network
are divided into two groups, namely caching nodes nc and
non-caching nodes nnc. A caching node is defined as a node
that has a content file in its cache. T represents the number
of caching nodes that have an identical content (n1

c , n2
c , . . . ,

nT
c ). Initially, we assume that there is only one caching node

(T=1) in the network. Then, the potential value at node n
is defined as ψn in Equ. (1).

ψn =

{

−Qnc n = nc

−
Qnc

dnc↔n+1
n 6= nc

(1)

Let’s define the potential value of the caching node nc as
−Qnc . The absolute value |Qnc | represents the expected
quality of the content which has several interpretations. For
instance, a caching node with high capacity outgoing links
or high processing power can be assumed to provide high
quality content. dnc↔n denotes the distance between the
caching node nc and a node n. Intuitively, we conjecture
that the quality of the content file is degraded as the distance
dnc↔n increases. There are various physical interpretations
of the distance such as geographic proximity, hop counts,
transmission delay, link cost, etc. The negative sign in Equ.
(1) makes sure that a request keeps moving down toward
the lower part of the potential field.

Now, let’s move to the case for the multiple caching nodes.
The potential value at each node can be simply considered
as the linear summation of the potential values which are

Figure 2: Potential field constructed by two iden-
tical content files located at the end of the linear
topology.

influenced by individual caching nodes. Thus, Equ. (1) is
turned into as follows;

ψn =







−Qni
c
−

∑

(nc 6=ni
c)

Qnc

dnc↔n+1
n=ni

c ∈ nc

−
∑T

i=1

Q
ni

c

d
ni

c↔n
+1

n /∈ nc

(2)

When a request arrives at node n, it is forwarded to a
neighbor of the node n until it reaches to a content provider
which can be either a caching point or a repository. The
choice for the next hop bnext is decided in terms of the po-
tential difference Fn→b between the node n and its neighbors
b ∈ B(n).

bnext = [ Max Fn→b = ψn - ψb | b ∈ B(n)] (3)

Thus, a user request on node n is forwarded to a neighbor
of the node n that maximizes the potential difference Fn→b.
To illustrate the construction process of a potential field, an
example is prepared in Fig. 2.

Assume that there are two identical content files which
are located on the two end points np1 and np2 of the lin-
ear topology. The expected quality of the content file on
node np2 is also assumed better than the one on node np1.
Thus, the absolute value |Qnp2

| is larger than |Qnp1
| (its

difference is shown as ∆Q), which makes the potential field
(shown as black dash-dot line) created by np2 wider and
larger than the one (blue dot line) by np1. The processing
(CPU) power or the total outgoing link capacity of the node
n can be a candidate to define the value of |Qn|. The red
solid line represents the potential field which is the summa-
tion of the individual potential fields (black dash-dot line
and blue dot line) defined by np1 and np2, respectively. As-
sume that a user request is launched on node n1. Since its
neighbor nodes are nodes n2 and n4, the node n1 compares
the potential values of its neighbors. The potential value of
node n4 is smaller than that of nodes n2 so that the request
is forwarded to the node n4. Similarly, the request on the
node n4 is finally forwarded to the node np2 which has the
requested content file. Although, the request is launched on
node n1 which is located in the middle of both providers np1

and np2, the request message is attracted to the provider np2

due to the large value of |Qnp2
|.
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Figure 3: There are three different types of potential
fields for the PBR routing in CATT.

3.3 Potential field use cases

3.3.1 Permanent potential field (PPF) for a content
file in repository

A content file published in repository is generally main-
tained permanently unless there is an arbitrary modification
or any mechanical accident on the repository. Thus, once
routing information to the content file is defined, the infor-
mation tends to be maintained for a long period. For such
a consistent content file, a permanent potential field is con-
structed as shown in the top layer of Fig. 3. To produce
this permanent potential field, a node floods an advertise-
ment packet to inform the possess of the content file in its
repository within an administrative domain. One example
of the administrative domain can be a publisher which man-
ages all content files produced within the publisher domain.
This clustering structure based on the publisher domains lo-
calizes an advertisement packet within the domain without
being flooded in the entire network. In addition, due to the
consistency of the published content files in repository, the
potential field is seldom necessary to be updated or modi-
fied. For this reason, the scalability issue caused by flooding
overheads of advertisement packets can be minimized.

3.3.2 Volatile potential field (VPF) for content files
in caches

The characteristic of a copy in cache is different from that
of an originally published one in repository. Due to the ca-
pacity limitation of each cache, some copies in cache are
regularly replaced by newly appeared ones so that they are
rather volatile compared to one in repository. Moreover,
the number of copies in caches is generally far more than
the original content file in repository. Since all the identi-
cal copies contribute to the counterpart potential field, the
volatile behavior of large number of copies forces the po-
tential field to be re-defined frequently. To minimize this
effect, potential fields for those in caches are constructed
within limited scope as shown in the middle of Fig. 3. Due
to the limited flooding scheme, volatile behavior of copies
in caches can be handled without much disturbance to the
network.

3.3.3 Combined potential field (CPF)

The bottom of Fig. 3 illustrates the linear combination
between permanent potential field (PPF) and volatile poten-
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Figure 4: Relative delay vs Coverage. For reference,
when no advertisement packet is flooded (m=0), the
relative delay of PBR over OSPF routing is around
480±19.22 (99.9% confidence interval).

tial field (VPF). Due to the former (PPF), all requests are
forwarded to the repository where the original content file is
published initially. While the request is on the way to the
repository, it may be attracted to the node which is caching
the content file. This process is analogically illustrated in
the bottom of Fig. 3. While the ball representing a user
request moves down to “A” which represents the location of
the originally published content file, it is attracted to “B”
which shows the location of the copied one in the cache.

4. PERFORMANCE EVALUATION
For this simulation, an event driven simulator was devel-

oped. We look at an ICN network as a graph, and model
the flow of data from content providers to users as flows on
the network graph. A power law topology was constructed
to reflect the Autonomous System (AS) level topology [12]
(the number of nodes 1000 with the average degree 2). For
the comparison between the PBR and a shortest path rout-
ing such as OSPF (Open Shortest Path First), the Dijkstra
algorithm was implemented.

4.1 Delay analysis of the PBR
A content file is published on a randomly chosen node and

its advertisement packet is flooded through the network to
construct a potential field. The packet travels m number of
hops from the node. The percentage of total nodes where
the packet is delivered is defined as coverage. Since the
coverage has a positive correlation with the size of routing
table, this metric is used to represent the size of expected
routing table. Then, a randomly chosen user generates a
request for the content file, and the query is routed to the
node where the content file is published. The request is
forwarded randomly until it moves into the potential field.
Thus, it generally experiences more delay than the shortest
path routing, e.g., OSPF. We call this delay as relative delay.

The averaged coverage and relative delay are plotted in
Fig. 4 as the flooding range of the advertising packet in-
creases. When the node holding the content file floods an
advertisement packet to its neighbors only (m=1), its cover-
age is less than 1% of total nodes, which means the rest 99%
of nodes do not need to maintain the advertised information
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Figure 5: Relative latency and relative # of replace-
ments. This result is the average of 10 realizations.

in the routing table. However, users suffer from longer la-
tency which is around 80 times longer than the OSPF rout-
ing. Interestingly, the relative delay dramatically decreases
as the flooding range increases. When the advertisement
range is equal to 3 (m=3), although the message is deliv-
ered to less than 30 % of total nodes, its relative delay is
close to the optimal - around 2.2 times longer latency than
the OSPF routing.

4.2 Caching at a node / all nodes on path
In ICN, a caching decision is preferably made while a con-

tent file is downloaded from the content provider to its re-
quester since all nodes along the downloading path are aware
of user request as well as its corresponding response. One
interesting question is whether a single node is selected or
all nodes along the path are considered as caching points for
the downloading content file.

For the comparison, all node caching(AL), and a single
node random caching(RD) are implemented. AL is the cur-
rent default implementation of CCNx[6] which caches a con-
tent file on every node along the downloading path. RD se-
lects one of nodes on the trajectory randomly. Fig. 5 shows
that RD performs even better than AL as the caching sys-
tem approaches to the stable state. AL triggers more re-
placements on individual caches than RD. In other words,
some popular content files can be replaced by newly ap-
peared ones more frequently in AL. Due to the frequent
replacements of some popular content files, users tend to
experience more delay with AL than RD.

In the bottom figure of Fig. 5, we vary the number of
heterogeneous content files in the network to investigate the
effect of unlimited & limited cache size. Each cache has 300
units of space, and the size of each content file is drawn from
the ZIPF distribution within a range between [1-50]. When
the number of heterogeneous content files is equal to 10,
individual caches can accommodate all contents (The case
of unlimited cache size). It implies that users can directly
retrieve any content file from the node to which the users be-
long. Thus, no replacement occurs in both cases of AL and
RD so that it begins from zero. However, RD has around
40% large relative delay than AL because AL distributes

10
−1

10
0

10
1

0

10

20

30

40

50

60

70

80

90

100

# of caching nodes (%)

R
e

la
tiv

e
 D

e
la

y

10
−1

10
0

10
1

0

10

20

30

40

50

60

70

80

90

100

# of caching nodes (%)

C
o

ve
ra

g
e

 (
%

)

m=1
m=2
m=3
m=4
m=5

Figure 6: Relative delay and coverage are plot-
ted when multiple cached nodes as well as different
broadcast range m are used.

copies faster than RD at the beginning of the simulation so
that users experience less delay with AL. As the number of
heterogeneous content files increases, individual caches be-
come saturated and need to remove caching content file(s)
to accommodate a newly arriving content file. One interest-
ing observation here is that RD also shows smaller latency
than AL as the number of contents increases. It is because
AL causes frequent content replacements in caches, which
increases the chance to remove some popular content files.
The result demonstrates that RD (a single node random
caching) can do the same job or even better than AL (all
node caching) in terms of the latency analysis.

4.3 Multiple caching nodes
Previously we showed that a single random point caching

performs as good as or even better than all node caching
in terms of the latency analysis. Then, the next question
becomes how many copies need to be distributed in order to
achieve a certain routing performance.

Fig. 6 plots the relative delay and the coverage as the
number of copies in the network increases with different ad-
vertisement range m. We can achieve a near optimal routing
performance (close to the shortest path routing) when copies
are distributed randomly less then 1% of total nodes and the
nodes advertise 2 hops at most (m=2) which defines the po-
tential field less than 30% of the network. In other words,
the rest 70 % of the network does not need to maintain the
routing information for the content file.

5. DISCUSSIONS
This section discusses several design issues that we en-

counter to utilize the PBR approach.

5.1 Control overhead
Potential fields provide routing information for users to

find content files which are available in the network. How-
ever, due to dynamic variation of the network, e.g., a net-
work failure or a content deletion, a process that updates
the potential fields according to the network state is neces-
sary. We define control overhead as the amount of required
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control messages to update the potential fields to reflect the
network condition in real time. There are two major design
approaches for the control overhead issue, namely hard-state
and soft-state approaches.

In the hard-state, each node possessing a content file is
responsible for creating and deleting its potential field, and
reacting to any network change such as a failure or a content
deletion. In contrast, for the soft-state approach, a content
holder generates an advertisement message periodically to
update potential fields regardless of the network state. De-
fault implementation for CATT adopts the hard-state ap-
proach to minimize control overhead since current version
of CATT is assumed to run on a stable wired network.

5.2 Scalability & Feasibility
This issue has been addressed in DONA[1] that currently

available technology (back in 2007) could easily support
routing entries upto 1011 which yields a total storage re-
quirement about 4TB under the assumption of 42 bytes per
entry (40 bytes for the name and 2 bytes for a next-hop). In
CATT, each entry includes the name of content and its po-
tential value (a real number with one or two decimal points)
so that the storage requirement is pretty much similar to the
case of DONA. In this sense, CATT can be easily realized
also within currently available technology.

However, it may be arguable that the number 1011 is not
large enough to represent all content files in current Internet.
For this argument, we propose one extended use case of the
PBR. In this use case, potential fields are defined not in the
entire network but only in the part of the network similar
to the one in the middle of Fig. 3. Each node possessing
content files either in repository or in cache creates their
potential fields within limited range. Then, a user request
is naturally attracted to one of the potential fields while the
request is forwarded based on some mechanisms. One of the
mechanisms can be a random forwarding. The results in Fig.
4 and Fig. 6 have already demonstrated that the random
forwarding on a partially defined potential field can provide
a near optimal routing solution. Moreover, each node does
not need to create potential fields for all content files that
the node possesses. It selects content files as many as the
node can support based on a criteria such as popularity or
access time, etc. On the other hand, we may simply assume
similar to [13] that a user request is always forwarded to
the repository where the original content file exists. In this
sense, the PBR plays a subsidiary role for any main routing
mechanism which boosts the caching capacity of ICN.

6. CONCLUSION
An ICN architecture named CATT was introduced based

on the PBR which was proposed to achieve several design
goals in the context of ICN such as availability, adaptability,
diversity, and robustness.

PBR achieves availability by incorporating not only an
original content file published in repository but also all copies
in caches into the routing process. Especially, it adaptably
takes into account copies in caches which tend to have a high
volatile behavior due to a replacement scheme. In addition,
PBR provides a mechanism to select a content file based on
not only proximity but also its quality which makes the se-
lection process rather diverse. Most importantly, due to its
implementation based on a fully distributed algorithm, it is
robust against a single point failure scenario.

The simulation results showed that the PBR with a ran-
dom forwarding can reduce the size of routing table by a
factor of 1/3 with reasonable degradation of routing perfor-
mance. In addition, the PBR can take advantage of only a
few copies that are randomly distributed in the network. For
instance, making random replications on 1% of total nodes
which advertise 2 hops at most (m=2) can achieve a near
optimal routing performance which demonstrates how the
PBR can achieve availability.
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