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In online platforms, the impact of a treatment on an observed outcome may change over time as 1) users learn

about the intervention, and 2) the system personalization, such as individualized recommendations, change

over time. We introduce a non-parametric causal model of user actions in a personalized system. We show that

the Cookie-Cookie-Day (CCD) experiment, designed for the measurement of the user learning effect, is biased

when there is personalization. We derive new experimental designs that intervene in the personalization

system to generate the variation necessary to separately identify the causal effect mediated through user

learning and personalization. Making parametric assumptions allows for the estimation of long-term causal

effects based on medium-term experiments. In simulations, we show that our new designs successfully recover

the dynamic causal effects of interest.
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1 INTRODUCTION
In many online platforms, the immediate impact of a treatment, such as a UI change or algorithm

change, is not equal to its long-term impact due to a variety of indirect effects that occur slowly.

However, the intervention’s impact over a longer time horizon must be considered in order to make

informed decisions about whether the change should be adopted. One long-run effect of treatment

of particular interest is the effect of changes in user preferences on the outcome. If the intervention

has some significant positive or negative impact on user experience that takes time to realize, there

may be consequences that are not well-captured by immediate changes to the platform metrics.

For example, due to a novelty effect, users may initially respond positively to a series of flashy UI

changes by spending more time on the platform. But over time, as the users interact repeatedly
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with these changes, the changes may begin to irritate the users, and users may reduce usage or

even abandon the platform.
1

Hohnhold et al. [2015] introduced the dynamic Cookie-Cookie-Day (CCD) Experiment as a

way to estimate and extrapolate user learning effects and long-term effects over time. For user

learning, the CCD methodology relies on comparing the outcomes of individuals who are treated

for the long-term, compared to individuals who are only treated for a single day, to estimate how

the user learning effect accrues over time. However, this design requires that user learning is the

only factor that can result in differences in the outcomes of long-term compared to short-term

treated individuals in a system. In practice, there are other factors that affect long-term treated

users differently. An important example of such a factor is personalization, which is present in a

variety of online platforms that run randomized experiments to evaluate interventions.

Many online platforms are personalized based on a user’s history of interactions with the platform.

On a streaming service, previous views determine recommendedmovies. On an e-commerce website,

previous purchases influence recommended products. This means that as an intervention changes

the users click patterns, for example, then the platform recommendations are affected, which feeds

back into user clicks in the future. We show that if an online platform is personalized, then the

CCD experiment estimates a combination of user learning and personalization effects, which are

difficult to disentangle since they generally occur at different rates.

The primary goal of this paper is to propose new experimental designs that can isolate the

user learning effect and personalization effect. There are two main reasons to isolate the user

learning effect as opposed to directly estimating the total effect. Firstly, an empirical observation by

Hohnhold et al. [2015] is that we can be confident in extrapolating the user learning effect alone,

but not necessarily the combined learning and personalization effects, and it is therefore better

to have separate models for each. Secondly, the user learning estimand can in itself be important

for evaluating interventions because the learning estimand is a good proxy measure of quality

[Sadeghi et al. 2022].

We first develop a causal model of user behavior in an online platform, for binary treatments

that affect the system that the user interacts with. Using a potential outcomes framework [Imbens

and Rubin 2015], the model formalizes how treatments affect individual behavior both directly

through their immediate actions and indirectly through changes in their preferences over time

and changes in the system’s recommendations. This model leads to formal definitions of the user

learning effect, the personalization effect, and the direct effect, the sum of which is the total causal

effect of a treatment that is implemented for the long-term.

Without additional intervention, the personalization of the system and changes in user pref-

erences move together over time. In order to estimate the causal effect that is mediated through

personalization and through user learning separately, we require designs that intervene in some

way in the personalization system. We consider three types of designs. The first, which we call

CCD-Switch, assigns a random cohort of users to be treated for the long-term but receive the same

recommendations as similar users who remain in control. This creates a cohort of users whose

preferences change in response to the treatment but whose personalization evolves as if they were

in control. An alternative, simpler design based on this idea is CCD-Freeze, where a random cohort

of users is treated but their personalization is based on their actions during the pre-experiment

period, when they were not exposed to treatment. Under CCD-Switch and CCD-Freeze, both the

user learning effect and personalization effect can be estimated with low bias. Lastly, we show that

1
Although “novelty effects” are sometimes used to refer to changes in user behavior, we prefer the term user learning since

it captures user effects that have a long-term impact on outcomes, not just those which disappear after users have adjusted

to the new setting.
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under stronger assumptions, when the personalization of a system is applied at the level of clusters
of similar users, then the standard CCD experiment can be used to estimate user learning effects.

We characterize the bias and discuss the relative benefits and drawbacks of each of these designs.

The paper is structured as follows. The remainder of Section 1 reviews the related literature

on experimental design for estimating treatment effects in the setting of online platforms where

there may be interference between users and the effects may be dynamic. Section 2 defines the

direct, user learning, and personalization effects using the potential outcomes framework, and

discusses why a standard CCD experiment cannot recover the user learning effect in a personalized

system. In Section 3, we define the three designs that we propose for measuring user learning

in the presence of a personalized system. Section 4 discusses how medium-term estimates of the

direct, user learning, and personalization effect can be extrapolated to the long-term by making

parametric assumptions. In Section 5, we include real-world evidence from a variety of CCD-type

experiments in a large scale system that shows that the personalization effect is of meaningful

magnitude and distorts the measurement of user learning effects. In Section 6, we present empirical

results comparing the different designs discussed through a simulation study which considers

an intervention for a movie recommendation system. Additionally, for the setting where user

learning converges very slowly over a period of months, we discuss how the user learning effect

can be extrapolated from a relatively short experiment using a parametric assumption based on the

empirical findings of Hohnhold et al. [2015]. Concluding remarks can be found in Section 7.

1.1 Literature Review
This paper is related to a variety of work addressing challenges in estimating treatment effects in

online platforms using randomized experiments; see Larsen et al. [2022] and Kohavi et al. [2020]

for a review and Knijnenburg and Willemsen [2015] for a discussion specific to recommendation

systems. There is a growing literature that designs more complex randomized experiments. One

strand of the literature addresses issues caused by interference, when individuals interact with

one another through an equilibrium, a network, or a market platform [Eckles et al. 2017; Fradkin

et al. 2021]. There is a large literature on cluster-randomized designs, see Hudgens and Halloran

[2008] for a general cluster design, Harshaw et al. [2021] for design in two-sided markets, and

Leung [2022] for designs under a spatial model. Bajari et al. [2021] and Johari et al. [2022] introduce

designs that randomize at an item-user level for two-sided markets, Munro et al. [2021] analyzes an

individual-level augmented randomized experiment that jointly randomizes prices and treatments,

and Viviano [2020] studies two-wave experiments under network interference to estimate spillover

effects. This literature usually studies estimands defined at a single point in time.

Models where treatment assignment and outcomes can vary over time can also lead to more

complex estimands and experimental designs. Bojinov et al. [2021] discuss dynamic experiments in

panels and introduce related estimands. For the statistical properties of switchback experiments,

see Bojinov et al. [2022] and Hu and Wager [2022] and for the design of time series experiments

see Bojinov and Shephard [2019]. This paper is concerned with specific dynamic effect, the effect

of a treatment over time that is mediated through user learning and personalization of an online

system. This focus on experimental design for a dynamic mediated effect is new.

There is a large literature on mediation analysis in observational and experimental data; an

incomplete review includes Pearl [2022]; VanderWeele [2016] and Imai et al. [2010]. This paper

tackles a dynamic setting, where exposures and mediators vary over time, and the estimand is also

defined over time, see VanderWeele and Tchetgen Tchetgen [2017]. This paper’s contribution is in

introduction of new experimental designs in a challenging dynamic setting, building on previous

work on experimental design for mediation analysis in the static setting of Imai et al. [2013]. We

are in the setting of two interacting mediators, and since each of the methods proposed in this
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paper involves an intervention with the goal of making personalization comparable in the control

and treatment groups, our estimands can be viewed as a variation of controlled mediated effects,

see VanderWeele [2011]. We again acknowledge the work of Hohnhold et al. [2015], who studied

estimation of user learning from an experimental design perspective under the assumption of no-

personalization. Related work from Sadeghi et al. [2022] introduces an observational approach to

measure user learning effects, also without personalization. Miller and Hosanagar [2019] discuss the

impact on bias of targeted marketing, which motivates measuring personalization effects separately

from a fairness perspective.

2 DEFINING USER LEARNING IN A POTENTIAL OUTCOMES MODEL
We consider a potential outcomes model where 𝑖 ∈ {1, . . . 𝑛} users interact with an online platform

over time 𝑡 ∈ {1, . . .𝑇 }. There is a binary intervention𝑊𝑖𝑡 ∈ {0, 1} that can be varied over time

for each user. A user’s actions at time 𝑡 are 𝑋𝑖𝑡 ∈ X and their historical actions are defined as 𝑿<𝑡
𝑖 .

A user’s actions may be high-dimensional, and include a variety of information about how long

they interacted with the online platform and what links were clicked. The outcome of interest is a

summary statistic of the user’s actions, 𝑌𝑖𝑡 = 𝑓 (𝑋𝑖𝑡 ). For example, an outcome could be whether

or not the user clicks on a recommended item when engaging with a recommendation system.

The user has potential outcomes 𝑌𝑖𝑡 (𝑊𝑖𝑡 ,𝑾<𝑡
𝑖 ), so each possible history of user treatments and the

current treatment they are exposed to can lead to a different user action at time 𝑡 .

We next describe a model of how these potential outcomes are generated as the system state

(including personalization of the system) and user preferences are affected by a treatment over

time. We assume that user actions are generated by the following process: at time 𝑡 , a user with

unobserved preferences 𝑈𝑖𝑡 views the system state 𝑆𝑖𝑡 ∈ S and chooses a set of actions 𝑋𝑖𝑡 ∈ X.

We can represent a user’s choice process as a function 𝑔 : S ×U → X, so 𝑋𝑖𝑡 = 𝑔(𝑆𝑖𝑡 ,𝑈𝑖𝑡 ).2 𝑆𝑖𝑡 and
𝑈𝑖𝑡 , and therefore 𝑋𝑖𝑡 as well, depend on the history of treatments; we describe this in more detail

in the following paragraphs.

The treatment is any intervention, such as a UI change or algorithm change, that directly impacts

the system that the user interacts with.
3
The system state might include what kind of layout a user

sees, or what links they are recommended. The system state is personalized when it depends on the

user’s action history before time 𝑡 . We capture the personalization of the system with a function

𝑝 (·) that maps from the history of user actions to R𝑑 . For example, the recommendations that a

user sees may depend on what kind of links they clicked in previous sessions. The system state

𝑆𝑖𝑡 ∈ S for a given history of user treatments is then defined using a function 𝑠 : {0, 1} × R𝑑 → S,
so 𝑆𝑖𝑡 (𝑊𝑖𝑡 ,𝑾<𝑡

𝑖 ) = 𝑠 (𝑊𝑖𝑡 , 𝑝 (𝑿<𝑡
𝑖 (𝑾<𝑡

𝑖 )). The first argument captures the immediate effect of the

treatment on the system state, and the second argument captures the long-term effect of the

treatment on the system state through historical user actions that affect personalization. The

system state is not personalized when the system features that a user receives do not depend on

their previous actions, and 𝑝 (𝑥) is constant for any possible history of user actions.
4

A user’s preferences encompass a variety of unobserved factors that determine how a user

makes choices when interacting with the platform; the preferences may evolve over time. Although

2
In many choice models, conditional on a user’s “type”, there is still some randomness in the option chosen. We are choosing

to define unobserved preferences to capture all the randomness in a choice process, so that conditional on𝑈𝑖𝑡 , actions taken

are deterministic. This simplifies the exposition without affecting its generality

3
Some interventions, such as a change in which historical actions are used for personalization, may impact the parts of the

system that are personalized. More often, interventions impact system features that are not personalized.

4
For the purposes of this paper, we assume that the personalization algorithm in the system is not updated during the

evaluation period of the experiments that we introduce. Since the algorithm is not retrained on data generated by the

experiments, then 𝑆𝑖𝑡 does not depend on the historical actions of user 𝑗 , where 𝑗 ≠ 𝑖 .
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𝑈𝑖𝑡

𝑆𝑖𝑡

𝑾<𝑡
𝑖

𝑋𝑖𝑡 𝑌𝑖𝑡

𝑊𝑖𝑡
𝑿<𝑡
𝑖

Fig. 1. Outcomes depend on user preferences and the system state.

we assume the intervention will not immediately impact user preferences, it may have a long-

term impact on 𝑈𝑖𝑡 that realizes slowly as the user learns about their optimal set of actions in

response to a platform change. We make explicit this dependence on historical treatments by

writing 𝑈𝑖𝑡 = 𝑈𝑖𝑡 (𝑾<𝑡
𝑖 ). In Figure 1, we include a causal graph that summarizes this discussion

of how outcomes depend on treatments through user preferences, the system state, and user

actions. This discussion leads to the following notation for potential outcomes in our model:

𝑌𝑖𝑡 (𝑊𝑖𝑡 ,𝑾<𝑡
𝑖 ) = 𝑌𝑖𝑡 (𝑆𝑖𝑡 (𝑊𝑖𝑡 ,𝑾<𝑡

𝑖 ),𝑈𝑖𝑡 (𝑾<𝑡
𝑖 )).

The platform has two complementary goals when designing an experiment. First, to evaluate how

a binary treatment impacts outcomes over time when rolled out to all users. Second, to evaluate if

the treatment is impacting user preferences over time in a way that affects outcomes—we call this a

user learning effect. We formalize these two estimands as 𝜏𝑇𝑂𝑇𝐴𝐿𝑡 and 𝜏𝑈𝑡 below using the potential

outcomes that we have defined in the first part of this section. The platform is also often interested

in evaluating long-term effects, where the time period of interest goes beyond the window in which

an experiment is run. In Section 4, we describe how a parametric assumption on the user learning

effect, defined below, can be used for extrapolation.

The causal total impact of a treatment at a single point in time is the difference in outcomes for

users that have been treated from time 1 to 𝑡 compared to users who have not interacted with a

treated system:

𝜏𝑇𝑂𝑇𝐴𝐿𝑡 =
1

𝑛

𝑛∑︁
𝑖=1

[
𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (0, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 ))

]
,

where 1<𝑡 is a 𝑡 − 1 length vector of ones and 0<𝑡 is a 𝑡 − 1 length vector of zeros. Without further

assumptions, we can decompose the total impact of the treatment into three types of distinct causal

effects: 𝜏𝑇𝑂𝑇𝐴𝐿𝑡 = 𝜏𝑈𝑡 + 𝜏𝑃𝑡 + 𝜏𝑆𝑡 .
(1) The personalization effect: The effect on outcomes of long-term changes in the personal-

ization system for a treated user, holding user preferences fixed.

𝜏𝑃𝑡 =
1

𝑛

𝑛∑︁
𝑖=1

[
𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (1<𝑡 ))

]
.

(2) The user learning effect: The effect on outcomes of long-term changes in user preferences

for a treated user, holding personalization fixed.

𝜏𝑈𝑡 =
1

𝑛

𝑛∑︁
𝑖=1

[
𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 ))

]
.
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(3) The direct effect: The short-term impact on outcomes due to a change in the system state

for users who have otherwise not been treated.

𝜏𝑆𝑡 =
1

𝑛

𝑛∑︁
𝑖=1

[
𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 )) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (0, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 ))

]
.

Understanding how user preferences are affected in the long-term by a treatment, leading to a

change in user actions, is of independent interest. There are multiple definitions of user learning

effects possible, that differ in how the treatment and the personalization state is held fixed as user

preferences change due to the treatment. Above we have chosen a natural definition of the user

learning effect that is amenable to estimation using the experimental designs introduced in Section

3 below.

We conclude this section by discussing how two existing experimental designs relate to the causal

estimands defined. First, a long-term A/B test that maintains one random group of individuals in

treatment and one random group of individuals in control will provide an unbiased estimate of

𝜏𝑇𝑂𝑇𝐴𝐿𝑡 . However, the user learning effect is not identifiable from a long-term A/B test.

Definition 1. Long-Term A/B Test
(1) Randomly split users into a Control Cohort (𝐶) and a Treated Cohort (𝑇 )

(2) For 𝑡 ∈ {1, . . . ,𝑇 } periods, treat individuals in the treated cohort and maintain the rest of the

users in control.

Let 𝐺𝑖𝑡 ∈ {𝐶,𝑇 } capture the cohort that an individual is randomly assigned to at time 𝑡 .

Proposition 1. Under Definition 1,

𝜏𝑡 =
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝑇 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝑇 )

𝑌𝑖𝑡 −
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶)
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶)

𝑌𝑖𝑡

is an unbiased estimate of the effect 𝜏𝑇𝑂𝑇𝐴𝐿𝑡 .

Proposition 1 indicates that in each time period 𝑡 = 1, . . . ,𝑇 during the long-term A/B test, we can

make a noisy measurement of 𝜏𝑇𝑂𝑇𝐴𝐿𝑡 . There are two ways in which the measurement of 𝜏𝑇𝑂𝑇𝐴𝐿𝑡

from an A/B test is incomplete. First, we we may be interested in 𝜏𝑇𝑂𝑇𝐴𝐿𝑠 for 𝑠 > 𝑇 . In Section 4, we

discuss how estimating components of 𝜏𝑇𝑂𝑇𝐴𝐿𝑡 separately can be useful for extrapolation. Second,

we cannot evaluate the user learning effect separately using data from the A/B test only.

Hohnhold et al. [2015] introduces the Cookie-Cookie-Day (CCD) experiment design for estimating

a time series of user learning effects, which we describe in Definition 2 below. Here “Cookie” refers

to CT, i.e. an experiment arm consisting of a cohort of browser cookies (proxies for users) which

receive treatment throughout the experiment. “Cookie-Day” refers to an experiment arm whose

underlying browser cookies change every day, specifically each day a random sample of cookies

are selected to receive treatment for that single day from a large pool of cookies (the rest of which

receive control). We denote the Cookie-Day arm by 𝐶𝐷𝑇𝑡 below. CCD experiments compare the

Cookie arm to the Cookie-Day arm. The Cookie-Day arm plays the role of the control arm when

measuring user learning effects because the underlying users should have little or no previous

exposure to the treatment, and therefore have not accumulated user learning, whereas the users in

the Cookie arm have. As before, the difference in the 𝐶𝑇 and 𝐶𝐶 cohort is an unbiased estimate

of 𝜏𝑇𝑂𝑇𝐴𝐿𝑡 . Meanwhile, the 𝐶𝐷𝑇𝑡 cohort allows estimation of 𝜏𝑆𝑡 and also 𝜏𝑈𝑡 in the absence of

personalization. The CCD design is illustrated in the first half of Figure 3.

Definition 2. CCD Experiment.
(1) Randomly split users into a Cookie Cohort (𝐶) and a Cookie-Day Cohort (𝐶𝐷)
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(2) Treat a random fraction of the cookie cohort (𝐶𝑇 ) for 𝑇 periods and maintain the rest in

control (𝐶𝐶)

(3) Within the Cookie-Day Cohort, assign individuals randomly to be treated for one day only

for 𝑡 ∈ {1, . . .𝑇 } (𝐶𝐷𝑇𝑡 ). Those who are in the 𝐶𝐷 cohort at time 𝑡 but are not treated are

labelled 𝐶𝐷𝐶𝑡 .

We use the variable 𝐺𝑖𝑡 ∈ {𝐶𝑇,𝐶𝐷𝑇𝑡 ,𝐶𝐶} to capture the cohort that an individual is randomly

assigned to. We do not use the𝐶𝐷𝐶𝑡 cohort to measure user learning. When the system state is not

personalized, we can use the CCD experiment to estimate the user learning effect by comparing

the average outcomes of individuals in the 𝐶𝑇 cohort compared to the 𝐶𝐷𝑇𝑡 cohort [Hohnhold

et al. 2015]:

𝜏
𝐶𝐶𝐷,𝑈
𝑡 =

1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝑇 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑇 )

𝑌𝑖𝑡 −
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )

𝑌𝑖𝑡 .

Proposition 2. Under Definition 2, 𝜏𝐶𝐶𝐷,𝑈
𝑡 is an unbiased estimate of 𝜏𝑈𝑡 + 𝜏𝑃𝑡 . The differences in

mean outcomes between the 𝐶𝐷𝑇𝑡 and the 𝐶𝐶 cohort,

𝜏𝐶𝐶𝐷,𝑆 =
1

𝑛

1

𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )𝑌𝑖𝑡 −
1

𝑛

1

𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐶)

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝐶)𝑌𝑖𝑡 ,

is an unbiased estimate of the direct effect 𝜏𝑆𝑡 .

When there is no personalization, such that the system state does not depend on past user

actions, then 𝜏𝑃𝑡 = 0, and the CCD experiment measures the user learning effect 𝜏𝑈𝑡 . When the

system is personalized based on the history of user actions, then the difference between the 𝐶𝑇

and 𝐶𝐷𝑇𝑡 cohorts measures the sum of the user learning effect and personalization effect. This

means that evaluating user learning effects based on a CCD experiment in personalized systems

can be misleading. As described in more detail using an example in the next section, it is possible

that a CCD experiment measures a positive effect, but the true user learning effect is zero, or even

negative. In Section 3, we suggest new experimental designs that can measure user learning effects

in the presence of personalization.

2.1 Example of incorrect user learning measurements due to personalization
The Cookie-Cookie-Day experiment is designed to measure long-term user learning by comparing

two cohorts of users who receive the treatment, but who differ in their treatment history. The

CCD method assumes that, once we control for the direct effect of the treatment by assigning

treatment to both CT and 𝐶𝐷𝑇𝑡 users, any remaining difference in users’ responses is the result of

user learning. Unfortunately, this assumption is not always true. Many recommendation systems

are personalized, so that the items shown to users differ based on their past actions, which in turn

depends on the user’s treatment history (see Figure 1).

Personalization causes systematic differences between the recommendations made to CT and

𝐶𝐷𝑇𝑡 cohorts. In a CCD experiment, these systematic differences are conflated with differences in

behavior due to user learning, resulting in incorrect measurements of user learning. The following

example illustrates this problem.

Example 1. Annotating award-winning movies
Suppose a streaming movie service seeks to increase user engagement by highlighting award-

winning movies with a special annotation. The service believes the annotations will have the direct
effect of increasing user watch rate, measured as the fraction of recommended movies that the user
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Setting: No User Learning CCD Experiment Reports Spurious User Learning
Recommendation

A
CT Cohort
Treatment: T 

Personalization: T 
User state: T

CDT Cohort
Treatment: T 

Personalization: C 
User state: C

B

Worse recommendation 
for CDT cohort

Spurious conclusion of 
positive user learning

Annotate award-winning movies

Compare average watch rate (WR) for CT vs CDT cohorts

Treatment

Measuring User Learning

True Effects
Direct Effect: Increased WR on annotated movies (     )
User Learning: No change
Personalization: Model shows more annotated movies (     )

Lower watch rate

Control Treated

A 5% 20%

B 10% 10%

Watch Rate

Model trained under control recommends inferior option B under treatment condition
Problem

WR: 20%

WR: 10%

Current Version: Example 1

Fig. 2. Illustration of the CCD experiment’s biased user learning estimates in the presence of system personal-
ization. In this example, movie B is not eligible for an award; it has a watch rate of 10% under both treatment
and control. Movie A is eligible for an award, with a watch rate of 5% under control and 20% under treatment.
The personalized recommendation system learns the true watch rate for the CT cohort, and recommends
movie A to CT users. However, the system learns CDT users’ preferences under the control, and therefore
incorrectly recommends movie B to CDT users. This difference in recommendation causes CDT users to
watch recommended movies at a lower rate than CT users, leading to a spurious conclusion of positive user
learning.

chooses to watch. The service also hypothesizes that there will be a long-term user learning effect
of increased watch rate over time, as users learn that the service recommends high-quality movies

and engage more frequently with its recommendations. To measure long-term user learning, the

service runs a Cookie-Cookie-Day experiment, as described by Hohnhold et al. [2015]. Figure 2

illustrates the example.

The service uses personalized recommendations to suggest movies to user 𝑖 based on which

movies X<𝑡
𝑖 the user has watched in the past, which is in turn affected by the user’s past treatments

W<𝑡
𝑖 (see Figure 1). Because of this causal link from the user’s past treatment to the system’s person-

alization, users in the CD cohort will receive systematically different personalized recommendations

from users in the CT cohort.

Consider a setting in which there is no user learning; 𝜏𝑈 = 0. Users in the CT and CDT cohorts

have identical outcomes when provided the same suggestions 𝑆 ; i.e. 𝑌𝑖𝑡 (𝑆𝑖𝑡 ,𝑈𝑖𝑡 ) = 𝑌𝑖𝑡 (𝑆𝑖𝑡 ,𝑈 ′
𝑖𝑡 ).

Because suggestsions are personalized, users in the CT and CDT cohorts have systematically

different histories, and therefore are provided systematically different recommendations. In this

example, the treatment increases the watch rate of award-winning movies, so CT users will watch

these movies at a higher rate than CDT users. The system will learn to serve award-winning movies

to CT users at a higher rate than CDT users, but since both CT and CDT users are treated, CDT

users see recommendations that do not match their true preferences. This leads to decreased watch

rate in the CDT cohort as compared with the CT cohort, leading to a spurious conclusion of positive

user learning.

2.2 Two types of errors
We have seen that personalization can interfere with the results of CCD experiments, leading to

spurious conclusions of positive user learning when in fact no user learning has occurred. We

also observe that personalization can cause spurious conclusions of negative user learning; see

Appendix D for an example. In general, the effects of personalization combine with the effects

of user learning in a CCD experiment to produce biased estimates of user learning. If the bias

is toward positive user learning, then the platform may launch a feature that actually harms its

users, despite believing the feature was beneficial. On the other hand, if the bias is toward negative

learning, a feature that is truly beneficial may fail to launch.
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…CDCt

Cookie Cookie-Day

CTCC

CDTt

CFCS

Time t

Standard CCD Experiment

…

1 (Treated)

0 (Control)
Treatment W

System State S

Cookie Cookie-Day

CTCC

Clustered-CCD: One ClusterLegend

CDCt

CDTt

Copy system 
state

Fig. 3. Illustration of the cohorts used in the standard CCD experiment and in our proposed designs. As the
CT units are exposed to treatment over time, their system state evolves from “yellow” to “green” to “blue”. CS
corresponds to the Cohort-Switch mechanism, CF corresponds to the Cohort-Freeze mechanism.

Since system personalization biases the estimate of user learning in a CCD experiment, a natural

solution is to remove personalization when measuring user learning. Instead of personalizing

recommendations based on a user’s watch history, the system could recommend the same set of

movies to every user. Recommendations would be the same for 𝐶𝑇 and 𝐶𝐷𝑇𝑡 users, removing the

bias due to personalization. Unfortunately, removing personalization is undesirable in many settings,

as it significantly degrades the quality of the user’s experience. Instead, we seek experimental

designs that enable us to measure user learning in the presence of personalization. The next section

describes such designs.

3 EXPERIMENTAL DESIGN
In the first part of this section, we introduce designs that manipulate the individual-level personal-

ization of the system for certain individuals in the experiment. This leads to estimators of both the

personalization effect and the user learning effect. In the second part of this section, we consider

designs that cluster personalization, serving the same system state to a subgroup of users with

similar user features. Under stronger assumptions, the clustering designs lead to estimators of the

user learning effect, but not the personalization effect of a treatment. The proposed designs are

illustrated in Figure 3.

The first design we introduce is the CCD-Switch Experiment, described in detail in Design 3. In

order to disentangle 𝜏𝑈𝑡 from 𝜏𝑇𝑂𝑇𝐴𝐿𝑡 in a system without personalization, the CCD experiment

adds an additional experimental cohort to the long-term A/B test. For systems with personalization,

we can estimate 𝜏𝑈𝑡 by adding an additional cohort to the vanilla CCD experiment. Each individual

in the switch cohort is treated for the long-term, such that user learning occurs as their preferences

evolve. However, they interact with a treated system that is personalized based on a similar user’s

actions who has been in control for the duration of the experiment. This leads to a good proxy for

the outcomes of a user that is learned in response to the treatment but still views a system that is

personalized as if they were behaving under control conditions.

Definition 3. CCD-Switch Experiment.
(1) Split users randomly into a Cookie Cohort (𝐶), a Cookie-Day Cohort (𝐶𝐷), and a Switch-

Cohort (𝐶𝑆).
(2) For 𝑇 periods, treat a random fraction of the Cookie Cohort (𝐶𝑇 ), maintaining the rest of the

Cookie Cohort in control (𝐶𝐶) .

(3) Within the Cookie-Day Cohort, assign individuals randomly to be treated for one day only

for 𝑡 ∈ {1, . . .𝑇 } (𝐶𝐷𝑇𝑡 ). Those who are in the 𝐶𝐷 cohort at time 𝑡 but are not treated are

labelled 𝐶𝐷𝐶𝑡 .
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(4) For 𝑇 periods, treat the Switch-Cohort (𝐶𝑆) but match each individual 𝑖 in 𝐶𝑆 to the indi-

vidual 𝑗 (𝑖) in cohort 𝐶𝐷𝑇𝑡 with the closest pre-experiment user action history and serve

𝑆𝑖𝑡 (1, 𝑝 (𝑋<𝑡
𝑗 (𝑖 ) )) to user 𝑖 rather than 𝑆𝑖𝑡 (1, 1<𝑡 ).

In the description of the CCD-Switch experiment, we describe using a control user’s action

history to determine the personalization of individual 𝑖 . We can also match to multiple other users

rather than a single user, and determine the personalization of individual 𝑖 based on the average

personalization of the multiple matched users.

Let 𝐺𝑖𝑡 be a discrete variable that represents the treatment cohort of individual 𝑖 . As in the

CCD experiment, we can estimate 𝜏𝑆𝑡 by comparing the 𝐶𝐷𝑇𝑡 and the 𝐶𝐶 cohort and 𝜏𝑇𝑂𝑇𝐴𝐿𝑡 by

comparing the 𝐶𝑇 and 𝐶𝐶 cohorts. We can now also disentangle 𝜏𝑈𝑡 and 𝜏𝑃𝑡 . The difference in

average outcomes between the 𝐶𝑆 and the 𝐶𝐷𝑇𝑡 cohorts is a good estimate of user learning:

𝜏
𝐷𝑆,𝑈
𝑡 =

1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝑆)
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑆)

𝑌𝑖𝑡 −
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )

𝑌𝑖𝑡 .

The difference in averages outcomes between the 𝐶𝑇 and the 𝐶𝑆 cohort is a good estimate of the

personalization effect:

𝜏
𝐷𝑆,𝑃
𝑡 =

1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝑇 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑇 )

𝑌𝑖𝑡 −
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝑆)
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑆)

𝑌𝑖𝑡 .

Proposition 3. Under Definition 3, 𝜏𝐷𝑆,𝑈
𝑡 = 𝜏𝑈𝑡 + 𝑏𝐷𝑆

𝑡 and 𝜏𝐷𝑆,𝑃
𝑡 = 𝜏𝑃𝑡 − 𝑏𝐷𝑆

𝑡 . The bias term is:

𝑏𝐷𝑆
𝑡 =

1

𝑛

[
𝑛∑︁
𝑖=1

𝑌𝑖𝑡 (𝑠 (1, 𝑝 (𝑿<𝑡
𝑗 (𝑖 ) )),𝑈𝑖𝑡 (1, 1<𝑡 )) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (1<𝑡 ))

]
,

where 𝑠 (1, 𝑝 (𝑿<𝑡
𝑗 (𝑖 ) )) is the system state for the matched user in the 𝐶𝐷𝑇𝑡 cohort.

The bias term is usually non-zero since we cannot guarantee that the actions of the matched

user 𝑗 in 𝐶𝐷𝑇𝑡 cohort are exactly the same as user 𝑖’s unobserved choices if they were controlled,

even if their pre-experiment actions are nearly identical. As the sample size grows larger, we would

expect that matching would improve and the bias term would reduce.

As the bias term in the CCD-Switch experiment illustrates, the ideal measure of long-term user

learning measures the outcome of users that are treated but have the personalization as if they were

in the control condition up to time 𝑡 . CCD-Switch approximates this counterfactual personalization

state using the personalized state of some treated user(s) whose history approximates the counterfac-

tual history of a given treated user. A different proposal is to use the treated user’s pre-experiment

personalization state as a proxy for its counterfactual controlled personalization state, a design we

call CCD-Freeze. In this design, described below, there is an additional Frozen-Cohort (𝐶𝐹 ), who are

treated but receive system personalization based on their fixed pre-experiment user action history,

which we call 𝑿∗
𝑖 . The resulting system state received by the freeze cohort is 𝑆𝑖𝑡 = 𝑠 (𝑊𝑖𝑡 , 𝑝 (𝑿∗

𝑖 )).

Definition 4. CCD-Freeze Experiment.
(1) Split users randomly into a Cookie Cohort (𝐶), a Cookie-Day Cohort (𝐶𝐷) and Frozen-Cohort

(𝐶𝐹 ). For the Frozen-Cohort, fix (“freeze”) their user features used for personalization at the

pre-experiment values.

(2) Treat the Freeze Cohort (CF) for 𝑇 periods.

(3) For 𝑇 periods, treat a random fraction of the Cookie Cohort (𝐶𝑇 ) and maintain the rest in

control (𝐶𝐶).
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(4) Within the Cookie-Day Cohort, assign individuals randomly to be treated for one day only

for 𝑡 ∈ {1, . . .𝑇 } (𝐶𝐷𝑇𝑡 ). Those who are in the 𝐶𝐷 cohort at time 𝑡 but are not treated are

labelled 𝐶𝐷𝐶𝑡 .

If the pre-experiment user action history is a good proxy for their actions under control, then we

would expect 𝑠 (1, 𝑝 (𝑿∗
𝑖 )) to be close to 𝑆𝑖𝑡 (1, 0<𝑡 ) and the following to be a good estimate of 𝜏𝑈𝑡 :

𝜏
𝐶𝐶𝐹,𝑈
𝑡 =

1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝐹 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐹 )

𝑌𝑖𝑡 −
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )

𝑌𝑖𝑡 .

We can also estimate 𝜏𝑃𝑡 :

𝜏
𝐶𝐶𝐹,𝑃
𝑡 =

1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝑇 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑇 )

𝑌𝑖𝑡 −
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝐹 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐹 )

𝑌𝑖𝑡 .

Deciding between running the CCD-Switch compared to the CCD-Frozen designs is context

specific. In settings with a large sample where we would expect a lot of drift in user actions over

time under a constant treatment status, then the CCD-Switch design may be preferable. In settings

where it is operationally challenging to deliver the personalization of individual 𝑗 to individual 𝑖

and where we expect that the personalization delivered to a user in the pre-experiment period is a

good proxy for the during-experiment period, then the CCD-Frozen design is preferable.

In the next section, we explore how we can return to a standard CCD design to estimate the

user learning effect in environments where the personalization of the system is clustered, so that

sub-groups of individuals receive the same recommendation, for example.

3.1 Clustered-CCDs
In this section, we focus on adaptations to the existing CCD design that enable us to measure

user learning without introducing additional cohorts. Recall that the central problem in CCD

experiments with personalization is that the user’s treatment history affects their personalized

recommendations, which in turn affect the user’s outcomes. This causal chain is illustrated in

Figure 1, and its consequences for CCD estimation of user learning are described in the example of

Section 2.1.

We propose to reduce the influence of a user’s treatment history on their own personalization

state by instead personalizing a user’s recommendations according to the historical behavior of a

cluster of users. We call this the clustered-CCD design.

Definition 5. Clustered-CCD Experiment.

(1) Assign each user to one of 𝐾 clusters of equal size, fixed throughout the experiment. Modify

the recommendation algorithm so that recommendations are personalized based on the

history of the cluster, not the individual user. 𝑆𝑖𝑡 = 𝑠 (𝑊𝑖𝑡 , 𝑝 (𝑿<𝑡
𝑐 (𝑖 ) )), where the personalization

depends on the action history and treatments of all individuals in the cluster 𝑐 (𝑖). The rest
proceeds like a standard CCD experiment.

(2) Randomly split users into a Cookie Cohort (𝐶) and a Cookie-Day Cohort (𝐶𝐷)

(3) Treat a random fraction of the cookie cohort (𝐶𝑇 ) for 𝑇 periods and maintain the rest in

control (𝐶𝐶)

(4) Within the Cookie-Day Cohort, assign individuals randomly to be treated for one day only

for 𝑡 ∈ {1, . . .𝑇 } (𝐶𝐷𝑇𝑡 ). Those who are in the 𝐶𝐷 cohort at time 𝑡 but are not treated are

labelled 𝐶𝐷𝐶𝑡 .
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Then, our measure of user learning at time 𝑡 , 𝜏
𝐿,𝑈
𝑡 , as in the standard CCD experiment, is the

difference in outcomes 𝑌𝑖𝑡 between individuals in the CT cohort and the 𝐶𝐷𝑇𝑡 cohort at time 𝑡 :

𝜏𝑈𝐿 =
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝑇 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑇 )

𝑌𝑖𝑡 −
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )

𝑌𝑖𝑡

The Clustered-CCD approach of Definition 5 allows us to retain some personalization while

keeping the distribution of personalization the same for the control and treatment users within

the same cluster of any experiment (the treatment is assigned independently of the clusters). We

are able to estimate the user learning effect under an additive separability assumption (defined

below), and the direct effect by comparing the 𝐶𝐷𝑇𝑡 cohort to the 𝐶𝐶 or 𝐶𝐷𝐶𝑡 cohort. Since the

personalization state is the same for treated and control users, we are not able to estimate the

personalization effect or the total effect from a clustered-CCD experiment. Running a separate

long-term unclustered A/B test could be used to estimate the total effect and direct effect, and

combined with the user learning estimates from the clustered experiment, the personalization effect

can then be estimated.

One benefit of the clustered CCD experiment is there is a privacy advantage of assigning

personalization at the cluster level because it means that an individual user will be harder to

identify from their personalization state. Additionally, in some cases, clustering provides a utility

gain because some of the user features from which personalization states are computed may be

very sparse, and borrowing information from similar users allows this data sparsity problem to be

reduced. This will become apparent in Section 6. Furthermore, compared with the CCD-Switch

discussed in Definition 3, the Clustered-CCD method may be preferred in practice because it does

not require the extra cohort needed for CCD-Switch—thereby improving experimental power—

or the implementation of switching personalization states of the system. Additionally, in many

practical settings, Clustered-CCD will also be preferred to the CCD-Freeze method of Definition

4 because the key assumption of CCD-Freeze may not be met: personalization typically changes

over time and so the pre-experiment state is not always a good proxy of the during-experiment

state. Finally, both the CCD-Freeze and CCD-Switch methods require allocating a cohort whose

recommendations are made according to a personalization state that does not match their treatment

status; this degrades the quality of those users’ recommendations, as discussed in Section 6.

The only restriction we place on the clusters is that (1) the treatment assignment must be

independent of the cluster assignment (2) cluster assignments cannot be updated over the course

of the experiment based on user actions during the experiment. Such dependent assignments

are not allowed because they may cause a user’s personalization to depend on its treatment

assignment. For example, if the treatment caused users to take a particular action, they might be

preferentially clustered together, leading to clusters that were mostly treated or mostly controlled.

The personalization status of a user would once again be affected by its treatment status, with

treated users more likely to see recommendations that lead to the treatment-specific action, as in

the example of Section 2.1.

While any fixed clustering that is assigned independently of the treatments will work for

clustered-CCD, the ideal clustering identifies users with similar histories or personalization states.

Clustering similar users means that recommendations provided on the basis of the cluster history

are highly relevant to the individuals in the cluster, instead of being generic recommendations that

are of little relevance to the user. We discuss how clusters might be generated in Appendix C.

We show that clustered-CCD experiments can be used to estimate the long-term user learning

effect. With clustering, an individual’s personalized state now depends on their cluster assignment

𝑐 (𝑖) and the action history of all individuals in their cluster. We represent this by the notation
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𝑆𝑖𝑡 = 𝑠 (𝑊𝑖𝑡 , 𝑃𝑐 (𝑖 ) (𝑾<𝑡
𝑖 )) for the clustered setting, where 𝑃𝑐 depends on the action history (and

treatments) for other users 𝑗 ≠ 𝑖 that are part of individual 𝑖’s cluster, as well as individual 𝑖’s action

history.

Assumption 1. Additive Separability
For any two system states 𝑠, 𝑠′ ∈ S,

𝑌𝑖𝑡 (𝑠,𝑈𝑖𝑡 (1<𝑡 )) − 𝑌𝑖𝑡 (𝑠,𝑈𝑖𝑡 (0<𝑡 )) = 𝑌𝑖𝑡 (𝑠′,𝑈𝑖𝑡 (1<𝑡 )) − 𝑌𝑖𝑡 (𝑠′,𝑈𝑖𝑡 (0<𝑡 )).

Proposition 4. Under the clustered CCD experiment of Design 5 and Assumption 1, then

𝜏
𝐿,𝑈
𝑡 = 𝜏𝑈𝑡 + 𝑏𝐿𝑡

where

𝑏𝐿𝑡 =
1

𝑛

𝑛∑︁
𝑖=1

E[𝑌𝑖𝑡 (𝑠 (1, 1<𝑡 ,𝑾<𝑡
−𝑖,𝑐 ),𝑈𝑖𝑡 (0<𝑡 )) − 𝑌𝑖𝑡 (𝑠 (1, 0<𝑡 ,𝑾<𝑡

−𝑖,𝑐 ),𝑈𝑖𝑡 (0<𝑡 ))]

depends on how much a single individual’s historical actions affect their cluster’s personalization state.
The expectation is taken over the cohort assignment of other individuals in each cluster.

One downside of the clustered-CCD design is that it relies on Assumption 1, which states that

the user learning and personalization effects are additively separable. For certain environments

where there are interactions between learning and personalization, this assumption may not hold.

Clustering also introduces interference between individuals, although under Assumption 1 the

interference does not introduce additional bias in the estimate of the user learning effect; see

Appendix B for a brief discussion.

Under Assumption 1, the bias term 𝑏𝐿𝑡 in Proposition 4 is the result of user 𝑖’s treatment affecting

the recommendations 𝑖 sees through their history of actions. In the standard CCD experiment,

which can be interpreted as a clustered-CCD design where each user belongs to its own cluster, a

user’s treatment history directly affects their personalization, and 𝑏𝐿𝑡 = 𝜏𝑃𝑡 . We suggest two aspects

of clustered-CCD designs that can mitigate this issue.

Larger Clusters. As the number of users per cluster gets larger, the influence of any one user’s

history on the personalization state of its cluster diminishes. This in turn reduces the correlation

between the user’s treatment status and their personalization, reducing the bias in the clustered-

CCD experiment.

Leave-one-out Serving. In the leave-one-out serving approach, user 𝑖 is served recommendations

that are personalized using the histories of all other users in its cluster except itself, 𝑗 ∈ 𝑐 (𝑖), 𝑗 ≠ 𝑖 .
This prevents user 𝑖’s history from directly impacting its recommendations, reducing the bias.

Leave-one-out serving is not a complete solution because user 𝑖’s treatment still affects user

𝑗 ’s personalization, which in turn affects 𝑗 ’s actions and feeds back to user 𝑖’s personalization.

However, leave-one-out serving is expected reduce the correlation between 𝑖’s treatment history

and personalization.

4 EXTRAPOLATION TO LONG-TERM CAUSAL EFFECTS
In Section 3, we introduced a variety of different experimental designs that extend the basic CCD

experiment and provide noisy measurements of the user learning effect 𝜏𝑈𝑡 , the personalization

effect 𝜏𝑃𝑡 , and the direct effect 𝜏𝑆𝑡 . The evolution of these time series during the experimental

period is of interest in itself. However, it is also useful to consider how the time series estimated

during the experiment can be used to extrapolate causal effects for time periods longer than

experiment duration. This is of interest because user learning takes a very long time to converge.

In the advertising setting, Hohnhold et al. [2015] found that changes in user preferences induced
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by an intervention took many months to converge to a new steady state. They found that the

user learning effects across a variety of different experiments follows an exponential curve, with

𝜏𝑈𝑡 = 𝛼 (1 − 𝑒−𝛽𝑡 ) + 𝑒𝑈𝑡 . 𝛽 was similar across different interventions while 𝛼 varied. Estimating

a parametric model for 𝜏𝑈𝑡 based on limited observations during an experiment can be used to

extrapolate the expected learning effect as 𝑡 grows large. We can extend this approach to the setting

with personalization by making parametric assumptions separately on 𝜏𝑈𝑡 , 𝜏𝑃𝑡 and 𝜏𝑆𝑡 .

Assumption 2. Parametric Structure. The user learning effect, the personalization effect, and
the direct effect have a parametric structure.

𝜏𝑈𝑡 = 𝑓 𝑈 (𝑡, 𝛽𝑈 ) + 𝜖𝑈𝑡𝑛,
𝜏𝑃𝑡 = 𝑓 𝑃 (𝑡, 𝛽𝑃 ) + 𝜖𝑃𝑡𝑛,
𝜏𝑆𝑡 = 𝑓 𝑆 (𝑡, 𝛽𝑆 ) + 𝜖𝑆𝑡𝑛,

where 𝜖𝑞𝑡𝑛 are mean-zero random noise, E[𝜖𝑞𝑡𝑛] = 0 for 𝑞 ∈ {𝑈 , 𝑃, 𝑆}.

In most settings, the direct effect would be expected to be constant over time, so that 𝑓 𝑆 (𝑡, 𝛽𝑆 ) =
𝛽𝑆 . In the simulation in Section 6, we follow Hohnhold et al. [2015] by choosing an exponential

learning form for the user learning effect for 𝑓 𝑈𝑡 (·). We make a similar exponential learning

assumption for 𝑓 𝑃𝑡 (·). In general the user learning and personalization effects accrue at different

rates, so it is preferable to make a separate parametric assumptions for 𝜏𝑈𝑡 and 𝜏𝑃𝑡 .

Using 𝜏𝑈𝑡 , 𝜏
𝑆
𝑡 and 𝜏𝑃𝑡 we can estimate 𝛽𝑞 for 𝑞 ∈ {𝑈 , 𝑃, 𝑆} using a non-linear least squares

procedure.

ˆ𝛽𝑞 = argmin

𝛽𝑞

1

𝑇

𝑇∑︁
𝑡=1

(𝜏𝑞𝑡 − 𝑓 𝑞 (𝑡, 𝛽𝑞))2.

Using the estimated parameters
ˆ𝛽𝑞 we can estimate 𝜏

𝑞
𝑠 for time periods after the experiment, with

𝑠 > 𝑇 , as

𝜏
𝑞
𝑠 = 𝑓 𝑞 (𝑠, ˆ𝛽𝑞).

Another way that parametric assumptions can be useful for extrapolation is through a surrogacy

approach [Athey et al. 2019]. The exponential learning form used for the user learning effect in

Hohnhold et al. [2015] converges to 𝛼 as 𝑡 grows to infinity. Lets assume that the parametric form

for each of the effects converges to a fixed value as 𝑡 → ∞, then under Assumption 2, we can write

the limit of the expectation of the total causal effect of the treatment as:

lim

𝑡→∞
E[𝜏𝑇𝑂𝑇𝐴𝐿𝑡 ] = lim

𝑡→∞
𝑓 𝑈 (𝑡, 𝛽𝑈 ) + 𝑓 𝑆 (𝑡, 𝛽𝑆 ) + 𝑓 𝑃 (𝑡, 𝛽𝑃 )

= 𝜏𝑈∗ + 𝜏𝑃∗ + 𝜏𝑆∗ .

Hohnhold et al. [2015] provide evidence that certain short-term metrics evaluated using an A/B

test are correlated with the long-term user learning effect, 𝜏𝑈∗ = 𝛼 . This implies that a platform

designer can run the modified CCD experiments of Section 4 for a variety of different interventions,

estimate the parameters of 𝛽𝑈 , 𝛽𝑆 , 𝛽𝑃 for each intervention, and then investigate whether there are

short-term metrics, estimable using a short-term A/B test, that are predictive of the intervention-

specific parameter estimates. This surrogacy-type approach combined with the parametric model

for each type of effect can speed up the development cycle for future interventions, by providing

an indication of the estimated long-term user learning, personalization, and direct effect, without

running a CCD experiment.
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Fig. 4. Data collected from CCD interventions run on a Google Ads recommendation system

5 EMPIRICAL EVIDENCE OF PERSONALIZATION AFFECTING USER LEARNING
MEASUREMENTS

We now demonstrate empirically the bias that personalization introduces to user learning measure-

ments in standard CCD experiments—when the approaches proposed in Section 3 above are not

used—as anticipated by Hohnhold et al. [2015]. We draw our results from a selection of CCD studies

run by an ads recommendation system at Google. We compare two sequential measurements of

user learning: one with personalization 𝜏𝑈 ,𝑊𝑃
𝑡0

and one with no personalization 𝜏𝑈 ,𝑁𝑃
𝑡1

respectively,

where 𝑡0 is a fixed time by which substantial user learning is expected, and 𝑡1 = 𝑡0 + 𝑡𝑚 with 𝑡𝑚
being the length of a measurement. The system has personalization during [0, 𝑡1). Although the

with personalization measurement is taken first in time (𝑡0 < 𝑡1), it is adjusted for the lower user

learning expected based on historical learning curves, and we denote the final estimate by 𝜏
𝑈 ,𝑊𝑃
𝑡0

.

The no personalization user learning measurement 𝜏
𝑈 ,𝑁𝑃
𝑡1

is otherwise identical to the measurement

with personalization, except that a user’s past actions and treatment history do not impact the item

that the system recommends. In other words, 𝑝 (𝑿<𝑡
𝑖 ) is the same for all 𝑖 (during the measurement).

As stated in Assumption 1, we assume that the underlying user learning effect is the same

regardless of whether the measurement is taken with personalization present or not. In practice, this

assumption is thought to be reasonable in this context for two reasons: (i) the personalization setting

only differs during the final measurement periods, [𝑡0, 𝑡1) and [𝑡1, 𝑡1 + 𝑡𝑚), and the measurement

duration 𝑡𝑚 is typically much shorter than the prior learning period (𝑡0 or 𝑡1); and (ii) even when

we used a variety of personalization settings during the learning period [0, 𝑡1), we obtained similar

𝜏𝑈
𝑡1,𝑁𝑃

readings.

We summarize our findings across these multiple studies in Figure 4 . Each point in the figure

corresponds to a different study. On the 𝑦-axis, we plot the difference in the estimated user learning

effects when personalization is turned “on”, then “off”, i.e. 𝜏
𝑈 ,𝑊𝑃
𝑡0

− 𝜏𝑈 ,𝑁𝑃
𝑡1

, capturing the bias due to

personalization. On the 𝑥-axis, we report a proprietary measure of the difference—or imbalance—in

personalization states 𝑝 (𝑿<𝑡
𝑖 ) between the two cohorts of users being compared, i.e. the 𝐶𝐷𝑇𝑡

and 𝐶𝑇 arms for a CCD experiment. The plotted line is a weighted least squares fit to the data.

The intervals represent 95% confidence intervals capturing the uncertainty of each measurement.

From Figure 4, we confirm that personalization can lead to bias in standard CCD experiments for a

real-world large-scale system. Furthermore, we observe that, as the imbalance in personalization
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Fig. 5. (a) User preferences for standard vs. award-winning movies. Each point is a user, with color indicating
user cluster. (b) Personalization improves outcomes over time.

between the control and treatment groups increases, the bias of the user learning measurement

also increases. Finally, the sign of the personalization discrepancy and user learning bias coincide.

6 SIMULATION
6.1 Estimator Performance in a Movie Recommendation System
We now use a simulation of the movie recommendation system experiment discussed in Example 1

to empirically compare the performance of the user learning estimators discussed in earlier sections,

namely: 𝜏
𝑊𝑃,𝑈
𝑡 (standard CCDwith personalization), 𝜏

𝑁𝑃,𝑈
𝑡 (standard CCDwithout personalization),

𝜏
𝐿,𝑈
𝑡 (Clustered-CCD), 𝜏

𝐷𝑆,𝑈
𝑡 (CCD-Switch), and 𝜏

𝐶𝐶𝐹,𝑈
𝑡 (CCD-Freeze). The simulation has 4, 000

users and there are two categories of movie: award-winning movies (aw) and standard movies

(s). User preferences are sampled according to the following distribution, which exhibits a natural

clustered structure of 4 evenly-sized clusters.

𝑢𝑐 ∼ U([0.05, 0.5]2) and 𝑢𝑖,𝑚 ∼ 𝛽

(
𝑢𝑐 (𝑖 ),𝑚,

100

1 − 𝑢𝑐 (𝑖 ),𝑚

)
where 𝑢𝑐 ∈ [0.05, 0.5]2 is the center of cluster c, 𝑢𝑖,𝑚 ∈ [0, 1] denotes user 𝑖’s constant preference
for movies of category𝑚 ∈ {aw, s}, 𝑢𝑐 (𝑖 ),𝑚 ∈ [0, 1]2 is the m-coordinate of individual i’s cluster

𝑐 (𝑖), U is the uniform distribution, and 𝛽 is a beta distribution parameterized by its mean and the

sum of its two shape parameters. After the cluster centers 𝑢𝑐 are drawn, they are shifted so that

the average watch rate for each movie type, across all users, is 0.25. These user preferences are

shown in Figure 5a, where each point represents an individual, color-indexed by its cluster. The

x-axis (resp. y-axis) value of each point represents the user’s preference for award-winning (resp.

standard) movies.

In the simulation study, we consider a setting where there are 50 time periods and each user is

recommended a single movie per time period. When a user is recommended a movie, they watch it

(or not) with some fixed probability, which depends on the movie category, the user’s individual

preferences, and whether the movie is annotated—the treatment for award-winning movies. The

direct effect of the treatment is to increase the probability of a user watching an award-winning

movie (aw) by a fixed additive constant of 0.5. Since a standard movie can receive no annotation,

a user will see no change in his or her probability to watch a standard movie (s) when treated.

Formally, the probability 𝑝𝑖,𝑡 (𝑚) that user i watches movie of category𝑚 ∈ {aw, s} at time period
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𝑡 is given by:

𝑝𝑖,𝑡 (𝑚 = s) = 𝑢𝑖,𝑚 and 𝑝𝑖,𝑡 (𝑚 = aw) = min(1, 𝑢𝑖,𝑚 + 0.5 · 𝑧𝑡𝑖 ) , (1)

where 𝑧𝑡𝑖 denotes whether user 𝑖 is treated at time period 𝑡 . There is no direct effect on standard

movies. For simplicity, there is also no user learning.

We allow the movie recommender system to be personalized. Specifically, there is a 2-tuple user

feature 𝑓𝑖,𝑡 that captures how many times a user 𝑖 has watched each movie category during all

periods up to time 𝑡 . The user features are key because, in our simulation, the system chooses

which category of movie to recommend to a user based on the probabilities corresponding to the

user’s feature. Specifically, we choose Thompson Sampling [Thompson 1933] with a 𝛽 (1, 1) prior
as a reasonable heuristic a recommender system might implement to optimize the explore-exploit

tradeoff. We begin all simulations by running the system for 10 periods under the control condition,

to gather personalized features for each user. These preliminary features are necessary for the

CCD-Freeze method.

User features evolve over time in different ways for each method. For the CCD with no person-

alization method, user features are fixed at their initial values throughout the entire simulation.

For the CCD with personalization method, user features are updated after each time period based

on each individual user’s actions. For CCD-Switch, the features are similarly updated, except for

individuals in the Switch-Cohort. For an individual 𝑖 in that cohort, the recommender uses the

user feature of the matched individual 𝑗 (𝑖) in the 𝐶𝐷𝑇𝑡 cohort. Users are matched at random

from their own cluster, which is a good approximation to an optimal matching algorithm when

preferences are naturally clustered, as is the case in our setting. For CCD-Freeze, user features are

again updated each time a user watches a movie, except for the features corresponding to users in

the Frozen-Cohort which remain fixed at their pre-experiment values throughout the experiment.

Finally, for Clustered-CCDs, the shared user feature vector of a cluster is updated every time a user

in the cluster watches (or not) a movie. As a result, except for the CCD with no personalization,

there is a personalization response to treatment in each experiment design which impacts the

movie category the system recommends to users who were exposed to treatment in previous time

periods.

In Figure 5b, we demonstrate the benefits of using personalization by plotting the total watch

rate of treated users over time. In the first time period, all experiments have similar outcomes,

since no treated actions have been recorded by the system. All methods—except for CCD without

personalization—see outcomes improve over time as users reveal their preferences to the system.

Clustered-CCDs learn preferences very quickly since user preferences are naturally clustered and

each user’s action is recorded for the entire cluster in each time period. CCD-Freeze and CCD-

Switch show slower improvement in watch rate over time than the CCD experiment. The CF and

CS cohorts receive recommendations according to a control personalization state even though they

receive treatment, which means those cohorts are recommended standard movies more often than

they should be, decreasing average watch rates.

In Figure 6, we examine the ability of each experiment design to recover the true estimated direct

and user learning effects. For the CCD-Switch and CCD-Freeze methods only, we also include

the estimated personalization effect. Recall that the other approaches do not estimate it. The true

(asymptotic) personalization effect is computed by comparing two long-term simulations: one with

all users in treatment, and another with all users in control except for the final time period, in which

they are switched to treatment. Since there is no user learning in our simulation, the difference in

average watch rate on the final day captures the personalization effect. The direct effect is equal to

the average incremental watch rate across standard and award-winning movies under the control

personalization. Under control, users are on average recommended award-winning and standard
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movies at equal rates, so 𝜏𝑆𝑡 = 0.5/2 = 0.25%. There is no user learning in this experiment; see

Section 6.2 for an experiment that includes user learning.

Each of the CCD-freeze, CCD-switch, and Clustered-CCD methods provide an unbiased estimate

of the user learning effect. CCD with no personalization, arguably the simplest design to implement,

also leads to unbiased estimates of the user learning and direct effect, but worse outcomes overall as

shown in Figure 5b. The simple CCD with personalization leads to a positively-biased estimate of

the user learning effect. This occurs because the system recommends more award-winning movies

to users in the 𝐶𝑇 arm than in the 𝐶𝐷𝑇 arm, since 𝐶𝑇 users—treated in the past—watched these

at a higher rate. This results in a higher watch rate in the 𝐶𝑇 arm than in the 𝐶𝐷𝑇 arm due to

differences in the movies being recommended at time 𝑡 . Since the CCD with personalization design

does not estimate the personalization effect, it is unable to attribute the increase in watch rate to

personalization. All other methods broadly recover the correct zero user learning effect.

Figure 6 also shows that all the methods except the Clustered-CCD recover the correct value of

the direct effect. The reason for the bias of the Clustered-CCD method is that in this simulation

the nature of the treatment breaks the additive separability assumption introduced in Assumption

1. Specifically, the simulation violates the separability of personalization and direct effects: the

direct effect is higher when users are mostly shown award-winning movies, and lower when users

are mostly shown non-award-winning movies. This leads to an over-estimate of the direct effect

because, within each cluster, all users are shown more award-winning movies since some of the

users in the clusters are treated and all share the same user features.

Finally, both CCD-Switch and CCD-Freeze estimates of the personalization effects converge to

their asymptotic values. The personalization effect increases over time as the system learns the

preferences of each user, eventually stabilizing as system estimates of user behavior converge to

the users’ true behavior.

6.2 Extrapolation of Estimated Effects
The experimental designs in Section 3 can be used to estimate 𝜏𝑃𝑡 , 𝜏

𝑈
𝑡 and 𝜏𝑆𝑡 over time. In this

simulation, we show how we can use noisy observations of each of these causal effects over time

to estimate a parametric model that can be used to extrapolate to long time horizons. We make the

following functional form assumptions, which follow Assumption 2.

𝜏𝑈𝑡 = 𝛽𝑈
0
(1 − 𝑒−𝛽𝑈1 𝑡 ) + 𝑒𝑈𝑡 , 𝜏𝑃𝑡 = 𝛽𝑃

0
(1 − 𝑒−𝛽𝑃1 𝑡 ) + 𝑒𝑃𝑡 , 𝜏𝑆𝑡 = 𝛽𝑆

0
+ 𝑒𝑆𝑡 . (2)

We generate data based on this data generating process for 𝑡 = 1, . . . ,𝑇 using the parameterization

𝛽𝑆
0

= 5.0, 𝛽𝑃
0

= 1.0, 𝛽𝑈
0

= −3.0, 𝛽𝑈
1

= 0.025 and 𝛽𝑃
1

= 0.075. The long-run direct effect and
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(a) (b)

Fig. 7. (a) The mean-squared error for the estimators of the long-run effects 𝛽𝑈
0
, 𝛽𝑃

0
and 𝛽𝑆

0
converges to 0 for

each effect as the horizon of the experiment grows. Results averaged over 300 samples of the data-generating
process. (b) The user learning effect converges to its long run value 𝛽𝑈

0
slowly

personalization effects are positive, but are partially offset by the long-run user learning effect.

The rate of convergence of the user learning effect is slower than that of the personalization effect.

The noise variables 𝑒
𝑞

𝑡 are drawn from a standard normal distribution with standard deviation 0.1

for each of 𝑞 ∈ {𝑈 , 𝑆, 𝑃}. We vary 𝑇 from 5 to 45, where 𝑇 can be thought of as the length of the

experiment in days, and examine the mean-squared error of the estimation of 𝛽0
𝑈
, 𝛽𝑃

0
, and 𝛽0

𝑆
using

a non-linear least-squares estimation approach. The results are in Figure 7a, which is a plot of the

mean-squared error, averaged over 100 simulations, of the least-squares estimate of 𝛽𝑈
0
, 𝛽𝑆 and 𝛽𝑃

0
.

These parameters represent the asymptotic user learning, personalization effect, and direct effect.

Since the direct effect is not dynamic, we have very low mean-squared error, even with a short

experiment. When only a short time series of the user learning effect is available, however, the MSE

is much larger. The user learning effect converges more slowly than the personalization effect, and

it requires a larger experiment horizon for MSE to decrease. With a 40-day experiment, however,

the estimates of all long-term treatment effects have low error, even though the user learning effect

is not yet close to its long-run value, see Figure 7b.

7 DISCUSSION
Interventions in online systems often have a long-term impact that differs from their immediate

impact, due to mediated effects that occur slowly through user learning or personalization algo-

rithms. In systems where more complex experiment designs are possible, dynamic mediated effects

can be estimated separately, and extrapolated using a parametric model in settings where learning

is slow. In future work, it would be interesting to useful to characterize the optimal length of the

dynamic experiments for the estimation of user learning when collecting data over longer horizons

is costly to the platform.
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A PROOFS
Proof of Proposition 1

𝜏𝑡 =
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝑇 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝑇 )

𝑌𝑖𝑡 −
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶)
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶)

𝑌𝑖𝑡

=
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝑇 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝑇 )

𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖 (1<𝑡 )) −
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶)
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶)

𝑌𝑖𝑡 (𝑆𝑖𝑡 (0, 0<𝑡 ),𝑈𝑖 (0<𝑡 ))

𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖 (1<𝑡 )) and 𝑌𝑖𝑡 (𝑆𝑖𝑡 (0, 0<𝑡 ),𝑈𝑖 (0<𝑡 )) are fixed potential outcomes. So, taking ex-

pectations with respect to the random cohort assignment𝐺𝑖𝑡 ∈ {𝐶,𝑇 }:

E[𝜏𝑡 ] =
1

𝑛

𝑛∑︁
𝑖=1

[
E[𝐺𝑖𝑡 = 𝑇 )]
𝑃𝑟 (𝐺𝑖𝑡 = 𝑇 )

𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖 (1<𝑡 )) −
E[𝐺𝑖𝑡 = 𝐶)]
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶)

𝑌𝑖𝑡 (𝑆𝑖𝑡 (0, 0<𝑡 ),𝑈𝑖 (0<𝑡 ))
]

=
1

𝑛

𝑛∑︁
𝑖=1

[
𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (0, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 ))

]
= 𝜏𝑇𝑂𝑇𝐴𝐿𝑡 .

Proof of Proposition 2
We start by proving the first part of the proposition. Individuals in 𝐶𝐷𝑇𝑡 have𝑊𝑖𝑡 = 1 but have

not been treated historically, so their outcomes are 𝑌𝑖𝑡 = 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 )). Individuals in
𝐶𝑇 cohort are currently treated and have been treated historically, so their outcomes are 𝑌𝑖𝑡 =

𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )). We plug these into the estimator:

𝜏
𝐶𝐶𝐷,𝑈
𝑡 =

1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝑇 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑇 )

𝑌𝑖𝑡 −
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )

𝑌𝑖𝑡

=
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝑇 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑇 )

𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )) −
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )

𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 ))

Then, we take expectations and add and subtract 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )).

E[𝜏𝐶𝐶𝐷,𝑈
𝑡 ] = 1

𝑛

𝑛∑︁
𝑖=1

[
E[𝐺𝑖𝑡 = 𝐶𝑇 ]
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑇 )

𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )) −
E[𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 ]
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )

𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 ))
]

=
1

𝑛

𝑛∑︁
𝑖=1

[
𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 ))

]
=

1

𝑛

𝑛∑︁
𝑖=1

[
𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )

]
+

𝑛∑︁
𝑖=1

[
𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (1<𝑡 ) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 ))

]
= 𝜏𝑃𝑡 + 𝜏𝑈𝑡

Now, we prove the second part of the proposition. Individuals in 𝐶𝐶 have𝑊𝑖𝑡 = 0 and have not

been treated historically, so their outcomes are 𝑌𝑖𝑡 = 𝑌𝑖𝑡 (𝑆𝑖𝑡 (0, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 )). Plugging this into
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the estimator, we have:

𝜏𝐶𝐶𝐷,𝑆 =
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )

𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ) −
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝐶)
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐶)

𝑌𝑖𝑡 (𝑆𝑖𝑡 (0, 0<𝑡 )

Then taking expectation over the random cohort assignment:

E[𝜏𝐶𝐶𝐷,𝑆
𝑡 ] = 1

𝑛

𝑛∑︁
𝑖=1

[
E[𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 ]
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )

𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 )) −
E[𝐺𝑖𝑡 = 𝐶𝐶]
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐶)

𝑌𝑖𝑡 (𝑆𝑖𝑡 (0, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 ))
]

=
1

𝑛

𝑛∑︁
𝑖=1

[
𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 )) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (0, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 ))

]
= 𝜏𝑆𝑡

Proof of Proposition 3 (Model-Switch)
The 𝐶𝑆 cohort receives outcomes 𝑌𝑖𝑡 = 𝑌𝑖𝑡 (𝑠 (1, 𝑝 (𝑿<𝑡

𝑗 (𝑖 ) )),𝑈𝑖𝑡 (1, 1<𝑡 )). The 𝐶𝐷𝑇𝑡 cohort receives
outcomes 𝑌𝑖𝑡 = 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 )). Plugging this into the estimator,

𝜏
𝐷𝑆,𝑈
𝑡 =

1

𝑛

𝑛∑︁
𝑖=1

[
1(𝐺𝑖𝑡 = 𝐶𝑆)
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑆)

𝑌𝑖𝑡 (𝑠 (1, 𝑝 (𝑿<𝑡
𝑗 (𝑖 ) )),𝑈𝑖𝑡 (1, 1<𝑡 )) −

1(𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )

𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 ))
]

Then we take expectations over the random cohort assignment, and subtract/add

𝑌𝑖𝑡 (𝑠 (1, 𝑝 (𝑿<𝑡
𝑗 (𝑖 ) )),𝑈𝑖𝑡 (1, 1<𝑡 )) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )).

E[𝜏𝐷𝑆,𝑈
𝑡 ] = 1

𝑛

𝑛∑︁
𝑖=1

[
E[𝐺𝑖𝑡 = 𝐶𝑆]
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑆)

𝑌𝑖𝑡 (𝑠 (1, 𝑝 (𝑿<𝑡
𝑗 (𝑖 ) )),𝑈𝑖𝑡 (1<𝑡 )) −

E[𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 ]
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )

𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 ))
]

=
1

𝑛

𝑛∑︁
𝑖=1

[
𝑌𝑖𝑡 (𝑠 (1, 𝑝 (𝑿<𝑡

𝑗 (𝑖 ) )),𝑈𝑖𝑡 (1<𝑡 )) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 ))
]

=
1

𝑛

𝑛∑︁
𝑖=1

[
𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 )) + 𝑏𝐷𝑆

𝑡

]
= 𝜏𝑈𝑡 + 𝑏𝐷𝑆

𝑡

where 𝑏𝐷𝑆
𝑡 = 1

𝑛

𝑛∑
𝑖=1

𝑌𝑖𝑡 (𝑠 (1, 𝑝 (𝑿<𝑡
𝑗 (𝑖 ) )),𝑈𝑖𝑡 (1, 1<𝑡 )) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )).

For the second part of the proposition, individuals in 𝐶𝑇 cohort are currently treated and have

been treated historically, so their outcomes are 𝑌𝑖𝑡 = 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )). Plug the relevant

potential outcomes into the estimator:

𝜏
𝐷𝑆,𝑃
𝑡 =

1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝑇 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑇 )

𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )) −
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝑆)
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑆)

𝑌𝑖𝑡 (𝑠 (1, 𝑝 (𝑿<𝑡
𝑗 (𝑖 ) )),𝑈𝑖𝑡 (1<𝑡 )).

Taking expectations, and adding/subtracting as before:
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E[𝜏𝐷𝑆,𝑃
𝑡 ] = 1

𝑛

𝑛∑︁
𝑖=1

[
E[𝐺𝑖𝑡 = 𝐶𝑇 ]
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑇 )

𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )) −
E[𝐺𝑖𝑡 = 𝐶𝑆]
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑆)

𝑌𝑖𝑡 (𝑠 (1, 𝑝 (𝑿<𝑡
𝑗 (𝑖 ) )),𝑈𝑖𝑡 (1<𝑡 ))

]
=

1

𝑛

𝑛∑︁
𝑖=1

[
𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )) − 𝑌𝑖𝑡 (𝑠 (1, 𝑝 (𝑿<𝑡

𝑗 (𝑖 ) )),𝑈𝑖𝑡 (1<𝑡 ))
]

=
1

𝑛

𝑛∑︁
𝑖=1

[
𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 1<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )) − 𝑏𝐷𝑆

𝑡

]
= 𝜏𝑃𝑡 − 𝑏𝐷𝑆

𝑡

Proof of Proposition 4 (Clustering)
In the clustered CCD experiment, the personalization that individual 𝑖 receives is 𝑝 (𝑿<𝑡

𝑐 (𝑖 ) )) and
depends on the action history of all individuals in the cluster. 𝑿𝑡

𝑐 depends on the history of user

treatments for user 𝑖 and all other individuals in the cohort. For this proof, we need to make this

dependence clear, so we can write the system state under clustering as 𝑠 (1,𝑊 <𝑡
𝑖 ,𝑾<𝑡

−𝑖,𝑐 ). Then, the
outcomes for the 𝐶𝐷𝑇𝑡 cohort are 𝑌𝑖𝑡 = 𝑌𝑖𝑡 (𝑠 (1, 0<𝑡 ,𝑾<𝑡

−𝑖,𝑐 ),𝑈𝑖𝑡 (0<𝑡 )) and for the 𝐶𝑇 cohort are

𝑌𝑖𝑡 = 𝑌𝑖𝑡 (𝑠 (1, 1<𝑡 ,𝑾<𝑡
−𝑖,𝑐 ),𝑈𝑖𝑡 (1<𝑡 )).

𝜏𝑈𝐿 =
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝑇 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑇 )

𝑌𝑖𝑡 −
1

𝑛

𝑛∑︁
𝑖=1

1(𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )

𝑌𝑖𝑡

=
1

𝑛

𝑛∑︁
𝑖=1

[
1(𝐺𝑖𝑡 = 𝐶𝑇 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝑇 )

𝑌𝑖𝑡 (𝑠 (1, 1<𝑡 ,𝑾<𝑡
−𝑖,𝑐 ),𝑈𝑖𝑡 (1<𝑡 )) −

1(𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )
𝑃𝑟 (𝐺𝑖𝑡 = 𝐶𝐷𝑇𝑡 )

𝑌𝑖𝑡 (𝑠 (1, 0<𝑡 ,𝑾<𝑡
−𝑖,𝑐 ),𝑈𝑖𝑡 (0<𝑡 ))

]
Next, we can take expectations over the random cohort assignment. In this case,𝑌𝑖𝑡 (𝑠 (1, 0<𝑡 ,𝑾<𝑡

−𝑖,𝑐 ),𝑈𝑖𝑡 (0<𝑡 ))
is a random variable since it depends on the cohort assignments of other individuals in the cluster.

In the second line, we add and subtract to create a bias term.

E[𝜏𝑈𝐿 ] =
1

𝑛

𝑛∑︁
𝑖=1

E[𝑌𝑖𝑡 (𝑠 (1, 1<𝑡 ,𝑾<𝑡
−𝑖,𝑐 ),𝑈𝑖𝑡 (1<𝑡 )) − 𝑌𝑖𝑡 (𝑠 (1, 0<𝑡 ,𝑾<𝑡

−𝑖,𝑐 ),𝑈𝑖𝑡 (0<𝑡 ))]

=
1

𝑛

𝑛∑︁
𝑖=1

E[𝑌𝑖𝑡 (𝑠 (1, 0<𝑡 ,𝑾<𝑡
−𝑖,𝑐 ),𝑈𝑖𝑡 (1<𝑡 )) − 𝑌𝑖𝑡 (𝑠 (1, 0<𝑡 ,𝑾<𝑡

−𝑖,𝑐 ),𝑈𝑖𝑡 (0<𝑡 ))] + 𝑏𝐿𝑡

=(1) 1

𝑛

𝑛∑︁
𝑖=1

E[𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (1<𝑡 )) − 𝑌𝑖𝑡 (𝑆𝑖𝑡 (1, 0<𝑡 ),𝑈𝑖𝑡 (0<𝑡 ))] + 𝑏𝐿𝑡 .

= 𝜏𝑈𝑡 + 𝑏𝐿𝑡
For step (1), we have that the outcomes are evaluated at the same system state 𝑠 (1, 0<𝑡 ,𝑾<𝑡

−𝑖,𝑐 )
but with different user learning. We can use the additive separability of Assumption 1 to replace

this system state with 𝑆𝑖𝑡 (1, 0<𝑡 ) for each individual under any cohort assignment for the cluster.

𝑏𝐿𝑡 = 1

𝑛

𝑛∑
𝑖=1

E[𝑌𝑖𝑡 (𝑠 (1, 1<𝑡 ,𝑾<𝑡
−𝑖,𝑐 ),𝑈𝑖𝑡 (0<𝑡 )) − 𝑌𝑖𝑡 (𝑠 (1, 0<𝑡 ,𝑾<𝑡

−𝑖,𝑐 ),𝑈𝑖𝑡 (0<𝑡 ))] is driven by the ex-

pected difference in the clustered personalized state of an individual who has been historically

treated compared to control.
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B CLUSTERED-CCD AND INTERFERENCE
The clustered-CCD experiment design introduces interference. Specifically, the treatment status of

a given user affects the personalization state of every other user in its cluster. Under Assumption 1,

the user learning effect and direct effect for an individual is the same when measured at any

personalization state. Under this assumption, interference does not introduce additional bias in the

estimate of the direct and learning effects. See Sävje et al. [2021] for amore detailed discussion of how

differences-in-means type estimators are unbiased for direct treatment effects under interference.

C CLUSTERING
There are multiple ways in which clusters of users could be obtained. We do not aim here to be

exhaustive and instead provide a few guiding principles. We first construct a graph of users or

place them in a metric space, where the existence of (weighted) edges or the distance in the metric

space should be descriptive of the similarity between users. For example, each user’s action history

can be placed into a metric space, with different coordinates representing averages of actions taken

over different time windows. Categorical or demographic information can also be used. Finally,

one can go from metric space to a (complete) graph by constructing weighted edges based on the

distance between two users in the metric space.

If metrics spaces are considered, there are many variations of K-means that are both scalable

and provide satisfactory results in many instances. If instead a weighted graph is considered, there

are many appropriate tools, like balanced partitioning [Aydin et al. 2016]. For systems that need

to work at scale, we favor hierarchical agglomerative clustering implementations [Murtagh and

Contreras 2012].

D EXAMPLE OF SPURIOUS POSITIVE OR NEGATIVE LEARNING
Annotating award-winning movies from the in-house studio
Suppose instead that the streaming service seeks to use the “award-winning movie” annotation

to improve viewers’ opinions of its own in-house film studio. The annotation will be placed on

eligible in-house movies but not on externally produced movies. The streaming service once again

expects an immediate increase in watch rate on annotated movies (the direct effect). They also

hypothesize that there will be a long-term increase in watch rate on in-house movies, as users watch

high-quality in-house movies and improve their opinion of the in-house studio. The long-term user

learning effect will be measured with a CCD experiment comparing the watch rate on in-house

movies in the CT vs CDT cohorts.

In this example, personalization may cause the CCD experiment to measure either spurious

positive or spurious negative user learning. Both types of errors are illustrated in Figure 8.

Spurious positive learning: The mechanism for spurious positive learning is similar to that

of Example 1. Because there is no user learning, both CT and CDT users have an equal chance of

watching award-annotated in-house movies, and this chance is higher than it would be if the movie

were not annotated. However, the personalization model knows that CT users have this preference,

whereas it is unaware of the preference for CDT users. As a result, CT users get recommendations

that better fit their preferences, resulting in a higher rate of watching in-house movies for CT users

than for CDT users. The experiment spuriously concludes positive user learning.

Spurious negative learning: The mechanism for spurious negative learning also relies on better

recommendations for the CT cohort, but in this case it depends on CDT users being shown fewer

in-house movies of higher average quality. Suppose the recommendation algorithm reacted to the

treated users’ increased affinity for awarded in-house movies by recommending those movies more

frequently. The difference between treatment and control recommendations now becomes that the
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Setting: No User Learning CCD Experiment Reports Spurious User Learning

Recommendations

A

C

B

CT Cohort
Treatment: T 
Personalization: T 
User state: T

CDT Cohort
Treatment: T 
Personalization: C 
User state: C

Scenario 1 Scenario 2

A

D

B
A

E

B

Model trained under control recommends 
worse movies under treatment condition

Worse in-house movie 
recommendation

Spurious conclusion of 
positive user learning

Fewer in-house movie 
recommendations

Spurious conclusion of 
negative user learning

Problem
Annotate award-winning (  ) in-house movies (    )
No annotation for externally produced movies (    )

Compare average watch rate (WR) for 
in-house movies (    ) for CT vs CDT cohorts

Treatment

Measuring User Learning

True Effects
Direct Effect: Increased WR on annotated movies (     )
User Learning: No change
Personalization: Model shows more annotated movies (     )

Current Version

Lower in-house WR Higher in-house WR

Fig. 8. Personalization effects may lead to positive or negative bias when user learning is estimated with a
CCD experiment.

treated users have more awarded in-house movies, and as a result the in-house movies shown to

treatment but not control will be of lower quality than the average movie shown to control. This

pushes the in-house movie watch rate of treated users down, and could lead to spurious conclusions

of negative user learning.
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