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Abstract. Structured occurrence nets consist of multiple occurreete— each
recording causality and concurrency in an execution of apmrant of a con-
current system. These occurrence nets are linked togeyherebns of various
types of relationships, aimed at representing dependgbeigveen communicat-
ing and evolving sub-systems. In this paper, we investigatesality in the basic
class of communication structured occurrence nes{nets). We start by intro-
ducing the corresponding system-level model of commuinicatructured Place
Transition Nets ¢sPTnets) which extend Place Transition Nets with an explicit
structuring into communicating sub-systems and procdssaction based on a
combination of synchronous and asynchronous communicaitter that we de-
velop acso-net based process semanticsdsiPnets showing that causality in
csonets is underpinned by stratified order structures extendausal partial
orders with weak causality.

Keywords: concurrency, occurrence net, structured occurrence feete pran-
sition net, semantical framework, causality semanticecgss semantics, syn-
chronous and asynchronous communication.

1 Introduction

Occurrence nets [2] are acyclic Petri nets that can be usexttod execution histories
of concurrent systems, in particular, the concurrency andality relations between
events. Each occurrence net defines a partial order of fisiti@n occurrences (repre-
senting the events) in which causally related occurreneesraered while concurrent
transition occurrences remain unordered. Occurrenceanetypically used to capture
the causal semantics of standard net classes like Elergedé&rSystems and Place
Transition Nets [6, 13, 22].

In structured occurrence nets, invented by Brian Randellthen formally elab-
orated in [15, 20, 21], occurrence nets are combined by warigpes of relationships
representing dependencies between communicating andirgyaub-systems. Thus
structured occurrence nets make use of temporal and sphs#iactions that can be
seen as consequences of how a system has been conceivedhathas interpreta-
tions generated by the analysis of the system. There arereliff ways to structure
occurrence nets. In this paper, we start from communicatiaictured occurrence nets
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(csonets) which are the simplest variant of structured ocaureenets. Acso-net de-
scribes a combination of occurrence nets that proceed c@mtly and communicate
occasionally.

Figure 1 shows a communication structured occurrence netisting of two oc-
currence nets that communicate along the thick dashed dredge. Note that these
communication links represent a direct (causal) relatignbetween transitions and
connect them directly unlike the usual arcs in Petri netstvitian only relate places
to transitions or vice versa. The communication flow repnessg:by a thick dashed arc
is unidirectional from source to target transition and @adés that the latter cannot oc-
cur before the former. In other words, in any execution of thicurrence net, either
the source event of the communication precedes the targat ev they are executed
synchronouslyin one step). The thick dashed edge is an abbreviationaitdst for
the combination of two such arcs, one in either directiomddée the two transitions
involved are meant to be executed synchronously.

Fig. 1. A communication structured occurrence net.

In this paper, we investigate the causality structure ®b-nets. We establish that
stratified order structures [8, 11, 12], an extension ofiplotders, adequately describe
the relations between the transitions afso-net. Moreover, we identify a system-level
model with an operational semantics that fits well with thacapt ofcso-nets. This
model is an extension of the well-known Place TransitiorsNet-nets) [6].

Like most Petri net model®T-nets are an essentially asynchronous concurrent
model with a sequential (firing sequence) semantics andps&mantics based on
multisets of transitions that may occur simultaneouslynwieough resources are avail-
able for such a combined occurrence. Consequently, wheaestep occurs each of its
transitions (or more general, each of its sub-multisetsjccalso have occurred (the
so-called sub-step property). Thg-net model has no (structural) possibility to express
that an enabled transition has to (wait in order to) synciseowith another one. On the
other hand, it is not difficult to make an otherwise enableddition wait for the oc-
currence of a second one by using a message (in the form oéa tek by the second
one in a special input place of the first transition). Thesesaerations motivate the
introduction ofchannel place# this paper. These channels will be used to implement
the causality expressed through the communication aregst{ibk dashed edges) in the
original cso-nets.

Figure 2 shows &T-net with three channel places corresponding todke-net of
Figure 1 in its default initial state. Intuitively, with ti@hannel connecting transitien
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Fig. 2. A pT-net with explicit channel places implementing the desa@ehmunication protocols.

(its input) to transitiorb (its output), we have the following operational semantits:
a occurs it adds a ‘message’ (a token) to the channel; thisagesmay either remain
there to serve later as input bo(the usual asynchronous communicatiorrofnets),
or be directly picked up by in the samestep (synchronous communication). Usually,
synchronous communication implies that a sender waitd®receipt of the message
before proceeding. In the (new) Petri net interpretatigmchronous communication
entails an instantaneous receipt of the tokerb.bhe channel place moreover allows
asynchronous communication. Therefore, we will refer esthchannel places async
channels. The communication connection provided by a/slyannels can be compared
to a telephone connection with an answering machine: eitteecaller waits for the
callee to answer the phone (and then they communicate symahsly), or the caller
leaves a message on the answering machine to be listengdrtbyahe callee.

Note that in the initial marking of Figure 2, the stép, b} can be executed as well as
a followed byb, butb cannot be executed befateMoreover, if there are two (initially
empty) channels connectido d andd to ¢, as in Figure 2, thenandd can only occur
synchronously as a stdp, d}.

The paper is organised as follows. In the next section weigedvasic definitions
concerning stratified order structures which are the caysatuctures used in this pa-
per. Section 3 introduces communication structireghets €CsPTnets) which extend
PT-nets with an explicit structuring into sub-systems comioating through a/sync
channels. After that, in Sections 4 and 5, we develop a ctohased process seman-
tics for cspTnets, following a generic approach (semantical framevarkich has
been used successfully to define processesrafets. In particular, we conclude that
causality in cso-nets is underpinned by stratified ordeicttires. As full proofs of var-
ious results presented in this paper are omitted, Sectioutlhes the way in which
the semantical framework of [13] can support their efficidavelopment. Section 7
contains remarks on related work, and Section 8 conclu@esaper.

2 Causality structures

Causality structures, such as causal partial orders, caedreas instances of more gen-
eral relational structures, whereeational structureis a tupleR = (X, Q1,...,Qx)
with X being a finitedomain and the,’s binary relations onX . For relational struc-
tures with the same domain and ari/andR’, we write R C R’ if the subset inclusion
holds component-wise. The intersect{oriR of a non-empty seR of relational struc-
tures with the same arity and domain is also defined compenmiset
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To capture causal relationships between events occumirggdoncurrent system
history, one can use a suitaldelering relation In its basic form, such a relation is a
partial order, generated from local causalities (reflecttme generally accepted view
that causality is transitive and acyclic).partially ordered se{or poset) is a relational
structurepo = (X, <) consisting of a finite seX and a transitive and irreflexive rela-
tion < on X . Two distinct elements, b of X areunordereda ~ b, if neithera < b nor
b < a holds. Note that if a poset is interpreted as capturing daekdionships in a run
or history of a concurrent system then, for two distinct égerandb, a < b means that
a was a causal predecessorbpfvhile a ~ b means that: andb were independently
executed events. Intuitivelys represents the ‘earlier than’ relationshipXhshared by
all observations of the history representedioy

Although causal partial orders have found several appdioatin semantics and
analyses of concurrent systems, for systems with a compiegtsre, partial orders
may need to be extended to more expressive order structiniek support additional
relations between events, as described negtratified order structuréor so-structure,
see [8,11, 12]k0s = (X, <, C) comprises two binary relations; (causality andC
(weak causalityon a finite setX such that, for all:, i, z € X:

St1: zlfx S8 zCyCz ANae#2z = 2Lz
S2: z<y = xzCy S4: xCy<zVe<yLz — x<2.

Intuitively, < represents the ‘earlier than’ relationshipXn andrC the ‘not later than’
relationship. Accordinglyx< is a partial order, and < y impliesy [Z x.

Individual observations of a concurrent systems are oftpresented by sequences
of groups of simultaneously occurring events (step seqggnt¢ience one can con-
sider (singular) step sequenceghich are sequences of mutually disjoint non-empty
setsy = Xi...Xy (k > 0). Singular step sequences correspond in a natural way to
a special class of posets. A posgb = (X, <) is stratifiedif « ~ b ~ ¢ implies
a ~ ¢, for all distincta, b, ¢ in X. Note that if a poset is interpreted as an observa-
tion of concurrent system behaviour, then< b means that. was observed beforig
while a ~ b means that: andb were observed as simultaneous. Now, given a singular
step sequencg = X ... Xy, we have thaspo(x) = (U, Xi,U;-; Xi x X;) is a
stratified poset. Conversely, each stratified pegetinduces a unique singular step se-
quencesteps(spo)) satisfyingspo = spo(steps(spo)). We may therefore identify each
stratified posetpo with steps(spo) or, equivalently, each singular step sequepeéth
spo(x).

Finally, we relateso-structures with their step sequence (or stratified podet¢ie
vations. First, it is easy to see thakifo = (X, <) is a stratified poset, thesas(spo) =
(X, <,< U ~) is anso-structure. One can then identify executions correspantdin
(or consistent with) a giveso-structuresos: a stratified posetpo is anextensiorof
sos if sos C sos(spo). We denote this bypo € ext(sos).

Fact 1 For everyso-structuresos, ext(sos) # @ and sos = () sos(ext(s0s)).

In other words, one can recover an-structure by intersecting its stratified order ex-
tensions, in a similar way as one recovers a poset from eafigations.
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One can also generag®-structures from local relationships between events,én th
same way as partial orders are generated from acyclicoriatApre-so-structureis a
relational structure = (X, <, C) such that the relatiof o < o v is irreflexive, where
v = (< U D)* Then theso-closureis ¢ = (X,y o0 <o+,v\ idx). Note that in
a preso-structurep there are nag, x1,...,x, = xg such thatrg < x; and, for all
0<i<n,x; <xiq1 Orx; C x4q. This can be regarded as a kind of acyclicity.

Fact 2 For every preso-structurep, ¢*° is anso-structure.

3 PT-nets andcsPT-nets

In this section, we first recall the standard definitions esnimg PT-nets, including
their concurrency semantics based on step sequencessgisilii transitions executed
simultaneously). We then extend the concepeohet by composing several nets into
a single system by letting them communicate via a/sync ctlgiaces.

Recall that a multiset over a s&f is a functiony : X — {0,1,2,...}. In this
paper, a multiset may be represented by listing its elemeititsrepetitions, e.g.u =
{y,y, 2} is a multiset such that(y) = 2, u(z) = 1, andu(z) = 0 otherwise. We
treat sets as multisets without repetitions, and applyifapelling function? to a set
Z ={z,...,z1} C Xyieldsamultisel(Z) = {{(z1),...,0(zk)}.

A Place Transition Ne{or pT-net) is a tuplePT = (P, T, F, M;,;;) such that
P andT are disjoint finite sets of nodes, called respectiyalycesand transitions
F C (T x P)U (P x T) is theflow relation, andM,,,;; is theinitial marking, where
a markingis any multiset of places. Thiaputsandoutputsof a nodex are the sets
v ={y| (y,z) € F}andz® = {y | (z,y) € F}. Itis assumed that the inputs and
outputs of any transition are non-empty.

In diagrams, places are represented by circles, transiipmectangles, the flow re-
lation by directed arcs, and a marking (global state)dkgngsmall black dots) drawn
inside places. Figure(@) depicts e T-net representing a producer, an unbounded asyn-
chronous buffer (the middle pladg), and two consumers. The producer can execute:
m (making an item)ga (adding a new item to the buffer), anfd(failing to add an item).
Each of the two consumers represented by the tokens in placan cyclically exe-
cute:g (getting an item), and (using the item). Initially, the system is in the marking
Minie = {bo, p1,p3,p3}.

The operational behaviour dtT can be captured by its step sequencestepU
is @ multiset of transitions. It isnabledat a markingM if M(p) > >_,. . U(2), for
every placep. In such a case, thexecutiorof U leads to the marking/’ given by:

M(p) = M(p) - S U0+ S U,

tep® te®p

for every placep. We denote this by [U) M’. Then astep sequencef PT is a se-
quencex = U;...U, (n > 0) of steps such that there are markings, ..., M,
satisfying:

Minit [U1>M17 ) Mnfl[Un>Mn .
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Fig. 3. Two models of a 1-producer/2-consumers systém:PT-net PT (with asynchronous
buffer placeby), and(b) csPTnet CSP T, (with a/syncchannel placey).

We denote this by € steps(PT'), and callM,, areachablemarking. Note that singular
step sequences can be considered as a special kind of stesmseq with steps being
disjoint sets.

PT-nets are a fundamental class of Petri nets, and we now inteoa derived funda-
mental class of structured Petri nets capable of generatingtured occurrence nets.
The key idea is to replace the asynchronous interprocesmooination like that in
Figure 3a) by the more flexible a/sync communication with comporremhets being
linked throughchannelplaces.

A communication structured place transition rfet cCSPT-net) is a tuple:

CSPT = (PTy,...,PTy, Py, Fo, My) (k>1)

such that eactPT,; = (P;, T;, F;, M;) is a componeneT-net, P, is a set of(a/sync)
channelplaces, )M is a multiset of channel places, afg C (T x Py) U (Py x T),
whereT = |J,~, T;. It is assumed that the nodes of thd";'s and P, are disjoint
and, for every channel place *c = {c;,} andc® = {c,u:}, Wherec;, andc,,; are
transitions belonging to two distinétT’;’'s. The initial markingM,,;; of CSPT is the
sum of all theM;’s, including M. The semantics o SPT is defined as before except
that a step of transitiors is enabledat a marking\/ if M (p) > >, . U(t), for every
non-channel placg, andM (¢) + U(cin) > U(cout), fOr every channel place Thus,
in contrast to the usual approaches to step semantics, ate@nsitions executed in
csPTnets do not necessarily consist of accumulated (allowethaations of) enabled
single transitions.

The dot-notation and drawing conventions are as beforepéxbat the channel
places are drawn with thick border lines, and each comparenget is enclosed inside
a dashed box. Figure(8 depicts acspTnet derived from theT-net of Figure 3a)
modelling the 1-producer/2-consumers system by replattiagstandard buffer place
bo with channel placey. One can easily check that for the nets in Figure 3, we have
steps(PTy) C steps(CSPTy) as, for instance:

{gHa,u{m} a,g,g} € steps(CSPT) \ steps(PT) .

This exemplifies a fundamental difference between asymdu® communication via
the buffer placé, and a/sync communication via the channel placdntuitively, the
execution of stefa, g,¢9} combines asynchronousommunication involving: and
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Fig. 4. An occurrence neO N, (labels are shown inside the nodes).

one of they’s with anasynchronousommunication involving the othgrand the token
inserted intay during the execution of stefu, u}.

4 Occurrence nets and structured occurrence nets

Having described two system-level classes of Petri netspvinets andcsPTFnets, we
now proceed to present occurrence nets and communicatiasted occurrence nets,
two similarly related classes of (behaviour-level) Pettisused to represent concurrent
histories.

An occurrence nets a tupleON = (P',T’, F’,¢) such thatP’, T" and I’ are
places, transitions and flow relation as before, &nsl a labelling forP’ U T”. It is
assumed thdfp| < 1 and|p®| < 1, for every placep, and thatF” is acyclic. The rule
for executing steps is the same as in the caseTtafets. The defaulinitial marking
MO and thefinal MY marking of ON are sets respectively consisting of all places
without inputs and all places without outputs. With thisiantof the initial and final
markings, the behaviour adN is captured by the sateps(ON) comprising all step
sequenceg satisfying 2 [x) M N . For each step sequenge= U, ... U, belong-
ing tosteps(ON ), we will denote byp(x) the sequence of multiset§U;) ... £(Uy,).

Due to the acyclicity of the flow relation, and the lack of niplk inputs (or outputs)
of places, each transition i appears exactlgncein any step sequengebelonging to
steps(ON). Hencey is a singular step sequence, apd(y) is a well-defined stratified
poset. Figure 4 shows an occurrence net with the labels gpfroam thepT-net shown
in Figure I{a) We observe thaMZZﬁo = {ql, qs,q7, qlo} andMﬁOnN“ = {Q4, q9, q11}
as well as:

Moo [{Ub v6 }{va2, v }{vs, U5}>M&NO :

Note thatp({v1, ve }{ve, va}{vs, v5}) = {a,g}{m, g}{f,u} is a valid step sequence
of pT-net of Figure 3a).

Similar to the waycspTnets were derived froraT-nets, we extend occurrence nets
with a/sync channel places.
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A communication structured occurrence ijet cso-net) is a tuple
CSON = (ONy,...,ONy, P}, Fj, ty) (k>1)
suchthateaclWN; = (P!, T/, F!, (}) is an occurrence neky is a set of channel places

with a labellinglj,, andFy C (T x Py) U (Py x T"), wherel” = | J,~, T;. Itis further
assumed that: B
— the nodes of th&)N;’s are disjoint.
— forevery channel place |*c| < 1and|c®| < 1, and the inputand output transitions
of ¢ belong to distinctON;’s.
— the relationocson = (T',U;», (Ff o F))|rrxts, (Fy o Fp)|rx7) IS @ preso-
structure. This, in particular, means that the relation:

sos(CSON) = 0Eson
is a well-definedso-structuregeneratedby CSON (see Fact 2).
The defauliinitial 157" marking of CSON and thefinal M 9N marking of

init

CSON are the sum of the default initial markings of thEV;’s, together with all the
channel places with no inputs, respectively the sum of tii@udisfinal markings of the
ON s, together with all the channel places with no outputs. 3éisteps( CSON) of
step sequences executed ©FON is then defined as for occurrence nets, assuming
that channel places are treated as in the casesefrnets. As before, also for a step
sequence = Us ... U, belonging tosteps(CSON), we will denote byy(x) the se-
quence of multiset§(U;) . .. £(U,,). It can easily be seen that step sequences belonging
to steps( CSON ) are singular. Moreovesteps( CSON) is non-empty.

Intuitively, sos(CSON) is a causal structure underpinni6@@ON which can be jus-
tified by the fact that the executions ofao-net are fully consistent with the underlying
causal structure:

Theorem 1. steps(CSON) = ext(sos(CSON)).

Moreover, the underlying causal structure can be obtaiyeihtersecting all the
orderings induced by the step sequence€$ON:

Theorem 2. sos(CSON) = (spo(steps(CSON)).

Figure 5 shows aso-net CSON ( with the labels coming from thespTnet of Fig-
ure 3b). We observe thab/ 57" = {q1, g5, 47, q10} and M7 N° = {qu, g9, 11}
as well as:

init

]\4.0501\]0 |:{’U1,’U4,’U6}{’U2,’U5}{U3}>Mﬁc;L50NO .

Note thatp({v1, v4, ve}{va, vs }H{vs}) = {a,g,9}{m,u}{f}is a valid step sequence
of thecspTnet of Figure 8b). Moreover, the underpinning causal structure is given by
the so-closure of the following relation:

OQCSONy = ({U17U27U37U4;'U5;U6}7 {(U1,U2), (U27U3), (U4,U5)}7 {(Ul,v4)}) .

Hence there is a weak causal dependency betweamdv,, meaning thab, cannot
be executed beforg, only afterv; or simultaneously withy, .

Itis also interesting to re-visit theso-net CSON of Figure 2 which contains a cy-
cle. Thisis not a problem as it simply indicates that thegitéons labelled by andd are
synchronised. Formally, we havgsteps(CSON )) = {{a,b}{c,d}, {a}{b}{c,d} }.
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Fig. 5. A communication structured occurrence 188ON.

5 cso-net semantics of cspt-nets

We have described two new classes of Petri nes®Fnets andcso-nets, based on
explicit structuring and a/sync communication betweenponent netscsPTFnets are
specifications of systems’ designs, whereas the rotssafnets is to capture behaviours
of such systems. We have also argued tt&b-nets are underpinned Igo-structures
which are causality structures extending causal partaégrs; and so they in turn might
provide a causality semanticse$PTnets. Our next goal is to clarify hoaso-nets can
be derived frontspEnets in a way which is consistent with their operationalaetics.

In this section we formalise two key definitions. The first gmevides a full char-
acterisation o£so-nets corresponding to the behaviours of a gigsprTnet.
A procesof csprnet CSPT = (PT4,...,PTy, Py, Fy, My) is acso-net:

CSON = (ONla ERR ONkaP(;aF‘(;7€:))
with the overall labelling (determining its components’ labeling af{g such that it:

— labels places 0O N ; with places ofPT;, for eachi.

— labels transitions 0O N ; with transitions ofPT;, for eachi.

— labels channel places 6fSON with channel places of SPT'.

— yields¢(MEZON) = M.

— is injective on®t andt® and, moreovef(°t) = *£(t) and/(t*) = £(t)®, for all
transitionst of CSON.

We denote this byCSON € proc(CSPT). For exampleCSON € proc(CSPTy),
whereCSPT, and CSON | are respectively the nets in FigurgdBand 5.

The soundness of the process definition can be justified byisgahat the step
sequences af so-processes provide an exact representation of step sezpiehthe
original cspTnet:

Theorem 3. steps(CSPT) = ¢(steps(proc(CSPT))).
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Moreover, one can see that a similar property holds alscefachiable markings.

The above notion of process is an ‘axiomatic’ charactadeatnd provides no clues
as to how to generate processesePFnets in practice. This issue is addressed by the
second definition based on so-called mefolding itself a prominent technique behind
model checking tools [7,17, 18].

A cso-netgeneratedy a step sequenge= U, ... U,, of CSPT is the last element
in the sequenc€SONy, ..., CSON,, where each

CSON; = (ON3,..., ONb, B, FJ i)
is acso-net constructed in the following way (below the label of @eo? is x):
Step 0: We seP) = {¢"™ | c€ Py A1 <m < Miyu(c)} andF = @. Moreover, for
everyi =1,...,k:
P ={p™|pe PNl <m< Myu(p)} andT? =F° =& .

Stepj: Given CSON ;_; we extend the sets of nodes and arcs as follows (bélew
1,...,kandAz denotes the number of the nodes@fON ;_, labelled byz):

B =P uf{emtee lee BBAT<m <Y, Uj(1)}
Pl =P U {pmtir pe BAL<Sm <Y, ., Us(t)
T =TI U {mt8t [ te Ty AL <m < U;(t)} .
Then, for every new transition = ¢™, we choosé two sets of places:
m, C{pe|JP/ [ p =2} U(B)\ B and Out, € | J(P/\ B/
o i>0
in such a way that:

— |°t] = |In,| and|t®| = | Out,|.

— In, comprises a place labelledor eachg € °t.

— Out, comprises a place labelledfor eachr € ¢°.

— the setdn,, U Out, andIn,, U Out,, are disjoint for distinct transitions andw.

Finally, we add toF/ " all arc sets/n, x {v} and{v} x Out,, obtainingF.

The resulting neC’'SON,, is said to belong t@roc~sp (). The construction is illus-
trated in Figure 6 for thespTnet of Figure 8b). The net is isomorphic t@'SON
of Figure 5 which, as we already noted, is a proces§'8PT. This is not a mere
coincidence, as we have the following general result:

Theorem 4. proc(CSPT) = procqgpr(steps(CSPT)).

In other words, axiomatically and operationally definedogsses of aspTnet are the
same (up to net isomorphism).

% This means that, in general, more than one process can bieuzad for a givery.
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CSON,

CSON,

Fig. 6. Process generated ftSPT, and its step sequenge= {a, g, g}-{m, u}{f}.
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Fig. 7. Another way of representing tteso-net CSON .

6 Discussion

The results formulated in the preceding sections can begprby taking advantage of
a general scheme introduced in [13] aimed at handling theatipeal and causality
semantics of various kinds of Petri nets. This general sehigi@ntifies a number of
specific Properties which, when satisfied, validate, amahnegre, Theorems 1-4 (called
semantical Aims in [13]).

Some Properties concern the basic characteristics ofusasemantical mappings,
for example, thasteps(CSON) # &. This is, perhaps surprisingly, a non-trivial re-
sult which relies heavily on Fact 1 which holds for aft-structures. Another Property
requires that, for every procegs$SON generated by a step sequenget is the case
thatx corresponds to one of the step sequenceSXPN. That such a property holds
can be verified by re-tracing the procedure through wiiiSio N has been constructed.
Still another Property states that each process can beneraged from any of its step
sequences. The proof details of these Properties followléoge extent those devel-
oped in the past for other classes of Petri nets, yet therseaeral important technical
lemmata which need to address specific complexities agsedcwth a/sync channel
places and net structuring (note that structured nets warpreviously treated within
the semantical framework of [13]).

As already mentioned, in [15, 20, 21so-nets were formalised in a somewhat dif-
ferent way. For example, theso-net CSON, shown in Figure 5 would be represented
as in Figure 7. Basically, the representation of [15, 20 &Hs direct weak causality to
link transitions which in the context of this paper are jaii®/ a/sync channel places.
This change of notation is sound since the sets of step segs@f the two represen-
tations are exactly the same. We have adopted here the miocest® representation
since all weak causal links between executed transitioeslarived through channel
places. It should be stressed, however, that Theorems 1asd Bold for thecso-nets
defined in [15, 20, 21], irrespective of the way in which theyé& been generated.

7 Related work

Motivated by the idea to identify a Petri net model fitting theo-nets from [15, 20,
21], we set out with the aim to identify a suitable causaligynantics forcso-nets



Causality in Structured Occurrence Nets 13

and in relation to this a fitting system (i.e., Petri net) magi¢h cso-nets unfoldings.
In particular, we studied how to implement the communicaiemantics described in
cso-nets inPT-nets. This has led to the introduction of the — as far as waasre —
new idea of channel places with an a/sync semantics.

As already observed in [5] the concept of (synchronous) camoation channels
is not an existing (primitive) concept for Petri net mod@is.model synchronous com-
munication, one needs additional places and transitionshwhay lead to complicated
structures. Hence, [5] proposes to extend the Colouredfettmodel to support com-
munication through channels inspired by the synchromsatperators o€ cs[19] and
CsP[10], and communication constructs in high level programgianguages. Channel
communication is seen as a strong description primitivésion right (see also [16]),
and a valuable concept for structuring net models.

Again with the motivation that the basic net model does nfgrafynchronisation
mechanisms for transitions (useful, e.g., for modulardi@ions of concurrent lan-
guages and to define synchronised composition of progrd®14)} introduce zero-
safe nets which are Petri nets with additional so-calle® péaces. This allows one
to consider transactions, i.e., sequential executionadi¥idual transitions (or firing
sequences) leading from one stable marking (a marking irchwail zero places are
empty) to the next without affecting ordinary places on tteywA zero-safe net can
be viewed as an ordinamT-net with every transaction (up to ordering of concurrent
transitions) as a single transition, but (again) the zerfe-gersion can be much smaller.
An extension of zero-safe nets to model protocols in which martner can be ahead of
an other one was investigated in [14].

Both approaches are concerned with synchronous execttitansitions in an oth-
erwise sequential setting (Petri nets with a firing sequeseceantics). IrReo [1], a
channel-based model for exogenous coordination of (so&xamponents, it is possi-
ble to define different types of channels in a calculus forsttting complex connec-
tors from simpler ones. This includes synchronous and dsgnous channels. In [9]
it is discussed how systems that communicate through andoamelinated byrREO
channels can be modeled as Petri nets, using a compositiatidn for Petri nets to
combine the nets representing the components. Again.ghdslto relatively complex
net structures.

8 Conclusions

We have studied the causality in communication structucedimence netsdso-nets)
— a basic class of structured occurrence nets introducetbir2p, 21]. First we have
extended the standamir-nets model with an explicit structuring into communicat-
ing sub-systems, and the new concept of a/sync channelsptaceombining syn-
chronous and asynchronous communication — to facilitateréction between sub-
systems. Whereas Petri nets (and, in partici@mets) have an intrinsic semantical
concept for simultaneity (steps), synchronising specifimgitions requires an addi-
tional abstraction (a macro) to which we have added thepne¢aition of executing one
transition ‘not before’ another transition.



14 J.Kleijn and M.Koutny

After that we have developed a process semantics for théinesaspTnets based
on cso-nets, following the generic semantical framework from][@Bned at the sys-
tematic development of a causality semantics of Petri fiétis. has led to the conclu-
sion that the causality inso-nets is underpinned by stratified order structures extend-
ing causal partial orders with weak causality.

For the future we plan to investigate how (communication)atired nets might
be used for an enhanced version of the model checking tasbsigased on net un-
foldings [7,17, 18]. We hope that the structuring will makpassible to analyse more
complex systems than would be feasible with the existingrigpies. An interesting
and practically important extension osPTFnets would be to allow more transitions to
output to and input from a given a/sync channel place. Alfowang more than two
transition to synchronise would support broadcast-likeeanication. Finally, we in-
tend to investigate causality in other types of structurszliorence nets defined in [15,
20, 21].
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