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Insertion sequences (ISs) are the smallest and most frequent transposable elements in prokaryotes where they play an
important evolutionary role by promoting gene inactivation and genome plasticity. Their genomic abundance varies
by several orders of magnitude for reasons largely unknown and widely speculated. The current availability of hundreds
of genomes renders testable many of these hypotheses, notably that IS abundance correlates positively with the frequency
of horizontal gene transfer (HGT), genome size, pathogenicity, nonobligatory ecological associations, and human asso-
ciation. We thus reannotated ISs in 262 prokaryotic genomes and tested these hypotheses showing that when using ap-
propriate controls, there is no empirical basis for IS family specificity, pathogenicity, or human association to influence IS
abundance or density. HGT seems necessary for the presence of ISs, but cannot alone explain the absence of ISs in more
than 20% of the organisms, some of which showing high rates of HGT. Gene transfer is also not a significant determinant of
the abundance of IS elements in genomes, suggesting that IS abundance is controlled at the level of transposition and
ensuing natural selection and not at the level of infection. Prokaryotes engaging in obligatory associations have fewer
ISs when controlled for genome size, but this may be caused by some being sexually isolated. Surprisingly, genome size
is the only significant predictor of IS numbers and density. Alone, it explains over 40% of the variance of IS abundance.
Because we find that genome size and IS abundance correlate negatively with minimal doubling times, we conclude that
selection for rapid replication cannot account for the few ISs found in small genomes. Instead, we show evidence that IS
numbers are controlled by the frequency of highly deleterious insertion targets. Indeed, IS abundance increases quickly
with genome size, which is the exact inverse trend found for the density of genes under strong selection such as essential
genes. Hence, for ISs, the bigger the genome the better.

Introduction

Insertion sequences (IS) are the simplest form of trans-
posable elements, coding only the information allowing
their mobility (Mahillon and Chandler 1998). They belong
to the numerous group of type I transposable elements,
widespread in eukaryotes, prokaryotes, viruses, and plas-
mids and are themselves the most widely distributed trans-
posable elements in the replicons of bacteria and archaea
(Mahillon and Chandler 1998; Syvanen 1998; Wagner
2006). Through a succession of enzymatic reactions cata-
lyzed by the transposase, IS can spread within a genome. IS
elements are transferred between genomes by all the clas-
sical mechanisms of horizontal gene transfer (HGT) (Frost
et al. 2005). In association with other elements, they can
mediate the transfer of genetic information between ge-
nomes or between replicons of the same genome. They have
thus been found to shuttle the transfer of adaptive traits, such
as antibiotic resistance (Boutoille et al. 2004), virulence
(Kunze et al. 1991; Lichter et al. 1996), and new metabolic
capabilities (Schmid-Appert et al. 1997). This is just one of
the many effects these elements have on genomes, where
they can also induce duplications, deletions, and rearrange-
ments (Naas et al. 1995; Papadopoulos et al. 1999; Alokam
et al. 2002; Kothapalli et al. 2005; Redder and Garrett
2006). Because of their effects, ISs are regarded as key
determinants of genome plasticity (Kolsto 1997; Casjens
1998; Syvanen 1998; Bentley and Parkhill 2004; Rocha
2004; Schneider and Lenski 2004) and have been suggested
to provide significant adaptive changes to genomes (Shapiro
1999b; Capy et al. 2000). Yet, very few demonstrated cases
have been found for which the action of ISs led to the direct

acquisition of an advantageous trait, contrary to the situa-
tion of some transposable elements in eukaryotes (Volff
2006). Hence, ISs, as other transposable elements, are fre-
quently thought to persist in natural populations because of
their infective character irrespective of the fitness loss or
gain they lead to (Doolittle and Sapienza 1980; Orgel
and Crick 1980; Charlesworth B and Charlesworth D
1983; Condit et al. 1988; Nuzhdin 1999; Kidwell and Lisch
2001). According to this view, if the deleterious effects of
transposition rates are very high, only highly infective ISs
will persist. The selfish hypothesis is corroborated by the
extensive degree of HGT of ISs (Hartl and Sawyer
1988), their highly incongruent phylogenetic trees (Daniels
et al. 1990), and by the diversity of ISs found within strains
or closely related species (Lawrence et al. 1992; Wagner
2006). This hypothesis is also frequently challenged, usu-
ally on the basis of their theoretically important role in the
acquisition of adaptive changes (Chao et al. 1983; Blot
1994; Hall 1999; Shapiro 1999b).

The frequent reports indicating the variability in the
type and frequency of transposable elements in different
organisms led many authors to regard them as nearly ubiq-
uitous (Mahillon and Chandler 1998; Capy et al. 2000;
Kidwell and Lisch 2001; Petrov et al. 2003; Cordaux et al.
2006). Yet, the sequencing of the first bacterial genomes
confirmed that Bacillus subtilis, a widely known bacterial
model organism, lacks IS or any other transposable element
(Kunst et al. 1997). This observation is especially striking at
the light of the biology of B. subtilis: it is a frequently re-
combining, naturally competent bacterium (Istock et al.
1992), whose genome contains several bacteriophages and
other remnants of HGT events (Moszer et al. 1999). One
IS has been reported in 2 other strains of B. subtilis (Nagai
et al. 2000), suggesting that the rarity of IS elements in this
species is not caused by any special mechanism precluding
their insertion in the genome. Subsequent genome sequenc-
ing showed that other genomes, mostly small in size, also
lacked IS elements (Siguier et al. 2006). Hence, absence of
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ISs may be more widespread than usually acknowledged.
On the other hand, some genomes contain many IS
elements. Previous analyses of IS distribution have detailed
the distribution of either IS families among many strains of
a species (Lawrence et al. 1992) or some IS families
throughout all bacterial genomes (Wagner 2006). Both re-
ports showed a very large range for the number of IS ele-
ments in prokaryotic genomes, even when comparing
closely related ones. The same picture emerges from the
analysis of closely related strains of genomes particularly
enriched with IS elements such as Shigella (Buchrieser
et al. 2000; Jin et al. 2002; Wei et al. 2003; Yang et al.
2005), Yersinia (Parkhill et al. 2001; Deng et al. 2002;
Chain et al. 2004), and Bordetella (Parkhill et al. 2003).

Several hypotheses have been put forward to explain
the wide variability of IS elements among the genomes of
bacteria and archaea, most of which have finally become
testable using available genome sequences. 1) Several IS
families have been proposed to be of very narrow phyloge-
netic range, and by historical or mechanistic reasons some
lineages might then lack and/or be immune to many IS fam-
ilies (Mahillon and Chandler 1998). 2) Many authors hold
that ISs only persist by periodic invasion of naif genomes
(Wagner 2006). This should compensate for losses caused
by their deleterious fitness effects. If so, one might expect
the number of IS elements to be positively correlated with
the rate of HGT. 3) Smaller genomes might have lower IS
density: (i) if genome size is under selection and smaller
genomes reflect stronger selection for this trait, (ii) because
transposition increases genome size, and (iii) because trans-
position is expected to be more deleterious when the frac-
tion of highly deleterious insertion sites (e.g., essential
genes) in the genome increases. 4) In the literature, one also
finds pervasive associations between the abundance of ISs
and pathogenicity, especially among emergent or faculta-
tive pathogens. This association has been explained in 2
different ways. Within the selfish gene hypothesis, smaller
population sizes, frequently associated with changes in eco-
logical niches or selective sweeps in pathogens, would in-
volve relaxed selection against the presence of ISs (Parkhill
et al. 2003; Moran and Plague 2004). Within the paradigm
that IS elements are advantageous for genomes, ISs are
thought as partly responsible for the evolutionary break-
throughs leading to the invasion of a new niche (Shapiro
1999a; Chain et al. 2004). 5) A variant of the latter ideas
suggests that facultative ecological associations are corre-
lated with higher IS abundance. 6) Finally, a recent work
suggested that the changes associated with the Neolithic
revolution, some 12,000 years ago, led human-associated
prokaryotes to be invaded by IS elements while adapting
to the growing population of human hosts (Mira et al.
2006). This would affect the prokaryotes in intimate asso-
ciation with man or domesticated animals and plants and
provide the genome fluidity necessary for the ecological ad-
aptation. A common theme to all of these hypotheses is that
they have never been tested in a large-scale comparative
genomics framework.

Given the large number of hypotheses put forward to
explain the variance in the distribution of IS elements
among genomes, we aimed at unraveling which of them sig-
nificantly fit the available data. A major difficulty with such

an analysis is that annotation of IS elements in genomes is
heterogeneous in quality and that different nomenclatures
have been used for different and sometimes within genome
annotations. This has led most genome analyses of ISs to
rely on the available annotations or in using the small set of
IS families that are easier to annotate, for example, because
they have no multiple open reading frames. IS elements are
classified into several families based on the transposase pro-
tein sequence, their small inverted repeats, and the length of
their target site sequence. Although several classification
schemes have been proposed and are currently used to an-
notate genomes, the scheme of Mahillon and Chandler
(1998) has become over the years the main reference. Here,
we reannotated the ISs of 262 bacterial/archaeal genomes
and classed them according to this scheme. We then used
this curated data set to assess the distribution of ISs and
some of the variables that may be important to understand
their dynamics.

Methods and Data
Data

We analyzed the genomes of 262 different bacterial
and archaeal genomes, taken from GenBank genomes
(ftp://ftp.ncbi.nih.gov/genomes/). Data on the genes puta-
tively horizontally transferred was taken from the Horizon-
tal Gene Transfer Database (HGT-DB) (http://www.tinet.
org/;debb/HGT/) (Garcia-Vallve et al. 2003). To analyze
prophages, we used the prophage prediction data of the
Brussow group (Canchaya et al. 2004), refining and system-
atizing the list previously reported by Casjens (2003),
which covers a total of 115 genomes. Genomes not ana-
lyzed in the previous works and presenting less than 20 pu-
tative phage annotated genes were considered as lacking
prophages. This threshold is justified by the fact that many
genes with weak similarities to databank proteins come out
as having weak similarities to prophage-related genes even
though they are not functionally characterized and have no
contiguous phage-related genes, that is, they show no ev-
idence of belonging to prophages.

Reannotation–Reassessment of IS Data

We reassessed the annotation of transposases by mak-
ing BlastP analyses of all coding sequence (CDS) identified
in GenBank files against the ISfinder database (www.is.
biotoul.fr; Siguier et al. 2006). This database is a collection
and classification of around 1500 IS proteins from bacterial
and archaeal IS elements which are grouped into 21 distinct
families (Mahillon and Chandler 1998). A CDS was con-
sidered as belonging to an IS element if its BlastP best hit
had an E value ,10�10. To class IS elements, we assigned
each putative IS CDS to the family to which it shows the
best BlastP hit in the ISfinder database.

Having identified the CDSs corresponding to trans-
posases and classed them into families, we proceeded
to the reconstruction of the ISs. Most IS elements have
a single CDS that encodes a transposase, in which case
we assimilate the IS to its transposase. Note that terminal
repeats of ISs are small and poorly characterized and in
many cases do not allow a precise definition of the edges
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of the elements. For example, many of these repeats are
less than 15 bp, but there is a significant chance to find by
chance alone 2 copies of a 15 bp generic repeat within
a 2 kb DNA sequence (Rocha 2003a). Because, we are
only interested in IS sequences that are putatively auton-
omous and not interested in elements such as miniature
inverted-repeats transposable elements, this is not a serious
inconvenience.

Some elements, such as the ones of IS1 and IS3 fam-
ilies, have 2 consecutive and partially overlapping CDSs,
from which the transposase is produced by translational
frameshift. In the elements of IS1 family, the absence of
frameshift leads to a protein that instead of catalyzing trans-
position inhibits it (Machida C and Machida Y 1989; Zerbib
et al. 1990). To handle multigenic IS elements, we recon-
stituted the integrity of the transposase by identifying con-
secutive CDSs, having the same orientation and respecting
the order of the expected CDSs (e.g., IS1A and IS1B). Ele-
ments of the IS66 family are an exception in that they con-
tain 3 successive CDSs in a strand and 1 or 2 in the other
(Machida et al. 1984; Bonnard et al. 1989). This family has
not been extensively studied, and although the 3 cooriented
CDSs seem necessary for transposition, it is unclear if they
code for one single protein (Han et al. 2001).

An IS element can be interrupted by the insertion of an
IS or another genetic element. Thus, elements that fulfilled
the above requirements but are stopped by the insertion of
ISs or of other elements were considered as a single IS, but
marked as pseudogenes or partial. The same was done for
IS elements showing signs of large deletions (.20% of dif-
ference in protein length). We made, however, an exception
to these rules if a smaller IS was present with the same size
in at least 3 copies in the genome. In this case, we consid-
ered there was substantial evidence of an element engaging
actively on transposition, and hence, we considered it as
complete and a new member of the family. By using these
criteria, we identified a total of 10,938 putative CDSs cor-
responding to 8,123 IS elements (of which we estimate
6,742 to be complete). It is important to note that the ma-
jority of these complete IS elements have not been tested for
transposition activity and some may therefore carry muta-
tions, which render them inactive. Hence, they should be
regarded as putatively active transposases.

Annotation

To compare our annotation with the one of the
genomes in GenBank, we identified all genes encoding pu-
tative IS elements with a broad panel of keywords in the
RefSeq files (e.g., ISRm1, RSalpha-9, IS[0–9], transposase,
IS, etc.). We identified a total of 10,017 putative CDSs of
ISs in the GenBank files. We then defined a putative false
negative annotation of IS as a CDS annotated as such in
GenBank but not detected by our method and that presents
at least 3 homologs (.90% protein similarity and ,20%
difference in length) in the genome. This is an element that
does not have significant homologies in ISfinder but its
multiplicity suggests, although does not demonstrate, its
transposable character. Naturally, if an element has no ho-
mology with any known ISs and does not show signs of
transposition we cannot identify it.

Evolutionary Distances

The evolutionary distances between prokaryotes were
computed from the multiple alignment of 16S rDNA sub-
units, with Tree-Puzzle (Schmidt et al. 2002) using the
HKY 1 C model.

Definition of Strain-Specific Regions

To check if ISs are overrepresented within laterally
transferred regions, we used the data of HGT-DB and pro-
phagic regions (see above) but also defined strain-specific
regions. This was done by comparing very closely related
pairs of genomes, that is, the ones for which the median
similarity between the orthologs was between 97% and
99.9%. For this, we first identified the putative orthologs
common to each pair of genomes. Orthologs were identified
as unique pairwise reciprocal best hits with at least 90%
similarity in amino acid sequence and less than 20% differ-
ence in protein length. Then, we made the union of pairwise
lists of orthologs of each set of close genomes. Finally, we
used this latter list of orthologs to detect specific regions in
a given strain. A specific region was defined by identifying
regions with at least 10 consecutive genes without an ortho-
log in the other close genomes.

Statistical Analysis

The statistical analyses were performed using R (http://
www.r-project.org/). Most statistical results were obtained
through nonparametric tests, notably Wilcoxon two-sample
and Kruskal–Wallis multiple tests. Significance was usually
defined as P, 0.05. For the parametric analyses, we trans-
formed the data using a Box–Cox transformation on the
number of IS elements 11 (because Box–Cox transforma-
tions requireX. 0) (Draper and Gober 2002). The log trans-
formation of the number of IS elements (11) was found to
be optimal and thus used throughout this article. We also
tested several transformations on the number of IS elements
directly (i.e., without adding 11 to the number of ISs). We
found that the square root transformation was the best in this
case, and showed results qualitatively similar to the ones of
the logarithmic transformation (data not shown). The re-
gression results are given as R2 values, the coefficients of
determination. They represent the fraction of the variation
in the dependent variable explained by the independent var-
iables in the model. In the stepwise regression the discrete
binary variables were coded as �1/11.

Box plot Representation

Box plot graphs summarize distributions of a set of
data values divided in different groups. The upper and
lower edges (‘‘hinges’’) of the box are located at the first
quartile (25th percentile of the data) and the third quartile
(75th percentile). The central line indicates the sample me-
dian (50th percentile). The central vertical lines, called
‘‘whiskers’’ extend from the box as far as the data extend,
to a distance of at most 1.5 interquartile ranges. An inter-
quartile range refers to the distance between the first quar-
tile and the third quartile sample. Any values more extreme
than this are identified as outliers.
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Results
The Reassessment of ISs Confirms Their Rapid Dynamic of
Gain and Loss

Because ISs elements are heterogeneously and incom-
pletely annotated in the genomic databanks, we started by
reassessing their annotations and classification. We exam-
ined 262 completely sequenced bacterial and archaeal ge-
nomes as described in Materials and Methods. We were
able 1) to detect the transposases of the IS elements, 2) to
assign a IS family for each of them, 3) to reconstitute the
multigenic ISs, and 4) to characterize the CDSs of complete
and truncated transposases. This allowed us to detect 88%
(8,823) of the CDSs annotated as IS related in GenBank and
to identify 20% (2,115) of new transposases (fig. 1a). Hence,
we increased by about 10% the number of available anno-
tated ISs (supplementary figure 1, Supplementary Material
online). Classifying the transposases as hypothetical pro-
teins was the major cause of underestimation of the number
of ISs in GenBank (supplementary table 1, Supplementary
Material online). On the other hand, most elements that in-
dicated a functional link with transposable elements in Gen-

Bank that we missed show no significant similarity to known
IS elements, that is, with the elements of ISfinder (Siguier
et al. 2006). They are thus likely to be misannotated. To es-
timate how many IS elements we failed to identify, we an-
alyzed the annotated putative transposases that we did not
recognize as ISs and that showed signs of actively transpos-
ing in genomes (see Materials and Methods). We only found
227 such elements, which suggests a rate of false negatives
around 2.3%. We were also able to consistently class the
CDSs of ISs, when only 20% of GenBank ISs had a consis-
tent classification. Hence, our reannotation shows that most
transposases are annotated in current genome sequences but
that the vast majority is not classed according to one coher-
ent classification scheme and that the available annotation in
the great majority of the cases, does not allow reconstituting
the multigenic transposases.

We then analyzed the distribution of ISs in the differ-
ent genomes, separating the complete elements, which may
be active, from the ones showing signs of pseudogenisation,
which probably are not autonomously transposing (see
Materials and Methods). About 24% of the genomes have
no complete IS element (fig. 1a), and 21% of the genomes
also lack remnants of transposases among annotated CDSs.
The reports of the lack of transposable elements in genomes
arose quickly with genome sequencing (Kunst et al. 1997).
However, their near ubiquity is still frequently claimed in
the literature. Although a more detailed analysis of inter-
genic regions might reveal very small putative fragments
of transposases or flanking repeats, this result clearly shows
that the absence of functional ISs is widespread among pro-
karyotes. Genomes lacking ISs are not only abundant but
also phylogenetically diverse. They include: 8 archaea, 9
chlamydia, 5 cyanobacteria, 5 actinobacteria, 3 firmicutes,
5 mollicutes, 12 a-proteobacteria, 4 e-proteobacteria, 10 c-
proteobacteria, and 3 spirochaetes (table 1). They also cover
a broad spectrum of life styles: 27% are free living and com-
mensal, 11% facultative pathogens, 51% are obligatory
pathogens, and 11% are obligatory mutualists. Although
they tend to be small (see below), there are 4 genomes with
more than 3 Mb in the set: B. subtilis, Listeria innocua, My-
cobacterium leprae, and Vibrio fischeri. Furthermore, 48%
of the remaining genomes have very few ISs (less than 10),
indicating that ISs are absent or present at very moderate
numbers in the majority of genomes (fig. 1a).

On the other hand, some genomes show remarkably
high numbers of ISs and they also occur in very different
clades (table 1). For example, among genomes with more
than 60 complete ISs, we found the archaeon Sulfolobus
solfataricus (123), the firmicute Bacillus halodurans
(91), the a-proteobacteria Nitrobacter winogradskyi (105),
the b-proteobacteria Bordetella pertussis (246), the c-
proteobacteria Shigella sonnei (342), and even the small ge-
nome of the mollicute Mycoplasma mycoides (63). We also
computed the distribution of each IS family using the
ISfinder classification (Mahillon and Chandler 1998;
Siguier et al. 2006; fig. 1b). Some families are more fre-
quent and diverse than others, but some families are more
loosely defined than others and this contributes to explain
their different abundance (Mahillon and Chandler 1998).

It has been abundantly demonstrated that IS elements
have the ability to quickly multiply in genomes, resulting in

FIG. 1.—(a) Distribution of the number of complete IS elements in the
262 genomes. The first gray bar corresponds to the number of genome
having no complete IS elements. The black bars correspond to the histo-
gram of prokaryotic genomes (archaea and bacteria) harboring at least one
IS, with class interval sizes of 10 ISs. (b) Distribution of the number of
genomes containing at least one IS, for each IS family. We show the data
for each of the 20 distinct ISs families, as well as for the group of unclas-
sified elements (ISNCY). For more details, see Supplementary table 2
(Supplementary Material online).
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that closely related species have very different numbers and
families of IS elements (Lawrence et al. 1992; Wagner
2006). We therefore started by evaluating the rapidity with
which IS elements evolve in genomes by plotting for each
pair of genomes the difference in the number of ISs they
contain versus the distance in their respective 16S rDNA
(see Materials and Methods), which we used as a surrogate
of time since the divergence of lineages (fig. 2). The results
clearly indicate that the number of IS elements changes so
fast that any correlation between time since the divergence
and the number of ISs present in genomes quickly vanishes,
that is, the phylogenetic signal is not persistent. Even the
comparisons with genomes differing by less than 0.1
changes/nt in 16S rDNA (the 9.5% closest comparisons),
show no significant correlation (fig. 2). This means that
for practical purposes there is no phylogenetic inertia in
the distribution of the number of IS elements in prokaryotes.

After reassessing and classifying the IS elements, we
were able to test for the first time the theories that have been
put forward to explain the differential abundance of IS ele-
ments in prokaryotic genomes. Throughout the remaining
text when we mention IS, we denote an IS element that we
could detect and that showed no signs of being nonfunc-
tional. We found the same qualitative results when we in-
cluded the few partial IS elements (data not shown). We
also found the same qualitative results when we bench-
marked our results with a small group of genomes recently
reannotated by Chandler et al. (see Discussion).

The Effect of IS Families Specificity

If IS families are clade specific, one could suppose that
genomes lacking IS elements either never had any specific
IS family or that we could not identify it because it might
lack sufficient resemblance with the other known IS
families. Several lines of evidence argue against this hy-
pothesis. Firstly, we found no clade-specific IS family (sup-
plementary table 2, Supplementary Material online). Even
families that were originally thought to be clade specific,
such as IS1, in enterobacteria and IS66, in rhizobacteria,
can be found in phylogenetically distant genomes (Mahillon
and Chandler 1998). Furthermore, IS elements are very di-
verse within families, and most frequently the phylogeny of

the elements is at odds with the expected one, as extensively
discussed in previous works (see Lawrence et al. 1992;
Wagner 2006 and references therein). For example, we
found that several elements of the IS1 family are nearly
identical between enterobacteria, Bacillus cereus, Desulfo-
talea psychrophila, and Haemophilus ducreyi. There are
also similarities between IS elements of bacteria and ar-
chaea, which, given the rate of evolution of transposases,
can hardly be explained by simple common descent. All
these arguments strongly support the idea that ISs are
highly adaptable and have the potential to invade genomes

Table 1
Distribution of IS Elements among the 262 Genomes

Group
Number
genomes

Number
genomes IS 5 0

% Genomes
IS 5 0

Median
number IS

Min:Maximal
number IS

Median genome
size (Mb)

Median IS
density (Mb)

Min:Maximal IS
density (Mb)

Archaea 23 8 34.8 4 0:123 2.01 1.91 0:41.1
Firmicutes 52 3 5.8 12 0:91 2.81 4.29 0:24.2
Actinobacteria 20 5 25 23 0:77 0.30 5.50 0:31.3
Mollicutes 12 5 41.7 2 0:63 0.84 2.43 0:52
Cyanobacteria 11 5 45.4 1 0:53 2.59 0.37 0:20
Spirochaetes 5 3 60 0 0:51 1.14 0 0:10.9
a-Proteobacteria 27 12 44.4 5 0:105 2.06 1.46 0:30.9
b-Proteobacteria 19 0 0 32 2:246 4.30 11.03 0:60.2
d-Proteobacteria 5 0 0 13 1:33 3.66 3.64 0.3:9.0
e-Proteobacteria 6 4 66.6 0 0:14 1.72 0 0:6.6
c-Proteobacteria 59 10 17 24 0:342 4.61 6.68 0:70.9
Chlamydiae 10 9 90 0 0:19 1.20 0 0:7.9
Cytophaga 3 0 0 39 8:42 5.28 6.24 1.5:17.9
Others 10 0 0 7 0:8 2.02 3.85 0:4.3
Total 262 63 24 12 0:342 2.75 3.52 0:70.9

FIG. 2.—Lack of association between the absolute difference in the
number of IS elements between 2 genomes and the time since their last
common ancestor (see Materials and Methods). For the values in the range
[0, 0.1], where the correlation should be stronger if there was phylogenetic
inertia, the Spearman’s correlation coefficient is 0.09, which is not signif-
icant (P. 0.1). The thick line is a spline interpolation showing that the lack
of correlation spans the entire range of the graph, whereas the dashed
regression line shows that the association between the 2 variables using
the whole data is even slightly negative (R2 5 0.007).
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from all prokaryotic clades. Strains carrying one type of
insertion element also tend to carry other types. The distri-
bution of copy numbers is skewed such that the majority of
isolates has no or few copies of a given sequence, and few
isolates have a large number of ISs elements and a large
diversity of IS families (fig. 3). The seemingly inescapable
conclusion is that IS elements are continually being ac-
quired by lateral transfer, which spans such large phyloge-
netic ranges that its absence in a genome can hardly be due
to a lineage never infected. Hence, the widespread presence
of many IS families, their rampant HGT, and the phyloge-
netic diversity of genomes lacking ISs suggests that this ef-
fect is unlikely to explain the variability of IS abundance
among genomes.

The Effect of Genome Size

Because many of the genomes without IS elements are
small, we analyzed the association between genome size
and the number of IS elements. We started by comparing
the 64 genomes with no IS elements (median genome
length of 1.31 Mb), with the 198 genomes having at least
one IS (median length of 3.42 Mb). The genome sizes of
these groups are significantly different (P , 0.0001,

Wilcoxon test). The overall correlation between genome
size and IS number is also highly significant (Spearman’s
q 5 0.63, P , 0.0001; fig. 4). To precisely estimate the
contribution of genome size to IS abundance, we made a lin-
ear regression of the appropriately transformed variables
(see Materials and Methods) finding that genome size ac-
counts for ;40% of the overall variance (P� 0.001; table
2). This confirms the association between genome size and
IS number, the larger the genome, the more IS elements it
contains. The association between genome size and IS den-
sity is also highly significant (Spearman’s q 5 0.43, P ,
0.001). This shows that larger genomes also have higher
densities of IS elements.

The association between genome size and IS abun-
dance could result trivially from the ISs themselves occu-
pying space in the chromosome: the more ISs, the larger the
genome. For example, transposable elements represent
about half of the human genome (Lander et al. 2001) and
are thus a major cause of its size. We found no significant
difference between the correlation of the number of ISs
with the total number of genes in the genome (Spearman’s
q 5 0.62, P , 0.001) and with the number of genes not
contained in the ISs (Spearman’s q 5 0.61, P , 0.001).
Thus, the control shows that although some genomes do
have a significant fraction of their genome covered with
IS (up to 8%), this is not affecting the correlation between
genome size and IS abundance. Unsurprisingly, most ge-
nome size variation in prokaryotes is not caused by trans-
posable elements.

The Effect of Horizontal Gene Transfer

The rapid dynamics of IS gain, expansion, and loss in
the genomes of prokaryotes strongly depends on these ele-
ments being imported by HGT. ISs spread by all the known

FIG. 3.—Box plot of the number of ISs elements among prokaryotes,
when these are divided according to the number of ISs families. The cor-
relation between the 2 variables is highly significant (Spearman’s q5 0.83,
P , 0.0001).

FIG. 4.—Scatter plot of the number of ISs against genome size (Mb).
(Spearman’s q 5 0.63, P , 0.0001).

Table 2
Multiple Stepwise Regression for Number of ISs (log
transformation)

Model Covariate Cumulative R2 R2

Number of ISs Genome size 0.398*** 0.398***
Obligatory association 0.467*** 0.237***
G 1 C content 0.469 0.086**
HGT abundance 0.469 0.173**

NOTE.—Significant codes: �***�0.0001; �**�0.001; �*�0.01; �.�0.05.
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types of HGT (Frost et al. 2005). One would thus expect
a strong correlation between the abundance of IS elements
and the frequency in the genomes of other genes arising
from HGT. In the absence of data for the rates of HGT,
we used the number of horizontally transferred genes over
the genome size as a surrogate of HGT frequency. Three
sources of data were considered: horizontally transferred
regions given in HGT-DB (Garcia-Vallve et al. 2003), pro-
phagic regions given in (Canchaya et al. 2004), and our own
computed strain-specific regions (see Materials and Methods).
We made the union of the 3 sets, which we will use
henceforth. The controls using each data source separately
gave similar qualitative results (see below). Genomes lack-
ing ISs have fewer horizontally transferred genes than
genomes with ISs (medians 5.4% and 11.1%, P 5
0.002, Wilcoxon test). Both the number and density of
ISs observed in HGT regions are correlated with the num-
ber and density of ISs in genomes (Spearman’s q 5 0.75
and 0.74, P, 0.001). This further confirms that IS rich ge-
nomes have IS rich HGT regions, which results both from
ISs being horizontally transferred and from these regions
being more tolerant to gene disruption by transposition.
HGT regions contain ;4 times the density of ISs of the rest
of the genome (P , 0.001, t-test). This is in accordance
with the idea that ISs arise in genomes by HGT. As a con-
firmation of this scenario, we found that IS families diver-
sity in HGT regions is almost as high as in the entire
genome, in spite of them covering only around 10% of it
(fig. 5).

The overrepresentation of ISs in the HGT regions can
lead to 2 distinct effects. If HGT regions contain a very
large fraction of the ISs present in genomes, then the fre-
quency of HGT is a major determinant of IS abundance.

On the other hand, if HGT regions have higher density of
IS than the rest of the genome but a low fraction of the
overall number of IS elements, then the abundance of ISs
is determined by their rate of transposition and the ensuing
natural selection: HGT regions being more tolerant to
transposition, because they provide more neutral insertion
targets, will enjoy both effects. We tried to put these 2
hypotheses to test. The median relative frequencies of
IS elements among prophage and among specific regions
are of 0% and 19%. The IS in HGT-DB have a tendency
to be automatically included in the database, and therefore
the number of ISs in this set is higher (31% of median).
Yet, in the vast majority of genomes, ISs are found much
more frequently outside of non-HGT regions (81% of the
times). This suggests that the frequency of HGT may be
a determinant of the presence of ISs, but not of its abun-
dance. To test this hypothesis, we computed the correla-
tions between IS number and density and HGT number
and density (supplementary table 3, Supplementary Mate-
rial online). In both cases, the correlation is not signifi-
cant. To verify that these results are not dependent on
our HGT data set, we also made these analyses with
the 3 data sets separately: HGT-DB, prophagic regions,
and strain-specific regions. We found in all cases the same
qualitative results (supplementary table 3, Supplementary
Material online). Hence, the conclusion that HGT and IS
abundance are not correlated is robust to the choice of the
data set.

Overall, these results suggest a role for HGT in the
spread of IS elements, but they also suggest that the inten-
sity of HGT has a strikingly minor role in determining the
abundance of ISs in genomes. In fact, both the number and
the density of IS elements fail to correlate significantly with
the size and density of transferred regions in genomes, even
before controlling for the effect of genome size and in spite
of some methodological bias toward classifying ISs as HGT
elements. Interestingly, although phages are now regarded
as major shuttles of horizontal transfer (Lawrence et al.
2001; Weinbauer 2004), several genomes without IS ele-
ments contain large prophagic regions, notably, B. subtilis,
L. innocua, and Xylella fastidiosa Temecula1. Several of
these also contain plasmids and all have other genes puta-
tively horizontally transferred. Hence, we can also rule out
the hypothesis that ISs are only absent from a genome if it is
sexually isolated.

The Effect of Pathogenicity

Pathogens are under periodic stress and their popula-
tion structure shows frequent selective sweeps, which has
been suggested to strongly select for genome plasticity and
thus favor the presence of ISs in their genomes (Finlay and
Falkow 1997; Baquero 2004). Yet, as far as we know the
association between IS abundance and pathogenicity has
not been put to test. Hence, we classed genomes in 2 clas-
ses: pathogens and nonpathogens. Naturally, such a classi-
fication is subject to some error, because the distinction
between commensalism and pathogenicity is not always
straightforward, and the lifestyle of some prokaryotes is
not well known. Yet, changes in the classification scheme,
for example, by eliminating borderline cases, resulted in the

FIG. 5.—Scatter plot of the number of ISs families in HGT regions
against the number of ISs families in the genome. (Spearman’s q 5
0.84, P , 0.0001).
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same qualitative results (data not shown). Surprisingly, we
found no significant difference in the number of ISs be-
tween pathogens and nonpathogens (medians 14 and 13.5,
respectively, P . 0.2, Wilcoxon test). Comparing the den-
sity of IS elements with the 2 groups also showed that they
are not different (medians 5.2 and 4.5 IS/Mb, P . 0.15,
Wilcoxon test). Hence, there is no empirical evidence
that pathogens have a particularly high frequency of IS
elements.

To reach a better understanding of the link between
lifestyle and the abundance of ISs, we updated a previous
classification of genomes (Rocha 2006) in: free living and
commensal, facultative pathogens, obligatory pathogens,
and obligatory mutualists. IS abundance is significantly
lower in obligatory symbionts (either mutualists or patho-
gens). We found no IS element in 55% of the genomes of
the obligatory pathogens and none among the obligatory
mutualist genomes. This should be compared with 17%
genomes lacking ISs among free living/commensal and
8% among facultative pathogens (fig. 6a and b). In fact,
free-living and facultative pathogens show no significant
difference in the number of IS elements (P5 0.15, Wilcoxon
test). Altogether, these results indicate no association be-
tween the presence of IS and pathogenicity, but a strong
association between the frequency of IS elements and
the facultative character of the ecological associations (P
value ,0.001, Wilcoxon test).

These results do not necessarily weaken the idea that
IS elements contribute to the innate ability of an organism
to acquire accessory functions (e.g., drug resistance) by in-
creasing genome plasticity. They just show that this is not
specifically associated with pathogenicity. IS-associated
genome plasticity could be more useful in prokaryotes os-
cillating between environments and ecological associations
such as facultative pathogens but also free-living and com-
mensal ones. However, these prokaryotes have larger ge-
nomes and that could explain the higher IS abundance.
To control for genome length, we made a stepwise multiple
regression of the appropriate transformation of the number
of ISs as a dependent variable (Y) and genome size and the
facultative character of ecological associations as indepen-
dent variables (X) (see Materials and Methods and table 2).
Genome size is the most important variable, but the poste-
rior inclusion of the second variable significantly increased
the explained variance from 40% to 47% (P, 0.001). This
control shows that the type of ecological association is by
itself a significant determinant of IS abundance, possibly
because obligatory pathogens and symbionts show little se-
lection for genome plasticity. The effect could also be ex-
plained by some of these genomes being under sexual
isolation, that is, not receiving any genetic information hor-
izontally, thus inaccessible to ISs. Because genomes with at
least one functional IS should not be under total sexual iso-
lation, we removed the 64 genomes lacking ISs and the

FIG. 6.—Box plot of the number (a) and density (b) of IS elements among prokaryotes, when these are divided according to lifestyles. IS abundance is
significantly lower in obligatory symbionts (pathogens or mutualists) (Wilcoxon test [P . 0.001]). Box plot of the number (c) and density (d) of IS
elements among prokaryotes, when these are divided according to their relation to humans. There is no significant difference in none of the Kruskal–
Wallis tests (P . 0.1). The number of genomes of each group is indicated in bottom of the figure.
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effect became nonsignificant (P. 0.2 when using either IS
number or IS abundance as dependent variables, Wilcoxon
tests). Hence, when genomes are not under sexual isolation,
lifestyle comes out as a nonsignificant determinant of IS
abundance in all tested categorizations.

The Effect of Human Sedentarization

Recently, Mira et al. (2006) proposed that the Neo-
lithic revolution had a deep impact in the number of IS ele-
ments present in prokaryotic genomes. This proposal was
based on 2 observations. Firstly, most very large observable
intragenomic IS expansions are recent. However, theoreti-
cal population genetics predicts exactly this outcome for
selfish elements whose expansion leads to deleterious poly-
morphisms. A rate of transposition leading to the fixation of
dozens of transpositions per century, as is the case in
Yersinia pestis (Chain et al. 2004) simply cannot last in ge-
nomes with ;90% of CDSs. Secondly, data showed that
the majority of genomes with many ISs are from specialist
prokaryotes associated either with humans or with domes-
ticated animals and plants. Hence, the theory that the Neo-
lithic revolution led to IS expansion in human-related
prokaryotes depends heavily on the specific observation
that such prokaryotes have more IS elements than prokary-
otic generalists. We have previously shown that obligatory
pathogens do not significantly have more IS than free-living
bacteria. They also do not have more ISs than obligatory
pathogens when controlled for genome size and sexual iso-
lation. Hence, it remains to be tested if bacteria interacting
with men or domesticated eukaryotes have more ISs.

We classed all genomes into 3 classes. Prokaryotes
that are known to interact with man, independently of
the duration (pervasive or sporadic) and character (com-
mensals or pathogens) of the interaction were classed as di-
rectly human related. Prokaryotes with similar interactions
with domesticated animals or plants or deeply involved in
the processing of human food such as dairy products, were
regarded as indirectly human related. The remaining pro-
karyotes were regarded as not human related. Naturally,
the planet is an integrated ecosystem and every species
is directly or indirectly related with every other. However,
one does expect marine cyanobacteria or hyperthermophile
archaea to be much less affected by the increase in human
population size since the Neolithic revolution than a human
pathogen. Once this classification was done, it revealed that
there is no difference in IS numbers (P 5 0.24, Kruskal–
Wallis test) nor IS density (P 5 0.36, Kruskal–Wallis test)
between the 3 classes (fig. 6c and d). Hence, there is no
evidence that human-related prokaryotes have more IS el-
ements. This of course does not preclude some genomes
that recently became human specialists of having large
IS expansions because of lower effective population sizes
(see Discussion). But it does shows that there is no evidence
for a dramatic generic change in the number of IS elements
caused by recent expansions in human populations.

Discussion

A reviewer of this article pointed out that re-
stricting the analyses to putatively functional transposases

oversimplifies the problem because many small IS vestiges
would be missed. One must carry in mind that our goal is to
analyze the distribution of IS elements among genomes and
what constrains their abundance. As in any functional
genomics analysis, it seems more meaningful to consider
only elements that are likely to be active. It also seems fairer
to test theories in the context where they have been pro-
posed, and all theories regarding IS abundance have been
proposed based on the abundance of putatively functional
IS elements. Finally, although one does expect the transpo-
sition activity of 2 ISs to be larger than that of 1 IS, the same
does not hold for vestiges of ISs. Indeed, the presence of IS
vestiges may either enhance or inhibit the transposition of
the autonomously transposing ISs (Gueguen et al. 2006). It
is thus impossible using current knowledge on the role of IS
vestiges to put together in a meaningful way the number of
IS elements and their vestiges. The absence of published
methodology to find the very small vestiges of IS elements
that result when fragments are too small to be identified us-
ing standard methods of annotation also complicates this
analysis. However, the Chandler’s group has compiled a de-
tailed list of putative complete and vestigial IS elements in
archaeal genomes (personal communication). We have thus
confronted our 2 analyses and found an excellent agreement
(Spearman’s q5 0.94) between the number of complete ISs
that we found and Chandler’s fraction of genome occupied
by complete ISs (supplementary figure 2, Supplementary
Material online). Secondly, the total genomic length occu-
pied by ISs and their vestiges in Chandler’s analysis corre-
lates strongly with genome size, as in our analysis
(Spearman’s q5 0.76 for Chandler’s list and 0.79 for ours).
Hence, including IS fragments for all genomes, even if it
was possible and meaningful, would most likely not change
any of the conclusions of our analysis.

Transposable elements have been considered under
many different regards. These range from taking them as
the minimal parasite to taking them as cell’s genetic engi-
neering tools. After decades of study their exact nature is still
debated. Here, we have tried to unravel the reasons why
some genomes have so many more elements than others.
This is a promising approach because understanding what
makes them more or less abundant will certainly shed some
light on their intrinsic nature and their impact on genome
structure. Our study suggests that HGT is a necessary but
not sufficient condition to the presence of ISs. Interestingly,
the frequency of HGT is not a determinant of the differential
abundance of IS elements in genomes. This suggests that the
abundance of ISs is not controlled at the level at which
genomes are invaded by transposable elements. Instead, se-
lection resulting from their presence is more likely to deter-
mine how many ISs a genome contains. We then tested
which of the proposed selective factors was more determi-
nant of IS abundance. We found no significant role in the
distribution of IS elements in prokaryotic genomes for var-
iables such as the clade specificity of IS families, the effect of
human association nor pathogenicity. Hence, these variables
should not be invoked to explain the abundance of IS in a par-
ticular genome. For example, pathogenicity has often been
said to be associated with higher IS frequencies but shows no
explanatory role in our regression analyses. This does not
exclude ISs from having adaptive roles in some pathogens.
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It just shows that the likeness of this occurring in pathogens
is the same as in nonpathogens. It may just be a frame of mind
in the genomics discipline that pathogens are different re-
garding effective population sizes and selection for genomic
plasticity from the other bacteria. The facultative character
of ecological associations was the only significant determi-
nant of the number of IS elements in genomes apart from
genome size. Although this variable is a statistical determi-
nant of IS abundance, the underlying mechanistic causes
may not be strictly related with the ecological association
but more likely with its consequences in terms of genome
size and sexual isolation.

Although rarely considered, genome size explains
;40% of the variance in IS abundance and thus is the most
relevant of the tested hypotheses. The smaller the genome,
the lower the number but also the lower the density of ISs.
There are at least 2 ways of explaining this result. 1) Selec-
tion could favor small genomes to allow the optimal use of
limited resources especially because gene expression is ex-
pensive and larger chromosomes take longer to replicate
(e.g., Dufresne et al. 2005). Hence, an increase in genome
size caused by ISs could be counterselected. We find this
hypothesis unlikely on several grounds. First, many trans-
posases seem to be expressed at very low levels, thus their
weight on the cell’s energetics is extremely small. In addi-
tion, ISs are very small and usually occupy a very small
fraction of the genome, thus their contribution to genome
size variation is very small. Finally, the implication that se-
lection for efficient replication would suffice to eliminate
repeated DNA is severely weakened by the following ob-
servations. It has been suggested that there is no correlation
between minimal doubling growth time and genome size
(Mira et al. 2001). With significantly more data, we now
observe a small but significant negative correlation between
the 2 (Spearman’s q5 �0.32, P, 0.001), which indicates

that smaller genomes are slower growers. Similar correla-
tions are found when the analysis is restricted to the 2
largest clades: firmicutes (q5 �0.27) and c-proteobacteria
(q 5 �0.31). As a consequence, genomes with fewer ISs
and smaller IS density, correspond to the slowest growing
prokaryotes (fig. 7; P, 0.05, Kruskal–Wallis tests). Taken
together, these evidences suggest that IS abundance should
not correlate with genome size because of selection for fast
growth or selection for small chromosomes. 2) It has also
been argued that ISs are selected to generate genetic vari-
ation, and that such selection should be stronger in larger
genomes, which are more complex and are present in a
wider range of ecological niches. We are not inclined to
favor this hypothesis either, although it is notoriously dif-
ficult to test because selection for evolvability is such an
elusive concept. It is worth pointing out that this hypothesis
is the basis of many of the theories that we have shown in
this work not to fit the available data.

We suggest that the association between genome size
and IS abundance can be explained more effectively by the
change in the density of highly deleterious insertion sites
with genome size. Transposable elements have 3 major
consequences in cell’s fitness (Nuzhdin 1999). Firstly, there
is a cost for the expression of transposases, but this should
be very small given their low expression levels (Nagy and
Chandler 2004). Secondly, transposition directly inacti-
vates genes with high probability because ;90% of pro-
karyotic genomes are coding for genes and much of the
rest contains regulatory sequences. Thirdly, the presence
of multiple copies of repeated elements increases genome
rearrangements by homologous recombination (Rocha
2003b), and transposition itself may reshape the chromo-
some (Gray 2000). Could the indirect effects of ISs account
for their counterselection in smaller genomes? We have
previously failed to find a significant association between

FIG. 7.—The distribution of the number of IS elements in function of genome size when prokaryotes are separated in fast and slow growing (a) and
box plot of the number (b) and density (c) of IS elements among fast and slow growers. The number of genomes in fast and slow growers is 64 and 47,
respectively, which correspond to the previous published list of growth rates (Rocha 2006). Prokaryotes with a minimum doubling time higher than 2.5 h
were classed as slow growers, the others as fast growers. The Spearman’s rank association between genome size and optimal doubling time is highly
significant (�0.32, P , 0.001), as is the association between IS number and density with doubling time (both �0.19, P , 0.05).
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genome size and genome stability (Rocha 2006), which
suggests that indirect effects have little role in explaining
the dependence of IS abundance on genome size. This does
not necessarily weaken the hypothesis that ISs are counter-
selected because of the rearrangements they promote. It just
indicates that such effect, if it exists, is probably not asso-
ciated with genome size. Could the direct effects of IS trans-
position explain the association between IS abundance and
genome size? The total number of essential genes in the 2
model bacteria B. subtilis (Kobayashi et al. 2003) and E.
coli (Baba et al. 2006) is around 300. To these one must
sum more 200–300 genes that are not essential but are
nearly ubiquitous among genomes (Koonin 2003; Fang
et al. 2005), which suggest that they typically cannot be
lost. This is why one rarely finds in nature genomes with
much less than 500 genes. These nearly essential genes con-
stitute a large fraction of the smaller genomes. As genomes
get larger the fraction of genes whose inactivation leads to
a very high fitness cost quickly decreases and the mainte-
nance of the vast majority of genes is under weak selection.
As a consequence, transpositions are more tolerated in
larger genomes and the number of ISs may increase. Inter-
ruption of some parts of the larger genomes may even be
positively selected, for example, if ISs inactivate other ISs
or prophages. In fact, some ISs have developed the speci-
ficity of interrupting other transposable elements (Hallet
et al. 1994). In our multiple regressions, we found that
the number of IS decreases quicker than linearly with
the decrease in genome size, which required a procedure
of linearization. This is just what one would expect given
that the fraction of genes under strong selection is expected
to increase quickly with decreasing genome size. As a result,
the abundance of IS elements in the genomes of prokaryotes
could largely depend on the density of neutral of slightly
deleterious transposition targets. Although prokaryotes
and eukaryotes differ significantly in genome structure,
the available eukaryote genomes suggest that these results
may be extended to them. Indeed, small eukaryote genomes
have few or no transposable elements, whereas large ge-
nomes contain many.

One should note that even if genome size and the fac-
ultative character of ecological associations explain almost
half of the variance of IS abundance in genomes, some
other hypothesis have been put forward that are impossible
to test using available data. These include the variations on
genetic deletional bias, intrinsically different IS transposi-
tion frequency and effective population sizes. Firstly,
mutational events leading to the deletion of genetic infor-
mation are dominant over the events leading to its ampli-
fication (Lawrence et al. 2001; Mira et al. 2001). If this
effect is highly variable between genomes, a higher deletion
bias could lead to fewer ISs. Unfortunately, the deletion
bias has not been quantified in the vast majority of genomes.
Secondly, high rates of transposition could lead to higher IS
densities. One cannot predict transposition rates in silico.
Yet, the observations indicating that transposable elements
tend to evolve towards low transposition rates raise
some doubts on the explanatory power of this hypothesis
(Nuzhdin 1999). Finally, if IS abundance is mostly deter-
mined by selection, as our data suggests, different effective
population sizes should strongly influence IS abundance.

The explosion in the number of ISs in some bacterial patho-
gens would thus result from recent contractions of effective
population sizes not by the fact they are pathogens, nor be-
cause they are human related and the human population in-
creased after the Neolithic revolution. Yet, the association
of effective population sizes with IS abundance must be
a complex one because the smallest (,1 Mb) prokaryotic
genomes have the lowest IS densities, as predicted by our
analysis but not by its effective population sizes which are
thought to be very small. Interestingly, Prochlorococcus
species have relatively small genomes (,2 Mb) and contain
no ISs, as predicted both by our analysis and by their huge
population sizes. The seemingly single way of reconciling
these results is that even though selection is less efficient for
the very small genomes, this is compensated either by sex-
ual isolation in some extreme cases or more commonly by
the much higher counterselection of gene inactivation in
these already highly reduced genomes.

Supplementary Material

Supplementary tables 1–4 and figures 1 and 2 are
available at Molecular Biology and Evolution online
(http://www.mbe.oxfordjournals.org/).
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