
Journal of Economic Behavior & Organization
Vol. 42 (2000) 167–187

Causes of subcontracting: evidence from panel data on
construction firms

Manuel González-D́ıaza,∗, Benito Arruñadab, Alberto Fernándezb
a Dpto Administración de Empresas, University of Oviedo, Avda. del Cristo s/n, 33071 Oviedo, Spain

b Pompeu Fabra University, c/Ramón Trı́as Fargas, 25, 08005 Barcelona, Spain

Received 13 July 1998; received in revised form 26 October 1999; accepted 15 December 1999

Abstract

This paper examines factors explaining subcontracting decisions in the construction industry.
Rather than the more common cross-sectional analyses, we use panel data to evaluate the influence
of all relevant variables. We design and use a new index of the closeness to small numbers situations
to estimate the extent of hold-up problems. Results show that as specificity grows, firms tend to
subcontract less. The opposite happens when output heterogeneity and the use of intangible assets
and capabilities increase. Neither temporary shortage of capacity nor geographical dispersion of
activities seem to affect the extent of subcontracting. Finally, proxies for uncertainty do not show
any clear effect. © 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

We test the vertical integration hypotheses of contractual literature on a representative
panel of construction firms from 1987 to 1992.1 Our research provides two main improve-
ments over most previous empirical work on make-or-buy decisions from a transaction
costs perspective.2 First, we calculate asset specificity for each firm using a new index that

∗ Corresponding author. Tel.+34-985-102-807; fax+34-985-236-670.
E-mail address:mgdiaz@econo.uniovi.es (M. González-D́ıaz)

1 Besides Coase’s (1937) seminal work, classical works about vertical integration are Williamson (1971, 1975),
Klein et al. (1978), Grossman and Hart (1986), Hart and Moore (1990), Klein (1996), Klein and Murphy (1997)
and Poppo and Zenger (1998), among others.

2 Williamson (1985, pp. 103–30), Joskow (1988) and Shelanski and Klein (1995) review the main empirical
works about transaction costs.
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does not depend on managerial assessments. Second, we use panel data to estimate time
and firm-specific effects in subcontracting. Empirical work on transaction costs is largely
cross-sectional in nature and, as a result, researchers have been unable to control for un-
observed firm-specific effects.3 The only exception is franchising, where some empirical
work with panel data has been done.4

The rest of the paper is organized as follows. Section 2 develops general hypotheses
on the subcontracting decision. Section 3 analyzes the main distinctive characteristics of
the construction industry and outlines a theory of construction firms. Section 4 describes
the data and methodology and goes on to discuss the results. The paper ends with some
conclusions and managerial applications.

2. Factors of the make-or-buy decision

The key question with respect to vertical integration is ascertaining when the transaction
costs of using the market are larger than those of internal organization. Investments in
specific assets may create a risk of hold-up, which is one of the most important transactional
problems when quasi-rents are high and expropriable. Such problems can be solved or
mitigated by means of vertical integration or by the use of contractual safeguards such as
formalized long-term contracts and reputation.5 Two reasons favor vertical integration.
First, transaction costs generated by the hold-up problem are usually higher when the
use of assets is negotiated through market transactions than through internal transactions.
Second, even for large firms, transaction costs generated by specific assets compensate the
specialization advantages of dividing functions between use and ownership. A negative
relationship between the intensity of the hold-up problem (specificity) and the extent of
subcontracting can then be expected. (Table 1 summarizes the hypotheses).

Williamson (1975, pp. 23–25; 1985, pp. 43–63) argues that an increase in the difficulty
of foreseeing the evolution of transactional variables, i.e. uncertainty increases the cost of
establishing how the participants should act in each possible contingency. This effect is
present in both market and organizational transactions although it is frequently considered
to be smaller within organizations,6 because vertical integration makes it easier to adjust to
unforeseen situations. Whereas in most market relationships parties have to agree on detailed
plans of action to safeguard themselves from hold-up, contracts are more ‘relational’ in a
hierarchy. This means that ex ante agreements only allocate residual decision rights, so that
ex post decisions are more flexible.7 This flexibility facilitates self-enforcement because

3 Furthermore, many of the empirical works only use models of qualitative choice. See, for example, Monteverde
and Teece (1982), Masten (1984), Anderson and Schmittlein (1984), Walker and Weber (1984, 1987), Anderson
(1985), Masten et al. (1989), Lieberman (1991) and Masten and Snyder (1993). However, there are more elaborated
models (see, for example, Masten et al., 1991) and others where the dependent variable is continuous (see, for
example, Gonźalez-D́ıaz et al., 1997, for vertical integration and Lafontaine, 1992, 1993, for franchising).

4 See Minkler and Park (1994) and Lafontaine and Shaw (1997).
5 The study of asset specificity starts with the pioneer works of Williamson (1975, 1979) and Klein et al. (1978).

See Klein (1996) for a recent and detailed analysis of specificity.
6 Williamson (1975, p. 25; and 1985, pp. 79–80), Anderson and Schmittlein (1984, pp. 387–388), Masten (1984,

p. 405–406), Masten et al. (1991, pp. 7–8), Stuckey and White (1993, p. 74) and Ricketts (1994, pp. 185–191).
7 See, for example, Macneil (1978), Goldberg (1980), and Williamson (1985).
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Table 1
Summary of main hypotheses

Hypotheses Incidence on the subcontracting decision

Hold-up problems (Specificity) Negative (−)
Uncertainty Null (?)
Interaction between specificity and uncertainty Negative (−)
Output dissimilarity Positive (+)
Geographical dispersion Positive (+)
Intangible assets Negative (−)a Positive (+)b

Shortage of capacity Positive (+)

a If subcontracted activities are technical tasks.
b If subcontracted activities are implementation tasks.

it reduces the risk of transactors taking advantage of the necessarily imperfect terms of
explicit and detailed agreements, especially in market disturbances.8

Nevertheless, this argument must be qualified. Uncertainty may actually decrease
vertical integration. First, unlike subcontracting, vertical integration is likely to facili-
tate opportunistic behavior in market disturbances (uncertain environments). Not only do
organizations provide less powerful incentives than markets, it is also more costly to ver-
ify opportunistic behavior in an uncertain environment because it is difficult to distinguish
whether non-performance arises from self-interested behavior or from a change in the en-
vironment.9 Second, profit variability derived from uncertainty is detrimental to managers
because their compensation is usually tied to firm performance and they frequently have
a substantial amount of specific human capital. They, therefore, tend to integrate activities
which correlate negatively with the firm’s profits (Perry, 1982). Finally, uncertainty is only
relevant for vertical integration decisions if a certain degree of specificity exists:10 if a
transaction does not require specific investments, contracting costs are small and a new
agreement could easily be reached in any new situation.

Uncertainty, therefore, has an ambiguous effect on vertical integration decisions, depend-
ing on several factors: the importance of high-powered incentives to avoid opportunism,
the correlation between the variability of subcontracted activities and the firm’s main ac-
tivity, and the interaction with specificity. Thus, we expect the direct relationship between
uncertainty and subcontracting to be insignificant. If there is any relationship at all, it will
be found in the interaction of uncertainty with specificity and will be negative.

Another factor influencing the level of conflict among the transactors is the interrelation
of each transaction with other exchanges, depending on the actual type of transaction or the
geographical location (Coase, 1937, reprint in 1988, pp. 45–46). Integrating an additional
transaction usually means an increase in internal monitoring costs which will be determined
by the contractual opportunism arising from the type of knowledge required for the new
transaction or from its location. On the one hand, the more heterogeneous the required
knowledge is in relation to the transactions already integrated, the more expensive internal

8 See Barzel (1989) and Klein and Murphy (1997).
9 Williamson (1985, p. 76).

10 Williamson (1985, pp. 59–60) and Shelanski and Klein (1995, p. 339).
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control will be and the lower the probability of vertical integration. On the other hand, the
greater the geographical dispersion of the transactions, the greater the cost of internal control
and the less likely the integration of the new transaction. Hence, the more dissimilar the
knowledge necessary to carry out the company activities is and/or the more geographically
disperse operations are, the greater the probability of subcontracting. We expect, then, to
find a positive relationship between both variables (output dissimilarity and geographical
dispersion) and subcontracting.

In addition, the actual nature of the information or knowledge required to make a trans-
action (and not only the difference with respect to other transactions as in the previous
case) affects subcontracting decisions. If the required information is embodied in intangi-
ble assets, subcontracting will probably decrease since it is costly to use the market for
such assets11 because it is difficult to verify how they are used. Firms are, therefore, com-
pelled to integrate activities that are based on them or to leave intangible resources idle
because selling the excess capacity in the market causes prohibitive transaction costs. We
would, therefore, expect that the more intangible the resources are, the lower the degree of
subcontracting.

Finally, and regardless of conflicts among transactors, there are short-term problems
affecting subcontracting decisions, such as temporary lack of productive capacity. Although
this is not a long-term cause of subcontracting, many firms resolve any temporary shortages
by contracting out to local firms. Considering that firms are more likely to face these
problems in a period of economic growth than in declining years, we should find that
the greater the industry’s growth the higher the degree of subcontracting. However, in the
long-run, capacity problems are not a cause of subcontracting since firms tend to adapt their
resources to their needs.12

3. The construction firm

3.1. Technological features

Certain particular characteristics of the construction industry make it substantially dif-
ferent from manufacturing, principally the fact that its final product shows uniqueness,
immobility and high variety.13 (1) Construction output is the result of a project produc-
tion system in which the product is adapted to particular buyers, locations, and uses. This
uniqueness of the output discourages the use of project-specialized assets, unlike manufac-
turing industries producing mass products. (2) Construction consists of building immobile
structures in a certain location and most of the transformations needed take place on site.
Productive assets are, therefore, moved to the product and not the other way around as in

11 Starting from the pioneer idea of Penrose (1959) that the firm is not only a set of physical resources but also
a pool of intangible resources, the Resources and Capabilities Theory provides a strategic view of this problem.
See Grant (1991) and Foss (1997) and the references quoted therein.
12 Legal reasons may be relevant in some situations but they are of minor importance in the construction industry
during the period of time analyzed (González-D́ıaz et al., 1998).
13 Eccles (1981a, pp. 450–451; and 1981b, pp. 337–338), Ball (1988), Hillebrandt and Cannon (1990) and Masten
et al. (1991, pp. 8–10) analyze construction firms and their technology in more detail.
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manufacturing. Each new project, therefore, demands a new working center. (3) The con-
struction industry includes a wide variety of final products, from small domestic alterations
to huge industrial plant, and each one involves a different mixture of heterogeneous activi-
ties. So when a firm starts out on a new product, it has to integrate dissimilar intermediate
activities. Thus the activities that construction firms carry out are heterogeneous not only
in type but also in geographical location.

The production process in the construction industry is also characterized by the use of
relatively low technology and high intensity of labor.14 However, it is useful to distinguish
two different technological stages in which firms specialize. One focuses onproject design
and technical managementand the other concentrates onproject implementation. Each
stage requires different capabilities. Design and management are carried out by qualified
technical teams having design, supervisory and problem-solving capabilities that enable
them to make competitive bids for all kinds of contracts. Implementation activities, on the
other hand, require cost control, operative capabilities and knowledge of local labor markets
– i.e. opportunity wages, suitable incentive systems, and precise screening mechanisms.
These teams are based on blue-collar workers, mainly craftsmen and unskilled laborers,
whose purpose is to accurately implement any project.

A final special feature of the construction industry is the relative value of each unit
of product. Each project or contract usually represents an important percentage of the
transactors’ operations. This happens not only in civil engineering, where all projects are
large, but also in residential building. In the latter, projects may be of minor economic
importance but firms are also smaller in size, so each project again constitutes a substantial
percentage of overall sales. We can, therefore, conclude that the demand for construction
firms is of quite a discrete nature (i.e. the sum of only a few products).

3.2. The subcontracting decision

Immobility and uniqueness of output affect the relative importance of different sources
of asset specificity.15 First, site specificity is not important because construction assets
are mobile and relocating them is relatively inexpensive. Second, physical specificity will
depend on the type of construction because the productive assets are usually designed for a
particular kind of work or product and not for a particular project. Physical specificity will,
therefore, be directly related to the extent of the market, in indirect proportion to the number
of firms that could use the assets.16 We expect a similar relationship between the extent of
the market and other kinds of specificity problems: the probability of hold-up derived from
human capital investments, dedicated assets or temporary specificity will be low when there
are many firms offering similar products in a nearby market. The training of bricklayers
specializing in residential building, for example, does not seem specific if we consider

14 The classification of construction activities as ‘low-technology’ can be found in Hagedoorn (1993, p. 385) and
Masten et al. (1991, p. 22). The consideration of activities as ‘labor-intensive’ can be found in Stinchcombe (1959,
p. 168), Thompson (1967, pp. 17–19), Eccles (1981a, pp. 450–451, and 1981b, p. 337), Ball (1988, p. 89), and
Masten et al. (1991, p. 10).
15 See, for example, Williamson (1996, pp. 59–60).
16 Eccles also points out the importance of the extent of the market in the subcontracting decisions of construction
firms (1981a, pp. 454–456 and 1981b, p. 339).
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the great number of firms in which they could work. Other professionals in the industry,
however, have fewer opportunities of alternative employment because they specialize in
smaller markets. Take, for example, underwater foundations in marine construction.

Uncertainty in construction is almost unrelated to input supply but is related to demand
changes. First, given that capital investment is small and technical knowledge widely spread,
the risk of technological obsolescence is lower than in manufacturing. Second, suppliers
do not have substantial bargaining power – most construction inputs are of a general type
and are supplied by competitive industries.17 However, the volatility of demand is high
because most of the work is obtained on the basis of tenders.18 Also, the discrete nature
of production, with a few products weighing heavily in the activity of most firms, reduces
market liquidity by making supply and demand more difficult to adjust. This increases
uncertainty because the activity level of the firm depends not only on tenders but also on
just afewcontracts.

The immobility and uniqueness of the construction output also lead firms to establish a
dual structure. Construction firms have a central unit, which includes the main activities
subject to scale economies, and several working centers located where the different projects
are being carried out. Monitoring problems caused by this kind of geographical dispersion
are one of the explanations for the use of franchising.19 Subcontracting to local firms is
another way of solving these problems because it reduces the divergence of interests between
the construction firm and the actual executors of each project, reducing monitoring costs.
Subcontracting has some additional advantages, derived from the continuous relocation of
working centers. First, it reduces the displacement expenses of workers and machinery.
Second, even if the construction firm tried to have direct access to the local labor market,
the subcontractors would enjoy some advantages because they have a previous structure and
superior local knowledge of this labor market. We, therefore, expect a positive relationship
between geographical dispersion and subcontracting.20

The variety and uniqueness of the output of construction firms require a wide range
of intermediate activities. Integration of these activities will demand an extra effort in
terms of internal monitoring and coordination, whereas subcontracting reduces the firm’s
information needs, decreasing monitoring costs. If a firm subcontracts an activity, it only
needs to monitor the quality of the output, whereas if the firm vertically integrates such
an activity it has to know the details of the production process. Consequently, the more
activities a firm has integrated, the more likely it is to outsource any additional activity.
Furthermore, the increase in monitoring and coordination costs is probably greater with
more heterogeneous activities. Hence, a firm will be more likely to subcontract the tasks
which differ most from its main activity, integrating the activities in which it has comparative
advantages for monitoring. We interpret this argument as a contractual explanation for the

17 Low capital requirements and easy access to productive factors are the main factors leading consultants to
consider entry into the industry as easy. See, for example, Hillebrandt (1989, p. 145) and Ball (1988, p. 52).
18 It has been estimated for some British firms that tendering success rates vary between 17 and 27 per 100
(Hillebrandt, 1989, p. 105).
19 Rubin (1978, pp. 226–230) originally develops the argument, which has been extensively tested. See, for
example, Brickley and Dark (1987) and Lafontaine (1992).
20 Geographical dispersion has been considered as a determining factor in construction industry organization since
Stinchcombe (1959, p. 169).
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classic recommendation given in management literature that a firm must focus on what it
does best or, in other words, on its core competencies.21 We expect that the greater the
number of activities a firm vertically integrates, the lower its likelihood of integrating an
additional activity.

The particular core competencies of a firm may also affect its subcontracting policy.
Thus, when a firm has mainly intangible resources, such as those specializing in project
design and technical management, the sale of services related to its excess capacity is
subject to substantial transaction costs because of the informational asymmetry – caused
by difficulties in measuring quality, mainly in technical aspects and in the effectiveness of
the project management. It can be then expected that the greater the firm’s specialization in
these activities, the greater the degree of vertical integration.

4. Empirical tests

4.1. Data and variables

We have tested our hypotheses on a panel of firms in the construction industry over 6 years
(1987–1992). Information was obtained from a survey carried out by the Spanish Ministry
of Environment, Transport and Public Works (MOPTMA).22 The sample was taken from
firms recorded in the Spanish Industry Register whose main activity was construction,
including building and civil engineering, and whose business license was that of ‘general
contractor’.23 However, since for firms employing less than 20 workers a shorter version
of the questionnaire was used, we were forced to consider firms above that threshold.
Restricting the sample only to general contractors ensures that all selected firms play the
same organizational role in the production process, regardless of their specialization. Finally,
the panel is not balanced because the sample was changed each year and there were some
variations in the sample due to random non-responses.

4.1.1. Subcontracting
The dependent variable is the percentage of subcontracting (SUBCO), computed as the

ratio of the value of activities subcontracted to other firms in relation to the value of the
total production of the firm in question. Subcontracted activities are also classified by
type. Each category is an intermediate and distinct step in the building process, and may
be typical of one or several kinds of construction output. There are 26 categories, which
vary from demolition to industrial installation, including drainage, signaling, insulation,
masonry, painting, etc. We have chosen an aggregate measure of subcontracting instead of
a percentage for each individual activity because we do not have enough information to
compute the latter. Although there is data available on the subcontracted amounts for each

21 See, for example, Prahalad and Hamel (1990) and Amit and Schoemaker (1993).
22 See survey details in MOPTMA (1994, pp. 175–190).
23 A general contractor is a firm that obtains the project from a property developer and assumes responsibility for
finishing the work on time. Normally he takes charge of organizing the production process and hiring the needed
workers and or firms.
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Table 2
Descriptive statistics of variables

Variable Cases Mean Std. Dev. Minimum Maximum

SUBDO 1,010 0.2147 0.1773 0.0000 0.9538
SPECIFIa 1,010 0.0323 0.0263 0.0122 0.4435
SPECIFIb 1,010 0.0013 0.0010 0.0004 0.0100
UNCERTA 1,010 0.1113 0.1166 0.0066 1.4554
PRDVAR 1,010 3.0257 2.0895 1.0000 12.0000
GEODIS 1,010 3.2069 6.4143 1.0000 51.0000
INTANG 1,010 0.0008 0.0075 0.0000 0.1527

of these 26 activities, which will be the numerator in the proposed subcontracting ratio, it
is not possible to determine whether each amount represents the total value of the firm’s
activity or, conversely, the firm also carries out the activity on its own (i.e. we do not know
the denominator in the proposed subcontracting ratio).

As independent variables, we consider specificity, uncertainty, geographical dispersion,
output variety, and technological specialization. Table 2 shows the descriptive statistics of
all these variables.

4.1.2. Specificity
This variable (SPECIFI) is proxied through an index that aims to estimate the closeness

to ‘small numbers’ situations for each firm by measuring the extent of the market for
the firm’s different types of products. The rationale for this calculation is that if there
are many firms building the same product with the same technology (and in the absence
of site or physical specificity) the assets concerned will have many alternative users and
will, therefore, generate small expropriable quasi-rents. Site and physical specificity, being
situations in which hold-up problems are unrelated to the number of firms employing similar
assets, are not important in construction because, as argued above, investments are generally
more specific to the kind of product than to the site or a particular project. As hold-up
problems seem to be closely related to the size of each product market, the best estimate
of the potential for alternative use of assets seems to be the number of firms manufac-
turing each product. The inverse is, therefore, a proxy of specificity (ekt ) for each kind of
productk:

ekt = 1

nkt

(1)

wherenkt is the number of firms offering productk in year t. We have distinguished six
kinds of products, following the classification of the official statistics (MOPTMA, 1994, pp.
XIV–XV). Construction products are first divided into two main branches: building and civil
engineering. Building includes two basic sub-categories: residential and non-residential.
Civil engineering includes four sub-categories: road, railway, marine and others.

Expression [1] would bias the estimation when at least two circumstances coincide: (1)
if there are firms working only in a local area, so that in some areas the number of firms
competing will be less thannkt firms; and (2) if, due to information problems, ascertaining
opportunities for re-utilizing the asset is less costly at the local than at the national level.
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Under such circumstances, it might be more suitable to consider only the local market
in each geographical area. Consequently, we should not take into account the number of
firms working in the country as a whole (nkt ) but rather the number of firms working
in each local area.24 Unfortunately, the available information is not so detailed, so we
have approximated this ideal situation by adjusting the number of firms offering productk
according to the proportion of the average number of provinces where firms mainly building
productk operate in yeart over the total number of provinces in Spain. In this way, a second
index for the specificity ofeach kind of productwas obtained:

ekt = 1

nkt (ākt /A)
(2)

whereākt is the average number of provinces where firms mainly building productk (more
than 50 per 100 of their output) operate in yeart and A is the number of provinces or
areas in Spain.25 Unlike the first index, this one tends to overestimate the specificity of
firms’ investments, because it considers a smaller number of firms as potential users of
their assets. Considering both indexes simultaneously, one underestimating specificity and
the other overestimating it, we obtain an interval where the real value for the specificity of
investments made by firms mainly building productk will lie.

Finally, to estimate each firm’s specificity in each year (Eit ), we aggregate the indexes
obtained for each of the products built by each firm and weight them with the share of each
product in the firm’s total production:

pikt = Pikt∑6
k=1Pikt

(3)

wherePikt indicates production by firmi of productk in yeart. The final index of specificity
for each firm in yeart is thus:

Eit =
6∑

k=1

pikt · ekt (4)

whereeki can be either expression [2] in which caseEit is called SPECIFIa, or expression
[1] in which caseEit we would be called SPECIFIb.

One of the main advantages of our method for measuring hold-up problems is its objectiv-
ity – it does not depend on a personal evaluation of alternative uses of a firm’s investments.
In the absence of data, subjective estimations of specificity have frequently been used in
empirical studies.26 These estimations are based on the opinions of managers and techni-
cians, obtained through direct interviews or in other indirect ways,27 but this could create

24 The consideration of provinces (or geographical areas) can help to give an idea of the difficulties of finding an
alternative supplier at the local site at short notice (temporary specificity), at least from a spatial point of view
(see, Pirrong, 1993, pp. 942–943).
25 It should be noted that A is constant (i.e. the 52 Spanish provinces) and has no econometric effect (it affects
only the quantity of the estimated parameter).
26 Minkler and Park (1994, p. 411 and 415) also point out this drawback in asset specificity measures.
27 See, for example, Anderson and Schmittlein (1984, p. 390), Masten et al. (1989, p. 269 and 1991, p. 12) and
Zaheer and Venkatraman (1995, p. 382).
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problems because individuals might have different judgements on assets specificity.28 A
second advantage is that it relates to the hold-up concept itself. Sometimes, engineering ef-
fort has been used to estimate specificity in empirical studies, especially in the automobile
industry.29 This aims to take into account the know-how generated during the develop-
ment of new products or components. However, this variable has been dismissed in recent
empirical works because it includes only a limited aspect of specificity and is biased by
the expertise in managing engineering-intensive activities that such firms acquire over the
years. Hence, the engineering effort is more a reflection of management proficiency than
of changes in the risk of hold-up.30

As is common in empirical studies on transaction costs, our hold-up index is not problem-
free. Even if we can distinguish six kinds of products (MOPTMA, 1994, pp. XIV–XV), this
measurement method does not reflect the existence (within each category) of specialized
works that require more specific investments than usual. However, as the main consequence
is underestimation of the importance of specificity, if our measure is significant, a more
accurate one will also be significant.31 Furthermore, our index cannot differentiate, as we
would have liked, a postcontractual small numbers situation (specificitystrictu senso) from
a precontractual monopoly. However, in our case, this problem is not significant because the
absence of barriers to entry diminishes the relevance of market concentration as an indicator
of market power.

4.1.3. Uncertainty
We have used more conventional measurements for the rest of the variables. In keeping

with previous works on the construction industry,32 we have computed uncertainty (UN-
CERTA) as the annual average of the absolute value of quarterly variations in the number
of the firm’s workers with respect to the previous month:

Uit = 1

3
·

3∑
j=1

∣∣∣∣
(

qij+1

qij

− 1

)∣∣∣∣ , (5)

whereqij is the number of workers hired by firmi in quarterj adjusted for a seasonal
index.33

28 For example, Masten et al. (1991, p. 12), after finding certain disparities between the firm’s response and an
independent technician’s response (which was used as a control device) rejected the technician’s opinion, arguing
that he was less informed about the firm’s assets.
29 See Monteverde and Teece (1982) and Masten et al. (1989).
30 See Masten et al. (1991, p. 22) for a further discussion.
31 As a control test, we distinguished between new building and renovation for each kind of product. The results
did not show substantial differences.
32 See Shelanski and Klein (1995, pp. 342–344) for a general discussion of the main measures of uncertainty
used in contractual empirical studies, and Stinchcombe (1959) and Eccles (1981a) for specific measures in the
construction industry.
33 Since the construction industry may be seasonal, we have estimated seasonal indexes for the whole industry
to remove the potential seasonal variations from the number of employees hired by construction firms. Following
the technique recommended by Pindyck and Rubinfeld (1991, pp. 432–434), we have found a very weak seasonal
effect, always lower than 1.5%. In addition, we have checked that this variable was not related to the economic
cycle. We have not found statistically significant differences between the two stages of economic growth.
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4.1.4. Homogeneity in transactions
This has been estimated by means of two variables that measure geographical dispersion

(GEODIS) and diversity of output (PRDVAR). The GEODIS variable indicates the number
of provinces (from 1 to 52) in which a firm works. The PRDVAR variable indicates the
number of different tasks that the firm takes on. This number goes from 1 to 12 because
each of the six categories in construction products has been divided into two sub-categories,
namely renovation and new building. Even though the technology is quite similar, the
execution and control of these two kinds of product differs.

4.1.5. Intangible assets
This hypothesis is not directly testable because we cannot observe the degree of subcon-

tracting in design and technical management. However, it can be tested indirectly. Firms
specializing in design and technical management can avoid suboptimal use of their re-
sources in two different ways. Firstly, they can try to obtain new projects to use up all
their capacity but this creates an additional problem. New projects include many different
activities in which technical firms are not interested, such as implementation activities. An
obvious solution is to subcontract these activities to specialized subcontractors and concen-
trate all efforts on those activities in which they have a competitive advantage. Secondly,
technical firms can work as subcontractors of other firms that have new projects, carrying
out design and technical management. However, this solution is unlikely because the in-
tangible assets involved in the transaction provoke high transaction costs. Therefore, if we
find a positive relationship between specialization in technical activities and subcontracting
of implementation activities, we would indirectly (following the above assumptions) test
the hypothesis of a positive relationship between specialization in intangible resources and
vertical integration of the activities in which they are necessary. Otherwise, we could reject
the hypothesis of the influence of intangible resources. We have measured specialization
in technical activities (INTANG) as the percentage of the firm’s annual sales coming from
selling services related to studies, projects and research in architecture, engineering, and
supervision.

4.2. Methodology and results

We have estimated a multivariate regression model with the panel of construction firms
to test our hypotheses. Empirically, our model can be summarized as follows:

Sit = Xitβ + λt + εit (6)

whereSit is the degree of subcontracting of firmi at timet, λt are dummy variables that
reflect variation over time, andXit is the set of regressors previously explained. The sign of
β is expected to be as described in Table 1. If we assume that the error term is independent
of X, this model can be estimated by ordinary least squares (OLS). Table 3 shows the results
of this estimation, which could be directly comparable to previous cross-sectional evidence
in vertical integration.34 Subcontracting tends to decrease as hold-up problems grow and to

34 These results should be considered merely as a guideline and summary of the six annual cross-sectional results
(estimations are inefficient because the error terms are notiid). Cross-sectional results are available upon request.
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Table 3
OLS estimationsa

Variable Coefficient Coefficient Coefficient Coefficient Coefficient

(t=b/S.E.) (t=b/S.E.) (t=b/S.E.) (t=b/S.E.) (t=b/S.E.)

Constant 0.2631
(15.375)∗∗∗

0.2657
(15.048)∗∗∗

0.2625
(15.328)∗∗∗

0.2618
(14.341)∗∗∗

0.2149
(9.753)∗∗∗

SPECIFIa −1.3081
(−5.982)∗∗∗

−1.3004
(−5.935)∗∗∗

−1.1867
(−4.764)∗∗∗

−1.1776
(−4.455)∗∗∗

−1.5223
(−5.773)∗∗∗

UNCERTA −0.0282
(−0.595)

0.0065
(0.104)

0.0292
(0.474)

UNCE∗SPECIa −0.8387
(−1.018)

−0.9140
(−0.832)

−0.9726
(−0.907)

PRDVAR 0.0163
(2.019)∗∗

PRDVAR2 −0.0006
(−0.653)

GEODIS 0.0075
(3.195)∗∗∗

GEODIS2 −0.0001
(−1.488)

INTANG 1.2907
(1.795)∗

N 1010 1010 1010 1010 1010
R2 0.3865 0.0390 0.0396 0.0397 0.0967
SSR 30.4909 30.4081 30.4594 30.4591 28.6491
F 6.72∗∗∗ 5.81∗∗∗ 5.91∗∗∗ 5.17∗∗∗ 8.20∗∗∗

aSignificance levels:∗at 0.10;∗∗at 0.05;∗∗∗at 0.01. Asymptotict-values in parentheses.

increase with the number of provinces in which the firm operates, its diversity of output, and
its degree of specialization in design and technical management. Uncertainty does not seem
to have significant effects on subcontracting. Finally, although all the regressions presented
in Table 3 contain year dummies for the reporting year for each observation, they are not
shown because none of them is significant.

This estimation, however, does not control for the unobservable heterogeneity, which is
the main advantage of panel data. We then assume that the unobservable error termεit is:

εit = αi + µit (7)

whereαi is a firm-specific component that reflects unobservable heterogeneity – that is to
say, all the features that are identical in all the observations of a particular firm and that we
have not been able to measure. It is possible to think ofαi as the ‘management style’ of
the firm, a broad term which includes the effectiveness of its managers, the quality of its
output, its competitive strategy, etc. Finally,µit is the common stochastic error.

Following these assumptions, the most suitable estimators depend on the nature of the
relationship between individual effects (ui) and regressors. In our case, the ‘management
style’ of the firm should probably be correlated with, for example, the number of provinces
in which the firm operates or with its technological specialization. For the best managed
firms, it is probably easier to expand to other markets and to acquire complex technologies.
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Therefore, if individual effects and regressors are correlated, a fixed effects model should be
estimated. Such a model takes all the variables as differences from their time-series means,
so the bias due to correlation is eliminated—ui does not vary over time. However, a model
in which it is assumed that regressors and individual effects are orthogonal, estimated then
as a random effect model, would be preferable because estimations are more efficient. To
statistically determine the most suitable estimator, the orthogonality of the random effects
and the regressors has been tested. We have used the Hausman (1978) test, which is based on
the idea that under the null hypothesis of non-correlation, both the ‘within’ group estimator
(WGE) and the generalized least squared (GLS) estimator are consistent, but the WGE is
inefficient. Since the two estimates should not differ systematically, a test can be conducted
on this difference.35 The results obtained in these tests lead us to reject the null hypothesis
of non-correlation in all the models estimated, always at a significance level of 8% or lower.
Hence, we have chosen a fixed effects model.

Table 4 shows the fixed effect results.36 After controlling for unobserved heterogeneity,
there is no change in the significance and sign of hold-up problems, the output variety, and
the specialization in technical and management tasks. However, two estimations do change
substantially. First, the direct effect of uncertainty is significant, whereas the interactive
effect is not. Second, the geographical dispersion parameter is not significantly different
from zero. Time effects, on the other hand, are significant and negative in the first 3 years,
meaning that the average degree of subcontracting in construction firms is lower than in the
reference year (1992).

Finally, as the dependent variable is limited between 0 and 1, the functional form to
estimate has to be consistent with this constraint. This is the case, for example, of a logistic
functional form, where:

Sit = eαi+Xitβ+λt+µit

1 + eαi+Xitβ+λt+µit
(8)

Taking logarithms and re-ordering the expression, we can estimate the following model by
OLS:

Log

(
Sit

1 − Sit

)
= αi + Xitβ + λt + µit (9)

In Table 5, we combine and compare the results obtained using a logistic and linear functional
form and the two specificity indexes. We find, first, that the two functional specifications
lead to very similar results, with just one exception: the effect of uncertainty, which is not
significant when the logistic functional form is used. Second, both specificity indexes are
significant, irrespective of the functional form considered.

35 See Greene (1993, pp. 479–80) for a further discussion of this methodology and additional references.
36 The result of the Hausman test supporting the use of fixed effects rather than random effects in the complete
model (fifth column) isχ2

13=52.21.
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Table 4
Panel estimationsa

Variable Coefficient Coefficient Coefficient Coefficient Coefficient
(t=b/S.E.) (t=b/S.E.) (t=b/S.E.) (t=b/S.E.) (t=b/S.E.)

SPECIFIa −0.2150
(−1.999)∗∗

−0.2060
(−1.905)∗

−0.1632
(−1.311)

−0.2190
(−1.814)∗

−0.2034
(−1.688)∗

UNCERTA – −0.0596
(−2.032)∗∗

– −0.0632
(−2.116)∗∗

−0.0561
(−1.900)∗

UNCE∗SPECIa – – −0.4714
(−1.020)

0.1233
(0.409)

0.0505
(0.165)

PRDVAR – – – – 0.0203
(2.280)∗∗

PRDVAR2 – – – – −0.0016
(−2.026)∗∗

GEODIS – – – – −0.0026
(−1.020)

GEODIS2 – – – – 0.0000
(0.969)

INTANG – – – – 1.6045
(3.570)∗∗∗

T87 −0.0306
(−3.022)∗∗∗

−0.0299
(−2.954)∗∗∗

−0.0304
(−3.008)∗∗∗

−0.0299
(−2.952)∗∗∗

−0.0309
(−3.018)∗∗∗

T88 −0.0273
(−2.841)∗∗∗

−0.0259
(−2.703)∗∗∗

−0.0271
(−2.832)∗∗∗

−0.0258
(−2.698)∗∗∗

−0.0275
(−2.872)∗∗∗

T89 −0.0224
(−2.315)∗∗

−0.0219
(−2.257)∗∗∗

−0.0227
(−2.340)∗∗

−0.0218
(−2.244)∗∗∗

−0.0246
(−2.532)∗∗

T90 −0.0050
(−0.557)

−0.0056
(−0.618)

−0.0054
(−0.596)

−0.0055
(−0.610)

−0.0072
(−0.793)

T91 0.0157
(1.600)

0.0142
(1.452)

0.0148
(1.509)

0.0143 (1.464) 0.0105 (1.083)

N 1010 1010 1010 1010 1010
R2 0.8353 0.8358 0.8354 0.8358 0.8402
SSR 5.2253 5.2081 5.2220 5.2079 5.0677
F 13.01∗∗∗ 12.99∗∗∗ 12.95∗∗∗ 12.93∗∗∗ 13.04∗∗∗

aSignificance levels:∗at 0.10;∗∗at 0.05;∗∗∗at 0.01. Asymptotict-values in parentheses.

4.3. Discussion

First, it is worth noting that the indexes we have proposed as estimators of hold-up
problems have the expected sign and are significant, even after controlling for unobservable
heterogeneity and considering a logistic functional form. Furthermore, the stability of the
coefficients across different specifications indicates the robustness of the results and suggests
the lack of problems of collinearity with some other variables. As both indexes of specificity
are significant and negative, the actual effect of specificity probably lies between the two
extremes defined by the indexes.

However, these results do not guarantee that the indexes reflect hold-up problems exclu-
sively they may reflect bothex anteandex postmonopoly situations. They are, therefore,
suitable measures of specificity only in those situations where the possibility ofex ante
monopoly can be dismissed. Several items of empirical evidence suggest that this is indeed
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Table 5
Panel estimations using different functional forma

Variable Linear functional form Logistic functional form

Coefficient (t=b/S.E.) Coefficient (t=b/S.E.) Coefficient (t=b/S.E.) Coefficient (t=b/S.E.)

SPECIFIa −0.2034
(−1.688)∗

– −11.2740
(−2.547)∗∗

–

SPECIFIb – −8.1662
(−1.668)∗

– −365.7800
(−1.966)∗∗

UNCERTA −0.0561
(−1.900)∗

−0.0721
(−2.209)∗∗

0.9118
(0.827)

0.2693
(0.250)

UNCE∗SPECIa 0.0505
(0.165)

– −6.9583
(−0.419)

–

UNCE∗SPECIb – 14.3690
(1.023)

– 356.0400
(0.678)

PRDVAR 0.0203
(2.280)∗∗

0.0205
(2.327)∗∗

0.9526
(2.126)∗∗

0.9739
(2.183)∗∗

PRDVAR2 −0.0016
(−2.026)∗∗

−0.0016
(−2.072)∗∗

−0.0605
(−1.717)∗

−0.0617
(−1.772)∗

GEODIS −0.0026
(−1.020)

−0.0023
(−0.924)

0.0821
(0.900)

0.0965
(1.041)

GEODIS2 0.0000
(0.969)

0.0000
(0.871)

−0.0015
(−0.933)

−0.0017
(−1.082)

INTANG 1.6045
(3.570)∗∗∗

1.6223
(3.653)∗∗∗

44.8460
(1.710)∗

45.6960
(1.765)∗

T87 −0.0309
(−3.018)∗∗∗

−0.0311
(−2.992)∗∗∗

−1.8379
(−3.455)∗∗∗

−1.8667
(−3.423)∗∗∗

T88 −0.0275
(−2.872)∗∗∗

−0.0249
(−2.643)∗∗∗

−1.4446
(−3.069)∗∗∗

−1.2920
(−2.838)∗∗∗

T89 −0.0246
(−2.532)∗∗

−0.0198
(−2.138)∗∗

−1.5234
(−3.352)∗∗∗

−1.2433
(−2.902)∗∗∗

T90 −0.0072
(−0.793)

−0.0029
(−0.308)

−0.6543
(−1.507)

−0.4430
(−1.023)

T91 0.0105
(1.083)

0.0106
(1.088)

−0.0961
(−0.212)

−0.0974
(−0.215)

N 1010 1010 1010 1010
R2 0.8402 0.8403 0.8192 0.8190
SSR 5.0677 5.0645 11,547 11,560
F 13.04∗∗∗ 13.05∗∗∗ 11.23∗∗∗ 11.22∗∗∗

aSignificance levels:∗at 0.10;∗∗at 0.05;∗∗∗at 0.01. Asymptotict-values in parentheses.

our case. First, previous technological studies conclude that construction technology is low
or basic (see footnote 14), so that technology could hardly constitute a serious barrier to
entry. Second, the legal requirements that firms must satisfy to enter public bids do not
seem to seriously constrain competition in the bidding process. In 1996, the average final
prices of construction contracts awarded were 24.3 per 100 lower than the initial estimated
price, and the average number of bidders was 21.4 (SEOPAN, 1997, pp. 20–21, and Table
14). Furthermore, such requirements can also be met by means of a ‘temporary alliance’ of
two or more firms – a common legal figure in Spain termed ‘Unión Temporal de Empresas’
(UTE).
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Results regarding uncertainty are not so conclusive, however, because coefficients are
not statistically significant. Even if in some estimations we obtain significant (negative)
parameters, results consistently show a lack of significance once we specify a logistic func-
tional form as a way of solving the problem of limiting the dependent variable between
0 and 1.37 An obvious reason for this lack of significance is that the estimator of uncer-
tainty may be inaccurate. We are inclined to think, however, that the opposing effects of
uncertainty on subcontracting offset each other. On the one hand, uncertainty raises the
cost of market contracting because it increases the difficulties in foreseeing trends in the
relevant variables. On the other hand, uncertainty makes opportunism easier with vertical
integration than with subcontracting, because the latter provides more powerful incentives.
In addition, as all the tasks included in our estimation of subcontracting are necessary in
the different construction products, a high positive correlation between the tasks and the
main activity of the firms in our sample (namely construction) should be expected. If man-
agers wish to reduce the impact of uncertainty in their firms, they will tend to externalize
(subcontract) such activities, integrating other, less correlated, tasks. However, there are
differences in the value of this correlation due to differences in firms’ specialization – some
tasks are less related to the main activity than others. As the information required to control
for this effect is not available and such an effect is probably specific to each firm, its in-
fluence appears aggregated to the individual effects. This would indicate the possible bias
of cross-sectional estimations and could also explain why results about uncertainty vary so
much across such studies, i.e. when firm-specific effects are not considered. In fact, a good
number of cross-sectional empirical studies have obtained contradictory results concerning
the influence of uncertainty on vertical integration decisions.38 Finally, our results do not
reveal any significant interaction between specificity and uncertainty either.

The variety of products offered by construction firms, which is the first of the variables
for estimating monitoring costs, is significant in all the models. As the variety of products
widens, subcontracting grows, although at a decreasing rate. This finding supports our
hypothesis that an increase in the variety of products complicates internal monitoring and
coordination, making subcontracting more attractive. This result can also be seen as a
confirmation of the resources and capabilities theory. In general, the more the knowledge for
managing new tasks differs from the knowledge required for the firm’s core competencies,
the greater the monitoring and coordination costs. Therefore, firms will tend to focus on
their core activities, subcontracting other tasks.

Geographical distribution of activities, which is the second variable for estimating mon-
itoring costs, is significant in cross-sectional estimations but not in the panel estimations.
This result suggests that cross-sectional estimations are biased upwards. Actually, subcon-
tracting does not seem to be affected by the geographical dispersion of tasks but by the
individual effects (αi), which we have called ‘management style’. For example, a manage-

37 Other regressions with different specifications were carried out to check whether these results were due to
collinearity problems, but the results obtained were never statistically significant for the variable UNCERTA.
38 Many studies find a significant positive relation between uncertainty and the degree of vertical integration. See,
for example, Masten (1984), Levy (1985), MacMillan et al. (1986) and Masten et al. (1991). A non-significant
or negative relationship is found by Stinchcombe (1959), Eccles (1981a), Anderson and Schmittlein (1984),
Balakrishnan and Wernerfelt (1986), Walker and Weber (1987), Caves and Bradburd (1988), Harrigan (1985,
1986) and Zaheer and Venkatraman (1995).
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Table 6
Annual construction GDP growth in Spain (percentage)a

Year GDP growth (%)

1987 8.33
1988 10.47
1989 13.81
1990 10.30
1991 3.73
1992 −5.04

a Source: SEOPAN (1993).

ment style resulting from an underlying geographical expansion strategy will subcontract
some tasks at the beginning of its operations in each new location because the firm needs
to develop a local infrastructure and to learn about local markets before integrating a new
task. This could justify a positive relationship between individual effects and geographical
dispersion.

Finally, technological specialization and subcontracting are positively and significantly
related. Given that our measure of subcontracting only reflects implementation activities,
this was the expected result. As firms specialize in design activities and technical man-
agement, they subcontract more implementation activities. Our explanation is that firms
specializing in design activities and technical management find it difficult to market their
idle capacity due to the intangibility of the firm’s assets and the high transaction costs they
generate. Therefore, such firms need to operate as a general contractor working in the activ-
ities they do best, subcontracting the rest. However, we are not able to test this hypothesis
directly so other unknown factors could be relevant.

Year dummy variables are significant only in the first 3 years. Considering the trends
of the construction industry during that period, this result is unexpected. Table 6 shows
that the growth of the construction industry output was positive every year but the last
(1992). If firms subcontract because of a lack of capacity, we should find a decrease in
subcontracting in 1992. However, we find just the opposite: subcontracting was greater in
1992 than in any other year. These findings are consistent with the fact that the technology of
the construction industry is low and labor-intensive. Therefore, when demand grows, what
firms fundamentally need is more labor. Firms specializing in implementation recruit the
new workers they need directly from the labor market, rather than increasing subcontracting.
This might explain why the variability in the number of workers employed in the construction
industry is greater than in other activities39 in that one of the core competencies of such

39 Quarterly variations in labor are greater in construction than in any other activity. The following table compares
standard deviations of quarterly variations in labor (from 1976 to 1992) in construction with three other activities.

Construction Manufacturing and energy Services Economy

Standard Deviation 0.359 0.009 0.013 0.09
Leven’s Test for equal-
ity of variance (against
construction)

39.930∗∗∗ 32.112∗∗∗ 35.600∗∗∗

∗∗∗ : Significant at 0.01. Source: INE (1977–1993).
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firms is to have a good knowledge of local labor markets. One plausible explanation for
the significance of time effects in the first 3 years is the existence of an upward trend
in subcontracting policy, which is probably due to changes in the Spanish labor market
regulation at the end of the 1970s.40 Decreasing parameters of year dummies corroborate
such a hypothesis.

5. Conclusions

This work analyzes factors determining the degree of subcontracting, using evidence
from the construction industry. We develop a set of hypotheses mainly based on contractual
theories, although some arguments are close to the resources and capabilities theory.

We argue, first, that a higher risk of hold-up reduces subcontracting because vertical in-
tegration is better at solving the quasi-rents expropriation problem. We test this hypothesis
by means of two new indexes that estimate the specificity of each firm’s investments. The
indexes are based on the market size of each of the different products built by the firm
and – contrary to previous measures – are independent of the managerial assessment of the
assets. Second, we examine the different effects of uncertainty, because theory generates
contradictory hypotheses about its influence on subcontracting. This may depend on the
intensity of the change with respect to initial conditions, on the direction of the correla-
tion between subcontracted activities and the main activity, and on the interactive effect
between uncertainty and specificity. Third, we estimate the influence of monitoring costs
through the geographical dispersion of activities, variety of products, and investments in
intangible assets. Geographical dispersion reduces vertical integration because, given the
dual technology typical of the construction industry, it generates high monitoring costs.
The variety of products offered by construction firms increases subcontracting because it
complicates internal monitoring and coordination – firms vertically integrate core activities
and subcontract the rest. Lastly, investments in intangible assets increase vertical integration
because the costs of monitoring activities where such assets are required are particularly
high, making them difficult to market.

We have tested our hypotheses on a panel of 278 Spanish construction firms observed
from 1987 to 1992. The use of a panel allowed us to control for unobservable heterogeneity,
improving estimations, and to test hypotheses that could not be tested in a cross-sectional
study. The results showed, first, that firms tend to subcontract fewer tasks when the hold-up
risk is higher. The proposed specificity indexes proved useful as estimators of hold-up
problems in industries, such as construction, where neither the market power of the firms
nor the site and physical asset specificity are significant. Second, uncertainty does not show
any statistically significant effect on subcontracting. We conjecture that this is because
opposing effects outweigh each other. Further research, employing more precise measures
of uncertainty, is required to differentiate these effects. Third, subcontracting grows as the
number of different products built by the firm and its specialization in design and technical
management increase. However, the effect of geographical dispersion is not significant,
despite being significant in the cross-sectional analysis. This result suggests that monitoring

40 For further details, see González-D́ıaz et al. (1998).
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problems connected with geographical dispersion depend more on the particular firm than on
the number of areas in which the firm operates. A possible explanation is that the specific
management style could overcome the increase in monitoring costs due to geographical
dispersion. Finally, our results do not support the conjecture that firms tend to subcontract
more activities to resolve temporary shortages of capacity. A plausible explanation for this
finding is that firms adjust their capacity to changes in demand through some ‘internal’
mechanism, continuously hiring and firing workers.
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