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#### Abstract

Central limit theorems and invariance principles are obtained for additive functionals of a stationary ergodic Markov chain, say $S_{n}=g\left(X_{1}\right)+$ $\cdots+g\left(X_{n}\right)$, where $E\left[g\left(X_{1}\right)\right]=0$ and $E\left[g\left(X_{1}\right)^{2}\right]<\infty$. The conditions imposed restrict the moments of $g$ and the growth of the conditional means $E\left(S_{n} \mid X_{1}\right)$. No other restrictions on the dependence structure of the chain are required. When specialized to shift processes, the conditions are implied by simple integral tests involving $g$.


1. Introduction. Let $X_{0}, X_{1}, X_{2}, \ldots$ denote an ergodic stationary Markov chain with values in a measurable space ( $\mathscr{X}, \mathscr{B}$ ), transition function $Q$, and stationary initial distribution $\pi$. Further, let $L^{2}(\pi)$ denote the space of (equivalence classes of) square integrable functions $g: \mathscr{X} \rightarrow \mathfrak{R}$ for which $\|g\|^{2}:=$ $\int_{\mathscr{X}} g^{2} d \pi<\infty$, and let $L_{0}^{2}(\pi)$ denote the set of $g \in L^{2}(\pi)$ for which $\int_{\mathscr{X}} g d \pi=0$. Given $g \in L_{0}^{2}(\pi)$, let

$$
\begin{equation*}
S_{n}=S_{n}(g):=g\left(X_{1}\right)+\cdots+g\left(X_{n}\right) \tag{1}
\end{equation*}
$$

and

$$
S_{n}^{*}=\frac{1}{\sqrt{n}} S_{n}
$$

for $n \geq 1$. The problem is to find conditions under which $S_{n}^{*}$ is asymptotically normal. There are several approaches to this problem. If the chain has a recurrence point, then the problem may be reduced to the independent case, as in Meyn and Tweedie [(1993), pages 418-421]. If the chain exhibits suitable strong mixing, then blocking arguments may be useful, as in Dehling, Denker and Phillip (1986) or Peligrad (1986), for example. If there is a solution to Poisson's equation, $h=g+Q h$, then the problem may be reduced to the martingale case, as in Gordin and Lifsic (1978) and Bhattacharrya and Lee (1988). Here we explore some extensions of the latter approach, along the lines of Kipnis and Varadhan (1986), Toth (1986) and Woodroofe (1992), to cases where a solution to Poisson's equation is not required.

The condition imposed here for normality is a growth condition on the conditional mean $E\left(S_{n} \mid X_{1}=x\right)$. To describe it, let $Q$ denote both the conditional

[^0]distribution of $X_{1}$ given $X_{0}$ and the operator defined by
$$
Q h(x)=\int_{\mathscr{X}} h(y) Q(x ; d y)
$$
for a.e. $x \in \mathscr{X}$ and all $h \in L^{2}(\pi)$. Then $Q$ is a contraction. Let
$$
V_{m} h=\sum_{k=0}^{m-1} Q^{k} h
$$
for $h \in L^{2}(\pi)$ and $m \geq 1$. Then each $V_{m}$ is a bounded linear operator. Observe that $V_{m} g(x)=E\left[S_{m}(g) \mid X_{1}=x\right]$ for a.e. $x(\pi)$. The condition required here for asymptotic normality is that
\[

$$
\begin{equation*}
\sum_{n=1}^{\infty} n^{-3 / 2}\left\|V_{n} g\right\|<\infty \tag{2}
\end{equation*}
$$

\]

where $\|\cdot\|$ denotes the norm in $L^{2}(\pi)$. A main result is that if (2) holds, then

$$
\begin{equation*}
\sigma^{2}:=\sigma^{2}(g)=\lim _{n \rightarrow \infty} E\left(S_{n}^{* 2}\right) \tag{3}
\end{equation*}
$$

exists and is finite, and

$$
\begin{equation*}
S_{n}^{*} \Rightarrow \operatorname{Normal}\left[0, \sigma^{2}\right] \tag{4}
\end{equation*}
$$

as $n \rightarrow \infty$, where $\Rightarrow$ denotes convergence is distribution. In fact, (4) holds conditionally given $X_{0}$, as described in Corollary 1 below. For a comparison with Gordin and Lifsic's (1978) result, observe that if there is a solution to Poisson's equation $h=g+Q h$, where $h \in L^{2}(\pi)$, then $V_{n} g=h-Q^{n} h$ and, therefore, $\left\|V_{n} g\right\|=O(1)$. Clearly, $\left\|V_{n} g\right\|=O(\sqrt{n})$, if (3) holds, since $\left\|V_{n} g\right\|^{2}=E\left[E\left(S_{n} \mid X_{1}\right)^{2}\right] \leq E\left(S_{n}^{2}\right)$ for all $n \geq 1$. In Corollary 1, it is also shown that (3) and the conditional version of (4) imply $\left\|V_{n} g\right\|=o(\sqrt{n})$. In this rough sense, (2) is within a logarithmic term of being necessary.

Relations (3) and (4) are established in Section 2, and a functional central limit theorem is established in Section 3 under the stronger conditions that $g \in$ $L^{p}(\pi)$ for some $p>2$ and $\left\|V_{n} g\right\|=O\left(n^{\alpha}\right)$ for some $\alpha<1 / 2$. In Section 4, the results are specialized to shift processes, and it is shown that the condition (2) is implied by simple integral tests.
2. Asymptotic normality. For $\varepsilon>0$, let $h_{\varepsilon}$ be the solution to the equation $(1+\varepsilon) h=Q h+g$,

$$
\begin{equation*}
h_{\varepsilon}=\sum_{k=1}^{\infty} \frac{Q^{k-1} g}{(1+\varepsilon)^{k}}=\varepsilon \sum_{n=1}^{\infty} \frac{V_{n} g}{(1+\varepsilon)^{n+1}} . \tag{5}
\end{equation*}
$$

Let $\pi_{1}$ be the joint distribution of $X_{0}$ and $X_{1}$, so that $\pi_{1}\left\{d x_{0} d x_{1}\right\}=Q\left(x_{0} ; d x_{1}\right) \times$ $\pi\left\{d x_{0}\right\}$; denote the norm in $L^{2}\left(\pi_{1}\right)$ by $\|\cdot\|_{1}$; and let

$$
H_{\varepsilon}\left(x_{0}, x_{1}\right)=h_{\varepsilon}\left(x_{1}\right)-Q h_{\varepsilon}\left(x_{0}\right)
$$

for $x_{0}, x_{1} \in \mathscr{X}$. Then each $H_{\varepsilon}$ is in $L^{2}\left(\pi_{1}\right)$; the norm of $H_{\varepsilon}$ is $\left\|H_{\varepsilon}\right\|_{1}^{2}=\left\|h_{\varepsilon}\right\|^{2}-$ $\left\|Q h_{\varepsilon}\right\|^{2}$; and $\int_{\mathscr{X}} H_{\varepsilon}\left(x_{0}, x_{1}\right) Q\left(x_{0} ; d x_{1}\right)=0$ for a.e. $x_{0}(\pi)$. With this notation,

$$
\begin{equation*}
S_{n}(g)=M_{n}(\varepsilon)+\varepsilon S_{n}\left(h_{\varepsilon}\right)+R_{n}(\varepsilon) \tag{6}
\end{equation*}
$$

where

$$
M_{n}(\varepsilon)=H_{\varepsilon}\left(X_{0}, X_{1}\right)+\cdots+H_{\varepsilon}\left(X_{n-1}, X_{n}\right)
$$

and

$$
R_{n}(\varepsilon)=Q h_{\varepsilon}\left(X_{0}\right)-Q h_{\varepsilon}\left(X_{n}\right)
$$

For each fixed $\varepsilon, M_{n}(\varepsilon)$ is a martingale; $M_{n}(\varepsilon) / \sqrt{n}$ is asymptotically normal with mean 0 and variance $\left\|H_{\varepsilon}\right\|_{1}^{2}$; and $R_{n}(\varepsilon)=O_{p}(1)$.

Let $\delta_{k}=2^{-k}$ for $k \geq 0$.
Lemma 1. If (2) holds, then $\sqrt{\varepsilon}\left\|h_{\varepsilon}\right\| \rightarrow 0$ as $\varepsilon \rightarrow 0$ and $\sum_{k=1}^{\infty} \sqrt{\delta_{k}} \times$ $\sup _{\delta_{k} \leq \varepsilon \leq \delta_{k-1}}\left\|h_{\varepsilon}\right\|<\infty$. Further, if $\left\|V_{n} g\right\|=O\left(n^{\alpha}\right)$ for some $\alpha>0$, then $\left\|h_{\varepsilon}\right\|^{k=\varepsilon \leq}=O\left(\varepsilon^{-\alpha}\right)$ as $\varepsilon \rightarrow 0$.

Proof. Clearly, $\left\|h_{\varepsilon}\right\| \leq 2 \delta_{k} \sum_{n=1}^{\infty}\left(1+\delta_{k}\right)^{-n}\left\|V_{n} g\right\|$ for $\delta_{k} \leq \varepsilon \leq \delta_{k-1}$. So,

$$
\sum_{k=1}^{\infty} \sqrt{\delta_{k}} \sup _{\delta_{k} \leq \varepsilon \leq \delta_{k-1}}\left\|h_{\varepsilon}\right\| \leq 2 \sum_{n=1}^{\infty}\left[\sum_{k=1}^{\infty} \frac{\delta_{k}^{3 / 2}}{\left(1+\delta_{k}\right)^{n}}\right]\left\|V_{n} g\right\|
$$

The inner sum here is $O\left(n^{-3 / 2}\right)$ by comparison with $\int_{0}^{1} \sqrt{x}(1+x)^{-n} d x$, and the first two assertions follow easily. The third assertion follows similarly by writing $\left\|h_{\varepsilon}\right\| \leq \varepsilon \sum_{n=1}^{\infty}(1+\varepsilon)^{-n}\left\|V_{n} g\right\|$ and comparing the latter sum to $\int_{o}^{\infty} x^{\alpha}(1+\varepsilon)^{-x} d x$.

Lemma 2. For $0<\varepsilon, \delta<\infty,\left\|H_{\varepsilon}-H_{\delta}\right\|_{1}^{2} \leq(\varepsilon+\delta)\left[\left\|h_{\varepsilon}\right\|^{2}+\left\|h_{\delta}\right\|^{2}\right]$.
Proof. Using $\left\langle H_{\varepsilon}, H_{\delta}\right\rangle_{1}=\left\langle h_{\varepsilon}, h_{\delta}\right\rangle-\left\langle Q h_{\varepsilon}, Q h_{\delta}\right\rangle$ and $Q h_{\varepsilon}=(1+\varepsilon) h_{\varepsilon}-g$,

$$
\begin{aligned}
\left\langle H_{\varepsilon}, H_{\delta}\right\rangle_{1}= & \left\langle h_{\varepsilon}, h_{\delta}\right\rangle-\left[(1+\varepsilon)(1+\delta)\left\langle h_{\varepsilon}, h_{\delta}\right\rangle-(1+\varepsilon)\left\langle h_{\varepsilon}, g\right\rangle\right. \\
& \left.-(1+\delta)\left\langle h_{\delta}, g\right\rangle+\|g\|^{2}\right] \\
= & -(\varepsilon+\delta+\varepsilon \delta)\left\langle h_{\varepsilon}, h_{\delta}\right\rangle+\left[(1+\varepsilon)\left\langle h_{\varepsilon}, g\right\rangle+(1+\delta)\left\langle h_{\delta}, g\right\rangle-\|g\|^{2}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|H_{\varepsilon}-H_{\delta}\right\|_{1}^{2} & =-\left(2 \varepsilon+\varepsilon^{2}\right)\left\|h_{\varepsilon}\right\|^{2}+2(\varepsilon+\delta+\varepsilon \delta)\left\langle h_{\varepsilon}, h_{\delta}\right\rangle-\left(2 \delta+\delta^{2}\right)\left\|h_{\delta}\right\|^{2} \\
& \leq 2(\varepsilon+\delta)\left\|h_{\varepsilon}\right\|\left\|h_{\delta}\right\|-\left(\varepsilon\left\|h_{\varepsilon}\right\|-\delta\left\|h_{\delta}\right\|\right)^{2} \\
& \leq(\varepsilon+\delta)\left[\left\|h_{\varepsilon}\right\|^{2}+\left\|h_{\delta}\right\|^{2}\right],
\end{aligned}
$$

as asserted.
Proposition 1. If (2) holds, then $H=\lim _{\varepsilon \downarrow 0} H_{\varepsilon}$ exists in $L^{2}\left(\pi_{1}\right)$.

Proof. Let $\delta_{k}=2^{-k}$, as above. Then $\left\|H_{\delta_{k}}-H_{\delta_{k-1}}\right\|_{1}^{2} \leq 3 \delta_{k}\left\|h_{\delta_{k}}\right\|^{2}+$ $2 \delta_{k-1}\left\|h_{\delta_{k-1}}\right\|^{2}$ for all $k \geq 1$, by Lemma 2. So,

$$
\sum_{k=1}^{\infty}\left\|H_{\delta_{k}}-H_{\delta_{k-1}}\right\|_{1} \leq 4 \sum_{k=0}^{\infty} \sqrt{\delta_{k}}\left\|h_{\delta_{k}}\right\|<\infty
$$

by Lemma 1 (using $\sqrt{a+b} \leq \sqrt{a}+\sqrt{b}$ for nonnegative $a$ and b). It follows that $H:=\lim _{k \rightarrow \infty} H_{\delta_{k}}$ exists in $L^{2}\left(\pi_{1}\right)$. If $0<\varepsilon<1$, then there is a unique $k=k(\varepsilon)$ for which $\delta_{k} \leq \varepsilon<\delta_{k-1}$. With this choice of $k,\left\|H_{\varepsilon}-H_{\delta_{k}}\right\|_{1}^{2} \leq$ $7 \delta_{k} \sup _{\delta_{k} \leq \varepsilon \leq \delta_{k-1}}\left\|h_{\varepsilon}\right\|^{2} \rightarrow 0$ as $\varepsilon \rightarrow 0$, so that $\lim _{\varepsilon \downarrow 0} H_{\varepsilon}=H$.

Theorem 1. If (2) holds, then

$$
\begin{equation*}
S_{n}=M_{n}+R_{n}, \tag{7}
\end{equation*}
$$

where $M_{1}, M_{2}, \ldots$ and $R_{1}, R_{2}, \ldots$ have strictly stationary increments, $M_{1}, M_{2}, \ldots$, is a square integrable martingale, and $E\left(R_{n}^{2}\right)=o(n)$ as $n \rightarrow \infty$.

Proof. Let $M_{n}=H\left(X_{0}, X_{1}\right)+\cdots+H\left(X_{n-1}, X_{n}\right)$ for $n \geq 1$. Then $\lim _{\varepsilon \downarrow 0} M_{n}(\varepsilon)=M_{n}$ in $L^{2}(P)$ for each fixed $n$ in (6), since $E\left\{\left[M_{n}(\varepsilon)-M_{n}\right]^{2}\right\}=$ $n\left\|H_{\varepsilon}-H\right\|_{1}^{2} \rightarrow 0$ by Proposition 1, and $\lim _{\varepsilon \downarrow 0} \varepsilon S_{n}\left(h_{\varepsilon}\right)=0$ in $L^{2}(P)$ by Lemma 1. So, $R_{n}:=\lim _{\varepsilon \downarrow 0} R_{n}(\varepsilon)$ exists in $L^{2}(P)$ for each fixed $n$, and (7) holds. It is clear that $M_{1}, M_{2}, \ldots$ and $R_{1}, R_{2}, \ldots$ have strictly stationary increments and that $M_{1}, M_{2}, \ldots$, is a square integrable martingale. So, it remains to show that $E\left(R_{n}^{2}\right)=o(n)$ as $n \rightarrow \infty$. For each $n \geq 1$, let $k_{n}$ be the unique integer $k$ for which $2^{k-1} \leq n<2^{k}$ and let $\varepsilon_{n}=2^{-k_{n}}$. Then $R_{n}=M_{n}\left(\varepsilon_{n}\right)-M_{n}+\varepsilon_{n} S_{n}\left(h_{\varepsilon_{n}}\right)+R_{n}\left(\varepsilon_{n}\right)$ and, therefore,

$$
\begin{align*}
E\left(R_{n}^{2}\right) & \leq 4 E\left\{\left[M_{n}\left(\varepsilon_{n}\right)-M_{n}\right]^{2}\right\}+4 \varepsilon_{n}^{2} E\left[S_{n}\left(h_{\varepsilon_{n}}\right)^{2}\right]+4 E\left[R_{n}\left(\varepsilon_{n}\right)^{2}\right]  \tag{8}\\
& \leq 4 n\left\|H_{\varepsilon_{n}}-H\right\|_{1}^{2}+4\left\|h_{\varepsilon_{n}}\right\|^{2}+8\left\|h_{\varepsilon_{n}}\right\|^{2} .
\end{align*}
$$

The first term on the right side of (8) is $o(n)$ by Proposition 1, and the second two are $o(n)$ by Lemma 1 .

Asymptotic normality is a simple consequence of the theorem. Denote conditional probability given $X_{0}=x$ by $P^{x}$ and let

$$
F_{n}(x ; z)=P^{x}\left\{S_{n}^{*} \leq z\right\}
$$

for $z \in \Re, x \in \mathscr{X}$ and $n \geq 1$. Let $\Phi_{\sigma}$ denote the normal distribution with mean 0 and variance $\sigma^{2}$, and let $\Delta$ denote the Levy metric for distribution functions; that is, $\Delta(F, G)=\inf \{\varepsilon>0: G(x-\varepsilon)-\varepsilon \leq F(x) \leq G(x+\varepsilon)+$ $\varepsilon$ for all $x\}$.

Corollary 1. If (2) holds, then (3) and (4) hold with $\sigma^{2}=\|H\|_{1}^{2}$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathscr{X}} \Delta\left[\Phi_{\sigma}, F_{n}(x ; \cdot)\right] \pi\{d x\}=0 . \tag{9}
\end{equation*}
$$

Conversely, if (3) and (9) hold, then $\left\|V_{n} g\right\|=o(\sqrt{n})$.

Proof. Suppose first that (2) holds. Then (3) holds with $\sigma^{2}=\|H\|_{1}^{2}$, because $E\left(M_{n}^{2}\right)=n\|H\|_{1}^{2}$ for all $n$, and $E\left(R_{n}^{2}\right)=o(n)$ as $n \rightarrow \infty$. For the normality, it suffices to establish (9). Observe first that $M_{1}, M_{2}, \ldots$ is a martingale with respect to $P^{x}$ for a.e. $x(\pi)$, by the Markov property. Let $G_{n}(x ; z)=P^{x}\left\{M_{n}^{*} \leq z\right\}$ for $z \in \mathfrak{R}, x \in \mathscr{X}$, and $n \geq 1$. By the Ergodic theorem,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{\infty} H\left(X_{k-1}, X_{k}\right)^{2}=\|H\|_{1}^{2}
$$

w.p. $1(P)$ and, therefore, w.p. $1\left(P^{x}\right)$ for a.e. $x(\pi)$. It then follows from the Martingale central limit theorem that $G_{n}(x ; \cdot) \Rightarrow \Phi_{\sigma}$ as $n \rightarrow \infty$ for a.e. $x(\pi)$. See, for example, Durrett and Resnick (1978) or Hall and Heyde [(1981), Theorem 3.2]. Relation (9) then follows by integrating the inequality

$$
\Delta\left[\Phi_{\sigma}, F_{n}(x ; \cdot)\right] \leq \Delta\left[\Phi_{\sigma}, G_{n}(x ; \cdot)\right]+\varepsilon+P^{x}\left\{\left|\frac{R_{n}}{\sqrt{n}}\right| \geq \varepsilon\right\}
$$

with respect to $\pi$ and then letting $n \rightarrow \infty$ and $\varepsilon \rightarrow 0$.
For the converse, let $\sigma_{n}^{2}=E\left[S_{n}^{* 2}\right]$ and let $\sigma_{n}^{2}(x)$ denote the conditional variance of $S_{n}^{*}$ given $X_{0}=x$ [which is well defined for a.e. $x(\pi)$ ]. Then

$$
\sigma_{n}^{2}=\int_{\mathscr{X}} \sigma_{n}^{2}(x) \pi\{d x\}+\frac{1}{n}\left\|Q V_{n} g\right\|^{2}
$$

for all $n \geq 1$. It suffices to show that $\left\|V_{n_{k}} g\right\| / \sqrt{n_{k}} \rightarrow 0$ as $k \rightarrow \infty$ for every sequence $n_{k}$ that increases sufficiently fast. If $n_{k}$ is a subsequence for which $\Delta\left[\Phi_{\sigma}, F_{n_{k}}(x ; \cdot)\right] \rightarrow 0$ for a.e. $x(\pi)$ as $k \rightarrow \infty$, then $\liminf _{k \rightarrow \infty} \sigma_{n_{k}}^{2}(x) \geq \sigma^{2}$ for a.e. $x(\pi)$ by Fatou's lemma and, therefore,

$$
\limsup _{k \rightarrow \infty} \frac{1}{n_{k}}\left\|Q V_{n_{k}} g\right\|^{2} \leq \lim _{n \rightarrow \infty} \sigma_{n}^{2}-\liminf _{k \rightarrow \infty} \int_{\mathscr{X}} \sigma_{n_{k}}^{2}(x) \pi\{d x\} \leq \sigma^{2}-\sigma^{2}=0
$$

by another application of Fatou's lemma. The corollary follows since $0 \leq$ $\left\|V_{n} g\right\|-\left\|Q V_{n} g\right\| \leq 2\|g\|$.

If the process is mixing, then it is possible to relate (2) to conditions on $\left\|Q^{k} g\right\|, \quad k \geq 1$.

Corollary 2. Relations (3) and (4) hold if either

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{1}{\sqrt{k}}\left\|Q^{k} g\right\|<\infty \tag{10}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{k=1}^{\infty} \log ^{1+\delta}(k)\left\|Q^{k} g\right\|^{2}<\infty \tag{11}
\end{equation*}
$$

for some $\delta>0$.

Both (10) and (11) imply (2). The easy proof is omitted. The condition (11) cannot be relaxed very much at this level of generality. An example in which (11) holds with $\delta=0$, but $\sigma^{2}=\infty$ in (3) may be constructed along the lines of Example 3 of Woodroofe (1992) by letting $a_{r}, r \geq 1$, be any square summable sequence and $b_{k}=1 /\{k \log (1+k) \log \log (2+k)\}$ for $k \geq 1$, in the notation of that example.
3. An invariance principle. Let

$$
\begin{equation*}
\mathbb{B}_{n}(t)=\frac{1}{\sqrt{n}} S_{\lceil n t\rceil}, \quad 0 \leq t<1, \tag{12}
\end{equation*}
$$

and $\mathbb{B}_{n}(1)=\mathbb{B}_{n}(1-)$ for $n \geq 1$, where $\lceil x\rceil$ denotes the least integer that is greater than $x$. In Theorem 2 below, it is shown that $\mathbb{B}_{n}$ converges in distribution to a Brownian motion in the space $D[0,1]$, under slightly stronger conditions. Here $D[0,1]$ denotes the space of right continuous functions with left limits, as described by Billingsley [(1968), Chapter 3].

The proof uses the following simple maximal inequality.
Proposition 2. If $S_{k}, k \geq 1$, is any process with strictly stationary increments for which $E\left(S_{n}^{2}\right) \leq C n$ for all $n=1,2, \ldots$, then

$$
\begin{equation*}
P\left\{\max _{j \leq n}\left|S_{j}\right|>\lambda\right\} \leq \frac{2^{6 k} C n^{1+2^{-k}}}{\lambda^{2}} \tag{13}
\end{equation*}
$$

for all $n \geq 1$, all $\lambda>0$ and all $k \geq 0$.
Proof. It is clear that (13) holds for $k=0$. So, suppose inductively that it holds for a given $k \geq 1$. Let $m=\lceil\sqrt{n}\rceil$. Then

$$
P\left\{\max _{k \leq n}\left|S_{k}\right|>2 \lambda\right\} \leq P\left\{\max _{k \leq m}\left|S_{m k}\right|>\lambda\right\}+m P\left\{\max _{k \leq m}\left|S_{k}\right|>\lambda\right\} \leq 2 \frac{2^{6 k} C m^{2+2^{-k}}}{\lambda^{2}},
$$

where the second inequality follows by applying (13) twice, once to $S_{k}, k \leq m$, and once to $S_{m k}, k \leq m$ (which satisfies the basic conditions with $C$ replaced by $C m$ ). Since $m / \sqrt{n} \leq 2$, it then follows that

$$
P\left\{\max _{k \leq n}\left|S_{k}\right|>2 \lambda\right\} \leq 2^{4} \frac{2^{6 k} C n^{1+2^{-k-1}}}{\lambda^{2}}
$$

and the proposition then follows by induction.
The proposition is used in the following form.
Corollary 3. For any $\beta>1$ there is a constant $\Gamma$, depending only on $\beta$, for which

$$
P\left\{\max _{k \leq n}\left|S_{k}\right|>\lambda\right\} \leq \frac{\Gamma C n^{\beta}}{\lambda^{2}}
$$

for all $\lambda>0$ and all $n \geq 1$.

Now let $S_{k}=S_{k}(g), k \geq 1$, as in (1); define $\mathbb{B}_{n}$ by (12) and let $F_{n}(x ; \cdot)$ denote the conditional distribution of $\mathbb{B}_{n}$ given $X_{0}=x$, a probability measure on the Borel sets of $D[0,1]$, for each $x \in \mathscr{X}$. Further, let $\mathbb{B}$ be a standard Brownian motion, let $\Phi_{\sigma}$ denote the distribution of $\sigma \mathbb{B}$ and let $\Delta$ denote the Prokhorov metric on the space of probability measures on $D[0,1]$. See, for example, Billingsley [(1968), page 238].

THEOREM 2. If there are $p>2$ and $\alpha<1$ for which $\int_{\mathscr{X}}|g|^{p} d \pi<\infty$ and $E\left(R_{n}^{2}\right)=o\left(n^{\alpha}\right)$ as $n \rightarrow \infty$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathscr{X}} \Delta\left[\Phi_{\sigma}, F_{n}(x ; \cdot)\right] \pi\{d x\}=0 \tag{14}
\end{equation*}
$$

Proof. Let $M_{n}^{*}(t)=M_{[n t\rceil} / \sqrt{n}, 0 \leq t<1$ and $M_{n}^{*}(1)=M_{n}^{*}(1-)$, and let $G_{n}(x ; \cdot)$ denote the conditional distribution of $M_{n}^{*}$ given $X_{0}=x$. Then $G_{n}(x ; \cdot)$ converges to $\Phi_{\sigma}$ for a.e. $x(\pi)$, by Theorem 2.5 of Durrett and Resnick (1978), and

$$
\begin{aligned}
\int_{\mathscr{X}} \Delta\left[\Phi_{\sigma}, F_{n}(x ; \cdot)\right] \pi\{d x\} \leq & \int_{\mathscr{X}} \Delta\left[\Phi_{\sigma}, G_{n}(x ; \cdot)\right] \pi\{d x\} \\
& +\varepsilon+P\left\{\max _{k \leq n}\left|R_{k}\right| \geq \varepsilon \sqrt{n}\right\}
\end{aligned}
$$

for each $\varepsilon>0$ and all $n \geq 1$. So, it suffices to show that $\max _{j \leq n}\left|R_{j}\right| / \sqrt{n} \rightarrow 0$ in probability as $n \rightarrow \infty$. Given $\alpha$ and $p$, as in the statement of the theorem, there are $0<\gamma<1 / 2-1 / p$ and let $\beta>1$ for which $\alpha \gamma+\beta(1-\gamma)<1$. Next, let $l=\left\lceil n^{\gamma}\right\rceil$ and $m=\left\lceil n^{1-\gamma}\right\rceil$. Given $\varepsilon>0$, define events

$$
\begin{aligned}
& A_{n}=\left\{\max _{0 \leq k-j \leq l, k \leq n}\left|M_{k}-M_{j}\right| \leq \varepsilon \sqrt{n}\right\}, \\
& B_{n}=\left\{\max _{j \leq n}\left|g\left(X_{j}\right)\right| \leq \varepsilon \frac{\sqrt{n}}{l}\right\}
\end{aligned}
$$

and

$$
C_{n}=\left\{\max _{k \leq m}\left|R_{l k}\right| \leq \varepsilon \sqrt{n}\right\} .
$$

Then $A_{n} \cap B_{n} \cap C_{n} \subseteq\left\{\max _{j \leq n}\left|R_{j}\right| \leq 3 \varepsilon \sqrt{n}\right\}$. For if $A_{n}, B_{n}$ and $C_{n}$ occur and $1 \leq j \leq n$, then $l k \leq j<l(k+1)$ for some $k<m$ and, therefore, $\left|R_{j}\right| \leq\left|R_{l k}\right|+\left|M_{j}-M_{l k}\right|+\left|S_{j}-S_{l k}\right| \leq 3 \varepsilon \sqrt{n}$. Clearly, $P\left(A_{n}^{\prime}\right) \rightarrow 0$ as $n \rightarrow \infty$, by the functional martingale central limit theorem and

$$
P\left(B_{n}^{\prime}\right) \leq n P\left\{\left|g\left(X_{1}\right)\right|>\varepsilon \frac{\sqrt{n}}{l}\right\} \leq n\left|\frac{l}{\varepsilon \sqrt{n}}\right|^{p} \int_{\mathscr{X}}|g|^{p} d \pi \rightarrow 0
$$

as $n \rightarrow \infty$, by the choice of $\gamma$. By assumption, there is a constant $c$ for which $E\left(R_{j}^{2}\right) \leq c j^{\alpha}$ for all $j=1,2, \ldots$. So, the sequence $R_{l k}, k \geq 1$, satisfies the
conditions of Proposition 2 with $C=c l^{\alpha}$. It follows that there is a constant $\Gamma$ for which

$$
P\left(C_{n}^{\prime}\right)=P\left\{\max _{k \leq m}\left|R_{l k}\right|>\varepsilon \sqrt{n}\right\}=\frac{c \Gamma}{\varepsilon^{2}} \frac{l^{\alpha} m^{\beta}}{n} \rightarrow 0
$$

as $n \rightarrow \infty$, by the choice of $\beta$. Thus, $P\left\{\max _{j \leq n}\left|R_{j}\right|>3 \varepsilon \sqrt{n}\right\} \leq P\left(A_{n}^{\prime}\right)+$ $P\left(B_{n}^{\prime}\right)+P\left(C_{n}^{\prime}\right) \rightarrow 0$ as $n \rightarrow \infty$.

Corollary 4. If $g \in L^{p}(\pi)$ for some $p>2$ and $\left\|V_{n} g\right\|=O\left(n^{\alpha}\right)$ for some $\alpha<1 / 2$, then (14) holds.

Proof. It suffices to show that $E\left(R_{n}^{2}\right)=O\left(n^{2 \alpha}\right)$, and this follows easily from (8). For $\left\|h_{\varepsilon_{n}}\right\|=O\left(n^{\alpha}\right)$ by Lemma 1 and the definition of $\varepsilon_{n}$, and there is a constant $C$ for which

$$
\left\|H_{\varepsilon_{n}}-H\right\|_{1} \leq \sum_{j=k_{n}+1}^{\infty}\left\|H_{\delta_{j}}-H_{\delta_{j-1}}\right\|_{1} \leq C \sum_{j=k_{n}+1}^{\infty} \delta_{j}^{(1 / 2)-\alpha}=O\left(n^{\alpha-(1 / 2)}\right)
$$

using Lemma 2.
The following corollary is obvious.
Corollary 5. If $g \in L^{p}(\pi)$ for some $p>2$ and either

$$
\begin{equation*}
\sum_{k=1}^{\infty} k^{\delta-1 / 2}\left\|Q^{k} g\right\|<\infty \tag{15}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{k=1}^{\infty} k^{\delta}\left\|Q^{k} g\right\|^{2}<\infty \tag{16}
\end{equation*}
$$

for some $\delta>0$, then (14) holds.
4. Shift processes. In this section, Theorems 1 and 2 are specialized to one-sided shift processes. These processes do not have recurrence points and are not strongly mixing. For such processes, it is possible to formulate an integral condition on $g$ which is sufficient for asymptotic normality. The procedure is simplest for Bernoulli shifts.

Bernoulli shifts. Let $\varepsilon_{k}, k=0, \pm 1, \pm 2, \ldots$ be i.i.d. random variables that take the values 0 and 1 with probability $1 / 2$ each and let

$$
X_{n}=\sum_{k=1}^{\infty}(1 / 2)^{k+1} \varepsilon_{n-k}
$$

for $n=0,1,2, \ldots$ Then $X_{n}, n \geq 0$, is an ergodic stationary Markov chain taking values in $I=[0,1]$. The transition function is defined by $Q(x ;\{x / 2\})=$ $1 / 2=Q(x ;\{(1+x) / 2\})$ for $x \in[0,1]$ and the stationary initial distribution is the restriction, $\lambda$ say, of Lebesgue measure to $I$. In this case, $L^{2}(\lambda)$ is a familiar space, and it is easy to relate the conditions in Theorems 1 and 2 to regularity properties of $g$.

Proposition 3. For the Bernoulli shift process, if $g \in L_{0}^{2}(\lambda)$ and

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{1}[g(y)-g(x)]^{2} \frac{1}{|x-y|} \log ^{1+\delta}\left[\log \left(\frac{1}{|x-y|}\right)\right] d x d y<\infty \tag{17}
\end{equation*}
$$

for some $\delta>0$, then (11) holds, and if

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{1}[g(x)-g(y)]^{2} \frac{1}{|x-y|} \log ^{\delta}\left[\frac{1}{|x-y|}\right] d x d y<\infty \tag{18}
\end{equation*}
$$

for some $\delta>0$, then (16) holds.
Proof. If $g \in L_{0}^{2}(\lambda)$, then

$$
\begin{aligned}
Q^{k} g(x) & =2^{-k} \sum_{z \in D_{k}} g\left(\frac{x}{2^{k}}+z\right) \\
& =2^{-k} \sum_{z \in D_{k}} \int_{0}^{1}\left[g\left(\frac{x}{2^{k}}+z\right)-g\left(\frac{y}{2^{k}}+z\right)\right] d y
\end{aligned}
$$

where $D_{k}=\left\{j 2^{-k}: j=0, \ldots, 2^{k}-1\right\}$ and the second equality follows from $\int_{0}^{1} Q^{k} g(y) d y=0$. Thus,

$$
\begin{aligned}
\left\|Q^{k} g\right\|^{2} & \leq 2^{-k} \sum_{z \in D_{k}} \int_{0}^{1} \int_{0}^{1}\left[g\left(\frac{x}{2^{k}}+z\right)-g\left(\frac{y}{2^{k}}+z\right)\right]^{2} d y d x \\
& \leq 2^{k} \iint_{|x-y| \leq 2^{-k}}[g(x)-g(y)]^{2} d x d y
\end{aligned}
$$

and

$$
\sum_{k=1}^{\infty} \log ^{1+\delta}(k)\left\|Q^{k} g\right\|^{2} \leq \int_{0}^{1} \int_{0}^{1} J(|x-y|)[g(x)-g(y)]^{2} d x d y
$$

where

$$
J(z)=\sum_{k: 2^{-k} \geq z} 2^{k} \log ^{1+\delta}(k) \leq \frac{C}{z} \log ^{1+\delta}\left[\log \left(\frac{1}{z}\right)\right]
$$

for $0<z<1$ for some constant $C$. The first assertion of the proposition follows easily, and the second may be established similarly.

The condition (18) is not very restrictive. For example, if

$$
g(x)=\frac{1}{x^{\alpha}} \sin \left(\frac{1}{x}\right), \quad 0<x \leq 1
$$

where $0<\alpha<1 / 2$, then (18) holds. This may be verified by making the change of variables $x=1 / x^{\prime}$ and $y=1 / y^{\prime}$ in (18) and dividing the resulting integral into regions where $\left|x^{\prime}-y^{\prime}\right| \leq 1$ and $\left|x^{\prime}-y^{\prime}\right|>1$. The details are straightforward and have been omitted. That [ $\left.S_{n}-E\left(S_{n} \mid X_{0}\right)\right] / \sqrt{n}$ is asymptotically normal for this example was shown by Woodroofe (1992) using Fourier based techniques.

Lebesgue shifts. Now let $U_{k}, k=0, \pm 1, \pm 2, \ldots$ be i.i.d. random variables that are uniformly distributed over $I=[0,1]$ and let

$$
X_{n}=\left(\cdots U_{n-2}, U_{n-1}, U_{n}\right), \quad n \geq 0 .
$$

Then $X_{n}, n \geq 0$, is a stationary Markov process taking values in $\mathscr{X}=I^{M}$, where $M$ denotes the nonpositive integers. The stationary initial distribution $\pi$ here is the countable product of copies of Lebesgue measure. Processes of the form $g\left(X_{n}\right), n=0,1,2, \ldots$, include a wide class of stationary sequences.

Define measures $\Gamma_{\delta}^{i}$ on $\mathscr{X} \times \mathscr{X}, i=0,1$ by

$$
\begin{aligned}
& \Gamma_{\delta}^{0}\{B\}=\sum_{k=1}^{\infty} \log ^{1+\delta}(k)\left(\pi \times \pi \times \lambda^{k}\right)\{(x, y, z):[(x, z),(y, z)] \in B\}, \\
& \Gamma_{\delta}^{1}\{B\}=\sum_{k=1}^{\infty} k^{\delta}\left(\pi \times \pi \times \lambda^{k}\right)\{(x, y, z):[(x, z),(y, z)] \in B\}
\end{aligned}
$$

for Borel sets $B \subseteq \mathscr{X} \times \mathscr{X}$, where $x$ and $(x, z)$ denote the sequences $x=$ $\left(\ldots, u_{-2}, u_{-1}, u_{0}\right)$ and $(x, z)=\left(\ldots, u_{-1}, u_{0}, z_{1}, \ldots, z_{k}\right)$ and $\lambda^{k}$ denotes Lebesgue measure on $I^{k}$.

Proposition 4. If $g \in L_{0}^{2}(\pi)$ and

$$
\begin{equation*}
\int_{\mathscr{X}} \int_{\mathscr{X}}[g(x)-g(y)]^{2} \Gamma_{\delta}^{0}\{d x d y\}<\infty \tag{19}
\end{equation*}
$$

for some $\delta>0$, then (11) holds; and if

$$
\begin{equation*}
\int_{\mathscr{X}} \int_{\mathscr{X}}[g(x)-g(y)]^{2} \Gamma_{\delta}^{1}\{d x d y\}<\infty \tag{20}
\end{equation*}
$$

for some $\delta>0$, then (16) holds.
Proof. Clearly,

$$
Q^{k} g(x)=\int_{\mathscr{X}} \int_{I^{k}}[g(x, z)-g(y, z)] \lambda^{k}\{d z\} \pi\{d y\}
$$

for a.e. $x \in I^{M}$ and, therefore,

$$
\left\|Q^{k} g\right\|^{2} \leq \int_{\mathscr{X}} \int_{\mathscr{X}} \int_{i^{k}}[g(x, z)-g(y, z)]^{2} \lambda^{k}\{d z\} \pi\{d x\} \pi\{d y\}
$$

and all $k \geq 1$. The first assertion then follows from multiplying $\left\|Q^{k} g\right\|^{2}$ by $\log ^{1+\delta}(k)$ and summing over $k=1,2, \ldots$, and the second may be established similarly.

To illustrate the use of (19) and (20), observe that any $g \in L_{0}^{2}(\pi)$ may be written in the form

$$
g(x)=\sum_{k=0}^{\infty} g_{k}\left(u_{-k}, \ldots, u_{0}\right),
$$

where $x=\left(\ldots, u_{-2}, u_{-1}, u_{0}\right), g_{k}: \mathfrak{R}^{k+1} \rightarrow \mathfrak{R}$ are measurable, $\int_{\mathfrak{R}} g_{k}\left(u_{-k}, \ldots, u_{0}\right) \times$ $d u_{-k}=0$ for a.e. $\left(u_{-k+1}, \ldots, u_{0}\right), \sum_{k=1}^{\infty} \int g_{k}^{2} d \lambda^{k+1}<\infty$, and $\lambda^{k}$ denotes $k$-dimensional Lebesgue measure.

COROLLARY 6. Relation (11) holds if

$$
\sum_{k=1}^{\infty} k \log ^{1+\delta}(k) \int g_{k}^{2} d \lambda^{k+1}<\infty
$$

for some $\delta>0$, and (16) holds if for some $\delta>0$,

$$
\sum_{k=1}^{\infty} k^{1+\delta} \int g_{k}^{2} d \lambda^{k+1}<\infty
$$

PROOF. If $y=\left(\ldots, w_{-1}, w_{0}\right)$ and $z \in \mathfrak{R}^{k}$, then

$$
g(x, z)-g(y, z)=\sum_{j=k}^{\infty}\left[g_{j}\left(u_{-j+k}, \ldots, u_{0}, z\right)-g_{j}\left(w_{-j+k}, \ldots, w_{0}, z\right)\right]
$$

and, therefore,

$$
\int[g(x)-g(y)]^{2} \Gamma_{\delta}^{1}\{d x d y\} \leq 4 \sum_{k=1}^{\infty} \sum_{j=k}^{\infty} k^{\delta} \int g_{j}^{2} d \lambda^{j+1}
$$

The second assertion of the corollary now follows from routine manipulations, and the first may be established similarly.

Acknowledgments. Thanks to Persi Diaconis, Bob Keener and Walter Phillip for helpful conversations. Theorem 1 is adapted from Maxwell (1997).
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