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Centralized Control Architecture for Coordination

of Distributed Renewable Generation and Energy

Storage in Islanded AC Microgrids
Nelson L. Dı́az, Student Member, IEEE, Adriana C. Luna, Student Member, IEEE, Juan C. Vasquez, Senior, IEEE,

and Josep M. Guerrero Fellow, IEEE,

Abstract—The coordinated operation of distributed energy
resources such as storage and generation units and also loads
is required for the reliable operation of an islanded microgrid.
Since in islanded microgrids the storage units are commonly
responsible for regulating the voltage amplitude and frequency
in the local power system, the coordination should consider
safe operating limits for the stored energy, which prevents fast
degradation or damage to the storage units. This paper proposes
a centralized control architecture, applicable for local area power
systems such as a small-scale microgrid. The centralized architec-
ture is based on three supervisory control tasks which consider:
active power curtailment of generation for avoiding overcharge
of the storage units, load shedding actions for preventing deep
discharge of the storage units, and equalization of the state of
charge among distributed storage systems for avoiding uneven
degradation. The proposed equalization method has proved to be
effective for equalizing the state of charge of distributed energy
storage systems and for ensuring uniform charge/discharge ratios
regardless of differences in the capacity of the storage units.
Additionally, the strategy is complemented with an optimal
scheduling of load connection, which minimizes the connection
and disconnection cycles of the loads within a time horizon of 24
hours. The proposed architecture is verified experimentally in a
lab-scale prototype of a microgrid, which has real communication
between the microgrid and the central controller.

Index Terms—Centralized architecture, Distributed Storage
and Generation, Energy Storage Equalization, Power Curtail-
ment.

I. INTRODUCTION

THE current trend in the integration of renewable energy

sources (RESs) such as photovoltaic (PV) and wind tur-

bine (WT) generators has imposed additional challenges in the

operation of microgrids. Due to the unpredictable behaviour of

the RESs, the microgrid is complemented with energy storage

systems (ESSs) which help to keep the power balance of

the system while satisfying the local power requirements and

reducing the dependence on the utility grid [1]. A microgrid

can become completely independent from the main grid and

operates in islanded mode when all the distributed units

(RESs, ESSs and loads) are coordinated properly. Because of

that, complex microgrid management systems and coordinated
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control strategies are required for ensuring reliable operation

of the islanded power grid [2], [3].

The use of ESSs imposes additional challenges in the man-

agement of the microgrid such as strategies that properly limit

the state of charge (SoC) of the ESSs within a safe operating

window (20 % to 90 %) [4]. In this sense, specific supervisory

tasks such as: active power curtailment of generated energy

for avoiding overcharge, and load shedding for avoiding deep

discharge of the ESSs, have to be defined within the control

architecture of the microgrid [2], [5]. The aforementioned

considerations are particularly important for ESSs based on

batteries, which are the most used in islanded applications due

to the good commitment between energy density, deep-cycle

life and cost [6].

Currently, distributed ESSs are preferred rather than aggre-

gated ESSs. This fact allows a flexible and optimal integration

of different kinds of RESs [7]. For a microgrid with distributed

ESSs, it is recommended the equalization of the SoC between

distributed storage units. The main aim of the SoC equalization

is avoiding uneven degradation of the storage units caused

by unequal discharge/charge cycles, resulting in overcharge or

deep discharge in some of the storage units. Several strategies

for SoC equalization have been widely applied for cells with

similar capacity in battery strings [8], [9]. Likewise, SoC

equalization methods have been broadly applied for distributed

ESSs in microgrids such as in [10]–[14], where the amount of

power contribution of each ESS is adaptively adjusted based

on the SoC values. In this way, the ESS with the largest SoC

will contribute with more power (absorbing or supplying) than

the others ESSs for achieving the equalization. However, none

of the aforementioned approaches have proved to be effective

for the equalization of the SoCs in distributed ESSs with

different capacities because they do not consider the relation

between power sharing and the capacities of the ESSs.

This paper presents an alternative and effective approach

for the equalization of the SoCs, even between ESSs with

different capacities. The proposed equalization strategy adjusts

the rate of change of the SoCs for achieving the equa-

lization of the SOCs within specific periods. Additionally,

the equalization strategy allows a proportional power sharing

among distributed ESSs in accordance to their respective

capacity, by ensuring equal discharge/charge rates and cy-

cles. Compared to preliminary simulations presented in [15],

this paper provides experimental validation of the proposed

approach under different operational conditions. Also, this



paper considers detailed analysis for proper selection of the

equalization and power sharing parameters in accordance to

stability considerations, power constraints and practical issues.

Moreover, the equalization strategy in [15], by itself, lacks of a

control architecture for allowing an appropriate interaction of

the distributed ESSs with other distributed energy resources

and loads in an islanded microgrid. This paper proposes a

suitable coordination architecture by considering the limited

storage capacity of the ESSs and integrating the equalization

function.

In this sense, several control architectures have been pro-

posed for a coordinated operation of distributed energy re-

sources in microgrids [3], [5], [13], [16]–[27]. Some authors

have pointed out the advantages of fully distributed architec-

tures without additional communication links such as: high

modularity, expandability and reliable operation [3], [5], [16]–

[19]. Distributed approaches are preferred in wide area appli-

cations where communication links are not always suitable

[9]. Those strategies require perturbations and deviations in

the nominal operation point of the power line, even in steady

state. Also, failures in single units may cause unexpected

changes in the operation of the whole microgrid. On the

other hand, centralized strategies based on networked control

structures rely on a centralized control with a global perception

of the whole microgrid by means of dedicated communica-

tion channels, which enhance the stability of the microgrid

[20]–[24], [26], [27]. Additionally, networked-based control

strategies offer an easy deployment of additional functions

in the management systems such as voltage and frequency

restoration, reactive power support, optimized operation and

definition of simple supervisory actions for discrete events

[13], [25]–[28]. The main drawback in the use of dedicated

communication channels is that single point of failures may

cause loss of the coordination of the microgrid [3]. Never-

theless, a local area network (LAN) based on wired or even

wireless communication has proved to be reliable enough for

small-scale microgrid applications such as small buildings,

households, research laboratories, etc. [29], [30].

This paper proposes a centralized coordination architecture

for a small-scale islanded microgrid. The main feature of

the proposed coordination architecture is the definition of

simple supervisory stages, for performing specific tasks related

to: limiting the energy generation from RESs, in order to

avoid overcharge of the ESSs; disconnecting the load, for

avoiding deep discharge of the ESSs; and including equa-

lization function of the SoCs among distributed ESSs with

different capacities, looking for a proportional power sharing

and equal discharge/charge profiles. In fact, the equalization

of the discharge/charge profiles permits the management of

the distributed ESSs as an aggregated one, which facilitates

the definition of simpler coordinated actions with the other

distributed resources in the microgrid. This feature is achieved,

since the threshold values of charge and discharge are reached

at the same time in all the distributed storage units. Exper-

imental results show that the proposed coordination strategy

ensures reliable operation of the local area power system while

keeping a safe SoC window for the operation of the distributed

ESSs based on batteries [4].
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Fig. 1: Islanded AC microgrid configuration.

Apart from that, preliminary experimental results of the load

shedding profile show that several disconnection cycles of the

load may appear, which do not allow a continuous supply

of energy to the load. This fact is particularly critical for

many appliances that need to be energized for a minimum

continuous time to get the job done (for instance, dishwashers

or laundry machines in household microgrids). In order to

overcome this problem, the proposed approach is comple-

mented with an optimal scheduling for determining the times

of load connection based on a 24-hour-ahead forecasting of

generation and consumption. The proposed load scheduling

minimizes the disconnections of the load and ensures the

maximum time for continuous load supply with a horizon of

one day. Nevertheless, the load shedding function continues

operating in order to ensure safe operating limits for the ESSs

by regarding possible mismatches between forecast and real

operation.

Section II presents general characteristics of an islanded

microgrid considered as study case, section III introduces the

centralized control strategy architecture. Section IV defines the

parameters and the main characteristics of the experimental

microgrid. Finally, section V shows partial results without the

optimized load disconnection, introduces the definition of the

optimization problem and presents final results. The proposed

architecture is validated in an experimental microgrid setup

where a real wired communication system is used between

the central controller and the distributed energy resources.

II. SMALL-SCALE MICROGRID

The small-scale microgrid selected as study case is com-

posed of hybrid PV-WT generation units, distributed ESSs

based on batteries, an aggregated load and a microgrid central

controller (MGCC) which is communicated with the dis-

tributed resources by means of a full-duplex communication

channel as shown in Fig. 1.

The microgrid is able to operate almost autonomously by

means of a multi-master slave configuration [25]. Here, the

ESSs are the master units who share the responsibility of

forming the common bus voltage by defining its amplitude



Fig. 2: Topological circuit operation of the microgrid.

and frequency, while ensuring the power balance in the is-

landed microgrid. The ESSs will be charged or discharged

based on the unbalance between generation and consumption.

Meanwhile, RESs are slave units that behave as power sources

operating in current control mode (CCM) [23]. The primary

controllers of the ESSs and RESs have been designed with

a fast dynamic response compared with the slow dynamic

required for charging and discharging the ESSs. Therefore, the

master units (ESSs) can be represented with a voltage source

in series with an output admittance, and the grid-following

units (slaves) are represented with a current source in parallel

with an admittance as shown in Fig. 2 [31].

The power balance is shared between distributed ESSs by

means of conventional P − ω droop control loops. This fact

allows an effective power sharing without any communication

between distributed ESSs [32]. Therefore, the frequency at the

common ac bus is established by the following equation,

ω = ω∗ −Kp · PBati (1)

where, Kp is the droop coefficient, ω is the angular frequency

at the common bus, ω∗ is the reference of the angular

frequency and PBati is the active power at each i-th ESS unit

(i = [1, 2]).
On top of that, a microgrid central controller (MGCC)

operates as a supervisory entity responsible for coordinating

the control actions among distributed units.

III. MICROGRID CENTRAL CONTROLLER - MGCC

The MGCC is responsible for performing three specific

tasks oriented to ensure safe operational conditions for the

ESSs based on batteries. The tasks of MGCC are: SoC equa-

lization for avoiding uneven degradation of distributed ESSs,

active power curtailment of the energy generation from RESs,

which avoids overcharge of the ESSs, and load-shedding for

preventing over-discharge of the ESSs based on batteries.

A. SoC Equalization for distributed ESSs

The equalization of the SoC is based on the fact that

the rate of change of the SoC for the i-th ESS (mSoCi =
∆SoCBati/∆t) is directly proportional to the battery power

(PBati ∝ mSoCi). Therefore, by adjusting mSoCi, and con-

sequently the battery power, it is possible to achieve the

equalization of the SoC as shown in Fig. 3.

This behaviour can be achieved by weighting the droop

coefficient (Kp) in equation (1) by a factor αi in each ESS

unit. Therefore, equation (1) can be modified as follows

ω = ω∗ −Kp · αi · PBati (2)
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Fig. 3: Expected behaviour for the equalization of SoCs.

P
Bat1

P
Bat2

P(W)P
Bat1

=P
Bat2

=*-(K
p
*

2
)*P

Bat2

*



*
 (rad/sec)


1>

=*-(K
p
*

1
)P

Bat1


2


1
=

2

Fig. 4: Droop adjustment.

In Fig.4 is possible to see that |PBat2| > |PBat1| by making

(α1 > α2). Also, it is possible to see from Figs. 4 and

3 that the relationship between mSoCi and αi is inversely

proportional. Therefore, the problem of equalizing the SoC

between distributed ESSs is reduced to determine the proper

value of each αi.

First of all, the SoC at each ESS can be estimated by

ampere-hour (Ah) counting method

SoC(∆t)Bati = SoC(0)Bati −

∫ ∆t

0

ηBati

IBati(τ)

CBati

dτ (3)

where, SoC(0)Bati is the initial SoC, CBati is the capacity

in (A · h), ηBati is the charging/discharging efficiency, and

IBati(τ) is the instantaneous current at each battery array. By

assuming a constant current charge, the power at each battery

array can be approximated as

PBati ≈ VBati ∗ IBati (4)

where (VBati) is the voltage of the battery array in each ESS.

Then, from (3) and (4) is possible to obtain

PBati ≈ −
∆SoCBati

∆t

(

VBatiCBati

ηBati

)

≈ −mSoCiKBati (5)

where, KBati is a variable that contains the information about

the main parameter of each battery array.

In general, for n distributed generators and storage units

integrated into the microgrid, it is easy to derive the power

balance equation as:

n
∑

i=1

PBati +

n
∑

i=1

PRESi − Pload = 0 (6)



where Pload is the aggregated load consumption, and PRESi

is the power supplied by each RES. Combining (5) and (6):

n
∑

i=1

(−mSoCiKBati) +

n
∑

i=1

(PRESi − Pload) = 0 (7)

Also, under constant current charge, the behaviour of the

SoC in a period (∆t) can be approximated by the straight-line

equation:

SoC(∆t)Bati = SoC(0)Bati +mSoCi∆t (8)

where, SoC(0)Bati is the initial value and SoC(∆t)Bati is the

value after ∆t. For ensuring SoC equalization in a period ∆t,
it is required that the final value is the same for all the ESSs

(SoC(∆t)Bat(i−1) = SoC(∆t)Bati = SoC(∆t)Bat(i+1)).

Then:

SoC(0)Bat1 +mSoC1∆t = SoC(0)Bat(2) +mSoC(2)∆t;

SoC(0)Bat2 +mSoC2∆t = SoC(0)Bat(3) +mSoC(3)∆t;

...

SoC(0)Bat(n−1) +mSoC(n−1)∆t

= SoC(0)Bat(n) +mSoC(n)∆t;

(9)

At this point, it is possible to solve the linear system com-

posed of equations (7) and (9) in order to obtain the different

values of mSoCi for all ESSs. Afterwards, the weighting factor

αi in (2) can be obtained for each ESS droop control loop by

taking into account that:

α1 · PBat1 = α2 · PBat2 = αi · PBati (10)

where,

α1 ·mSoC1KBat1 = α2 ·mSoC2KBat2

= αi ·mSoCiKBati (11)

In order to achieve appropriate dynamic response and ensure

the stability in the operation of the microgrid, the droop

coefficient (Kp) should be limited to a nominal value as

explained in [31], [33]. Because of that, the maximum value

of the weighting factors should be 1, when Kp is set to

its nominal value. Therefore, it is important to assign the

maximum value of the weighting factor in accordance to the

following criteria:

1) The charge or discharge of the ESSs: First, it is

necessary to determine if the batteries are being charged

(sign(PBati) = 1) or discharged (sign(PBati) = −1). Under

the discharge process, for balancing the SoC, the ESS with the

highest SoC should supply more power to the microgrid than

the others. On the contrary, when the ESSs are being charged,

the ESS with the smallest SoC should get more energy from

the microgrid than the others.

2) The state of charge of the ESSs: When the ESSs are

being charged, the ESS with the smallest SoC should get

more energy from the microgrid than the others. Then, the

largest weight is assigned to the ESS with the biggest value

of SoC (see equation (10)). On the contrary, when the ESSs

are being discharged the ESS with the highest SoC should

supply more power to the microgrid than the others. Then,

the largest weight is assigned to the ESS with the smallest

value of SoC.

The maximum weight is defined by (Kmin/Kmax), where

Kmin and Kmax are the minimum and maximum values of

the parameter defined in (5). In this way, it is ensured that

the droop coefficient (α · Kp) will never be greater than its

nominal value. The other values of the weighting factor are

obtained from equation (11).

3) Operation out of the equalization time: Since the equa-

lization will be applied only when there are differences in

the SoC and during a specified period, it is required to

define how the weighting factor will be established during

periods of no equalization. This is an important fact that

has not been considered previously by other strategies for

SoC equalization, specially for the operation of distributed

ESSs with different capacities. Once the equalization has been

achieved, an equal charge/discharge rate is expected for all

the ESSs in order to unify the profiles of the SoCs, this is

(mSoCi−1 = mSoCi = mSoCi+1). Due to differences at the

capacities of the ESSs, the largest value of the weighting

factor will be assigned to the ESS with the smallest capacity

(αi = 1). In this way, the ESSs with the smallest capacity

will contribute with less power in the power sharing defined

by droop control loops. Meanwhile, the others ESS units will

get a weighting factor in accordance to the following ratio:

αi =
Kmin

KBati

(12)

In this way, the power sharing is proportional to the capacity

of the ESSs. The Pseudo-code 1 summarizes the SoC equa-

lization program and the assignment of the weighting factors

for the microgrid considered as case study (n = 2).

B. Active Power Curtailment of RESs

It is expected to obtain from RESs the maximum amount

of available energy. Due to their unpredictable behaviour,

maximum power point tracking (MPPT) algorithms are used

for ensuring the operation of PV and WT generators on

their point of maximum generation (PMPPT (RESi)). MPPT

strategies are not considered in this paper, interested readers

may refer to [34], [35].

When there is surplus of power generation compared to

power consumption in the islanded microgrid, the ESSs can

get fully charged (SoCBati ≥ SoCmax). At this point, for

preventing further battery charge, it is required that PBati = 0.

Then, the power generation from RESs has to be curtailed [17],

[36] while the power balance in the system should be ensured.

n
∑

i=1

PRESi − Pload = 0 (13)

To do that, the power reference (P ∗), normally derived from

the MPPT system, will be weighted by a curtailment index (βi)

where, (0 ≤ β ≤ 1). Then, in steady state:

PRESi ≈ P ∗ = βiPMPPT (RESi) (14)

In the case of distributed RESs, the question is how much

energy should be generated from each RES. In the proposed

control architecture, the power contribution of each RES



Pseudo-code 1 Equalization Program

1: function F(KBati, PRESi, Pload, SoCBati, Sign(PBati))
2: Kmax = max(KBat1,KBat2);
3: [Kmin, index] = min(KBat1,KBat2);
4: if SoCbat1 6= SoCbat1 then
5: A = [−KBat1,−KBat2; ∆t,−∆t]
6: B = [−(PRES1 + PRES2 − Pload); (SoCBat2 −

SoCBat1)]
7: Solve X = A−1 ×B;
8: if Sign(PBat1) and Sign(PBat2) = 1 then
9: if SoCBat1 > SoCBat2 then

10: α2 = (Kmin/Kmax);
11: α1 = α2(KBat2 ·X(2))/(KBat1 ·X(1))
12: else
13: α1 = (Kmin/Kmax);
14: α2 = α1(KBat1 ·X(1))/(KBat2 ·X(2))
15: end if
16: else
17: if SoCBat1 > SoCBat2 then
18: α1 = (Kmin/Kmax);
19: α2 = α1(KBat1 ·X(1))/(KBat2 ·X(2))
20: else
21: α2 = (Kmin/Kmax);
22: α1 = α2(KBat2 ·X(2))/(KBat1 ·X(1))
23: end if
24: end if
25: return α1, α2

26: Wait for ∆t
27: else
28: switch index do
29: case 1
30: α1 = 1;
31: α2 = (Kmin/KBat2);

32: case 2
33: α1 = (Kmin/KBat1);
34: α2 = 1;

35: end if
36: end function

(PRESi) will be proportional to its maximum available Power

(PMPPT (RESi)). Then:

PRES1

PRES2
=

β1

β2
(15)

The Pseudo-code 2 summarizes the program for determining

the curtailment indexes (βi) for the case study microgrid

(n = 2). The program basically solves the linear system

composed of equations (13) and (15). This program will be

activated once the SoC of any of the distributed ESSs reaches

the threshold value (SoCmax) and will be maintained provided

that the maximum available power is greater than the power

consumption (PMPPT (RES1) + PMPPT (RES2) > Pload).

C. Load Shedding

Over-discharge of ESSs based on batteries may not only

affect the performance of the batteries but also affects the

stability of the islanded microgrid. Below certain voltage

value, the stored energy of the batteries can be considered as

completely delivered, and the voltage would drop quickly if the

discharge continues. This fact may affect the regulation of the

microgrid because the voltage of the batteries will approach

rapidly to zero. Because of that, over-discharge of batteries

Pseudo-code 2 Curtailment Index

1: function F(PMPPT (RES1), PMPPT (RES2), Pload)
2: if (SoCBat1 ≥ SoCmax ‖ SoCBat2 ≥ SoCmax) then
3: do
4: A1 = [PMPPT (RES1), PMPPT (RES2);

PMPPT (RES2),−PMPPT (RES1)];
5: B1 = [Pload; 0];
6: Solve X1 = A1−1 ×B1;
7: β1 = X1(1);
8: β2 = X1(2);
9: while PMPPT (RES1) + PMPPT (RES2) > Pload

10: else
11: β1 = 1;
12: β2 = 1;
13: end if
14: end function

should be avoided once the batteries reach a cut-off value

commonly known as the end of discharge (EOD) voltage. This

value corresponds roughly to 20% of the SoC and is typically

specified by the battery manufacturers [4], [37].

Since, in the case study microgrid, there is not a dispatch-

able generator for supplying the load and charging the battery

at the same time, it is required to cut-off the load for keeping

a safe window for the SoC. Once any of the distributed ESSs

has reached the EOD voltage VBati ≤ EOD(V ), the MGCC

should send a command to the load control and metering unit

for disconnecting the load xLOAD = 0.

When the load is disconnected, the ESSs will be charged

in accordance to the available energy from RESs. For the

proposed control architecture, it is considered a reconnection

of the load once the SoC in both ESSs is greater than 60%

(xLOAD = 1). The Pseudo-code 3 summarizes the program

for load-shedding.

Pseudo-code 3 Load-shedding

1: function F(SoCBati, VBati)
2: if (Vbat1 ≤ EOD ‖ Vbat2 ≤ EOD) then
3: do
4: xLOAD = 0;
5: while SoCBat1 ≤ 60 & SoCBat1 ≤ 60
6: else
7: xLOAD = 1;
8: end if
9: end function

IV. CASE STUDY MICROGRID

Table I summarizes the main parameters of the case study

islanded ac microgrid which is composed of two RESs, two

ESSs and a resistive aggregated load as shown in Fig. 1.

A. Experimental Setup

The experimental setup can be divided into four part as can

be seen in Fig. 5.

1) MGCC: It has been deployed by using LabVIEW in

a central computer. The LabView platform contains all the

supervisory tasks performed by the MGCC explained in the

previous section.



TABLE I: Parameters of the Microgrid
Parameter Symbol Value

Power Stage

Nominal Bus Voltage E∗ 230 ∗
√
2 V

Nominal Bus Frequency f∗ 50 Hz

Inverter inductors L1, L2 1.8 mH

Filter Capacitor C 27µF

ESSs Parameters

Nominal Voltage V Bat 720 V

End-of-discharge voltage EOD 685 V

Maximum SoC SoCmax 90 %

Minimum SoC SoCmin 30 %

Battery Capacity Cbat 10 Ah

Maximum power for ESSs Pmax 2000 W

Equalization time ∆t 30 min

Power flow Control

Droop Coefficient (P − ω) Kp 1.2 ∗ 10−5 rad/s/W

Droop Coefficient (Q− E) Kq 5 ∗ 10−4 V/VAr

Reactive power reference Q∗ 0 VAr
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Fig. 5: Experimental setup configuration.

2) Hardware part: It is composed of four inverters Danfoss

(2.2 kW), LCL filters and measurement sensors. Fig. 6 shows

an image of the experimental setup. All the inverters are

supplied by a stiff dc bus of 650V which emulates the

intermediate dc-link between the grid-side inverter and the

energy source.

Fig. 6: Image of the Experimental Setup.
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Fig. 7: Scheme of the primary control for ESSs.
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Fig. 8: Scheme of the primary control for RESs.

3) Real-Time simulation part: It is implemented in a

dSPACE1006 control board which contains detailed models

of the batteries, as proposed in [38], for emulating their slow

and fast dynamics. RESs are emulated as constant power

generators. Then, the control board contains the generation

profiles of RESs. On top of that, the Real-Time control board

contains the primary controllers and generates the control

signals for each inverter.

Fig. 7 shows the scheme of the primary control for ESSs

which is composed of an inner current control loop, outer

voltage control loop, the droop control loop, which is adjusted

by the signal αi, and the encoder/decoder units for linking the

ESS with the communication channel. Similarly, Figs. 8 shows

the scheme of the primary control for RESs. The reference of

the inner current control loop is determined by the MPPT

algorithm, which is weighted by the parameter βi.

4) Communication channel: It is a wired full-duplex com-

munication channel, where the User Datagram Protocol (UDP)

is used for interchanging data between each distributed energy

unit and the MGCC. The data set sent from each RES (XRESi),

each ESS (XESSi), and the load (XLOAD) are:

XRESi = [PRESi, PMPPT (RESi)]
T

(16)

XESSi = [KBati, SoCBati, Sign(PBati)]
T

(17)

XLOAD = [Pload]
T

(18)

Meanwhile, the data set sent from the MGCC to the distributed

units yCC , is defined as:

yCC =







[αi]
T , for ESSi;

[βi]]
T , for RESi;

[xLOAD] , for LOAD.

(19)



The effect of communication delay has not been considered

in this paper. Possible delays in the communication are mainly

due to the processing performed by the protocol and the

execution time of the programs, while the propagation delay

can be neglected in this kind of wired LAN applications

[39], [40]. The estimated maximum latency of a simple LAN

Ethernet network is up to 1.85 ms, under full-size frame of

1518 bytes [41]. In addition, the maximum execution time

of the programs in the MGCC is around 150 ms. Previous

works have analysed the impact of communication delay for

an islanded microgrid communicated with a central secondary

control where the microgrid is able to keep good performance

for communication delays up to 200ms [42]. On top of that, by

considering fast dynamic response of the primary controllers,

the dynamic interaction of the microgrid with the MGCC

depends mainly on the times for charging or discharging the

batteries (seconds, minutes or hours depending on the battery

capacity). Therefore, it is still acceptable to neglect the time

delay.

B. Stability Considerations

Since the droop control loops will be adjusted for the

equalization of the SoCs, it is important to evaluate the

dynamic performance of the microgrid operating as shown in

Fig. 2, with both ESSs as master units, with adaptive droop

coefficients. The stability analysis and dynamic models are

completely explained in [31], where stable dynamic response

with minimum damping is ensured by selecting the nominal

values of the droop coefficients (Kp and Kq). Interested

readers may refer to [31] for deeper explanation about the

small-signal model.

However, the equalization program in (Pseudo-code 1) may

generate negative values of the weighting factors αi after

solving the linear equation system in the program. In this

case, the dynamic response of the microgrid will be unstable as

shown in Fig. 9, where α1 is kept at 1 (the droop coefficient of

ESS1 is kept on its nominal value) and α2 changes between

-1 to 1 (the droop coefficient of ESS2 is adjusted). Fig. 9

shows that the system is stable for positive values of the

weighting factors and unstable for negative values. In light

of the above, the weighting factors should be limited to zero

in the lower limit to avoid negative values. This fact may cause

that more than one iterations are required before reaching the

equalization but the stability of the microgrid is ensured.

C. Selection of the Equalization Time ∆t

The minimum time for executing the equalization program

(∆tmin) is restricted by the maximum power that each ESS

can manage (Pmax) in accordance to:

∆tmin = −
∆SoCmax

Pmax

Knom (20)

where, ∆SoCmax is the maximum variation in the SoC during

equalization, Knom is calculated with the largest capacity

value among the distributed ESS units in the microgrid and the

nominal voltage of the battery array as shown in equation (5).

The equalization time can be selected with any value larger
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Fig. 9: Root locus plot of the microgrid under adjustment of

weighting factors αi.

than (∆tmin). However, it is advisable to select the equaliza-

tion time (∆t) closer to (∆tmin), for faster equalization. In

this case study, it is considered a maximum variation of SoC

(∆SoCmax = 10%) and (∆t = 30min).

V. RESULTS

In order to speed-up the implementation time, the exper-

iments have been scaled in the time base of 1 hour to 20

seconds (3600s → 20s). Therefore, a time horizon of 24 hours

corresponds to 480 seconds. Accordingly, the real capacity of

the battery, Cbat, is scaled for the experiment by applying the

simple relation,

Cbati(expe) = Cbati(Ah) ∗
20s

3600s
(21)

Initially, two experiments has been performed in order to

evaluate the operation of the microgrid with the MGCC under

different operational conditions of the microgrid.

A. First Experiment

The first experiment considers surplus of energy generation

in a time horizon of 24 hours, for a constant load consumption

of 690 W . Additionally, the experiment considers different

battery capacities for each ESS; (CBat1 = 5 A · h for

ESS1 and CBat2 = 10 A · h), and different initial SoC

in each ESS (SoCBat1 = 70 % and SoCBat2 = 80 %).

Fig. 10 shows: (a) the SoCs, (b) the error value, defined as

(Error = SoCBat2 − SoCBat1), (c) the battery voltages in

both ESSs, (d) the power shared between distributed ESSs, (e)

and (f) show the power generation profiles (PRESi) and the

maximum power available for each RESs (PMPPT (RESi))
for RES1 and RES2 respectively. For an easy explanation, Fig.

10 is divided into four time slots (S1 to S4) as follows:

S1 (t0-t1): The ESSs are discharged while the equaliza-

tion program reduces the Error and equalizes the SoCs

by adjusting the active power shared by the ESSs. It is

possible to see that at least two iterations of the equalization

program are required to reach Error = 0. In general, the

additional iterations in the equalization process are due to three

main reasons: 1) the equalization program is based on linear

models which do not consider dynamic and transient responses

of the microgrid. This fact causes mismatches between the

expected behaviour shown in Fig. 3 and the real dynamic

behaviour, 2) the consumption and generation were assumed
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Fig. 10: Experimental results considering surplus in power

generation.

as constant during the equalization time. However, due to

the unpredictable behaviour of RESs or even changes in the

load consumption, the conditions for equalization are not held

during the equalization time, 3) as mentioned in section IV.

B., the lowest value in the weighting factors is limited to zero.

Despite the aforementioned conditions, the equalization can be

achieved within few iterations.

S2 (t1-t2): During this stage, the ESSs are discharged and

charged while keeping the power balance in the microgrid. In

Fig. 10(d), it is possible to see how the power shared by each

ESS is proportional to its battery capacity in order to keep

equalized the SoCs (|PBat2| ≥ |PBat1|).

It is possible to see from t1 that the equalization program

keeps equalized the SoCs and ensures equal SoC profiles for

the distributed ESSs. This response emulates the behaviour

that would have a single aggregate energy storage unit. In

the end, this is reflected in uniform conditions of degradation

and cycle for the distributed ESSs. Also, this fact allows an

easy definition of unified coordinated actions in the microgrid,

which ensure operation of the distributed ESSs within a safe

operation window for the SoCs.

S3 (t2-t3): At t2, the SoCs in the ESSs reach the SoCmax

value. As a consequence, the active power curtailment program

is activated and the power generation from RESs is adjusted

proportionally to their own maximum available power. This

behaviour keeps the power balance in the microgrid and avoids

overcharge of the ESSs. Additionally, it is possible to see how
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Fig. 11: SoC and power sharing profiles: (a) with the equali-

zation program, (b) without equalization.

the equalization program manages to reduce any difference

that may appear between SoCs.

S4 (t3-): The power generation from RESs is not enough

to keep the power balance in the microgrid, then the ESSs

re-assume this responsibility and are discharged accordingly.

Fig. 11 shows the SoC and power sharing profiles obtained

experimentally with and without the proposed equalization

program. In this case, the capacity values have been exchanged

in comparison with the previous case (CBat1 = 10 A · h for

ESS1 and CBat2 = 5 A · h), but the initial SoC values and

profiles of consumption and generation are equal. In Fig. 11(a)

is shown that uniform SoC profiles are achieved even with

different values in the capacities. Also, it is possible to see

that the SoC profiles in Figs. 10(a) and 11(a) are pretty similar,

since the total capacity of the batteries is equal in both cases

(Ctotal = CBat1+CBat2 = 15A ·h). In particular, this would

be the behaviour of an aggregated ESS of 15A ·h without the

equalization time. Additionally, Fig. 11(a) shows that after the

equalization period (S1), the power is shared proportionally to

the capacity of each ESS (|PBat2| < |PBat1|). This behaviour

in the power sharing is inverse to the behaviour observed in

the previous case (Fig. 10(d)).

Fig. 11(b) shows the behaviour of the ESSs without the

equalization program. Here, the power is equally shared by

means of conventional droop control loops with equal values

of the droop coefficients. In this case, the amplitude of the

cycle and the depth of discharge (DoD(%)=100-SoC(%)) are

larger for ESS2 than for ESS1. Because of this, ESS2 will be

exposed to more degradation compared to ESS1. Additionally,

the overall degradation of the ESSs would be larger without

the use of the equalization program, since larger DoD values

are reached without the equalization (DoD ≈ 80 % in Fig.

11(b) compared with DoD ≈ 50 % in Fig. 11(a)).

B. Second Experiment

The second experiment considers more demand than gen-

eration in a time horizon of 24 hours. For this case, the

constant load consumption is increased to 1333 W with the

same generation used in the previous experiment. Apart from

that, this experiment considers the same battery capacity for

both ESSs (CBat1 = CBat2 = 10A · h). The initial SoCs are

set to 75 % for ESS1 and 85 % for ESS2. Fig. 12 shows:
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than generation.

(a) the SoCs, (b) the battery voltages in both ESSs, (c) the

error value, (d) the power shared between distributed ESSs,

and (e) the power generation profiles (PRESi) and the load

consumption (Pload).
S1 (t0-t1): The SoCs are equalized by adjusting the active

power shared by the ESSs. Here, it is also possible to see that

the equalization is achieved after more than one iteration of

the equalization program.

S2 (t1-t2): The ESSs are discharged with the SoCs com-

pletely equalized (Error = 0). The active power is shared

equally between the two ESSs because they have the same

battery capacity. At t2, the battery voltages drop until the EOD

value.

S3 (t2-t3): During this stage the load is disconnected in

order to prevent further discharge of the ESSs. The ESSs

are charged with all the energy available from the renewable

generation until the SoCs of ESSs reach the 60 % in t3.

S4 (t3-t4): The load is connected in t3 and the ESSs are

discharged and charged for keeping the power balance in the

microgrid. At t4 the battery voltages reach again the EOD

value.

S5 (t4-t5): The process is similar to S3, the load is discon-

nected in t4 and connected again in t5.

C. Optimized Load Disconnection

From Fig. 12(e) it is possible to see that the load can

have many connection/disconnection cycles during a day, due

to the intermittent nature of RESs generation. Despite the

fact that the disconnection of the load is inevitable under

certain operational conditions, intermittent connection and

disconnection cycles are not the best option for loads which

need continuous supply for performing specific task. To solve

this problem, the load can be shifted to be connected within

specific time slots in which continuous energy supply can be

ensured by the microgrid. In this sense, an optimization model

is used to schedule the load disconnection in order to minimize

the number of reconnection.

This optimization has been developed as a mixed integer

linear programming problem for a time horizon of T = 24
hours. The index h = 1, 2, . . . , H , is defined as the elementary

discrete times of the forecasted data where (H = T
∆h

= 24).

The optimization problem is tested by using data of generation

and consumption assuming 24-h ahead forecasted data, with

time slots of one hour (∆h = 1). The optimization problem

minimizes the objective function,

min
x̄

H
∑

h=1

ξ1 ∗ Pload∆h ∗ (1− zL(h))+

H
∑

h=1

ξ2 ∗ Pload∆h ∗ zstart(h) +

H
∑

h=1

ξ3 ∗ Pexcess(h)∆h (22)

in terms of the set of variables defined as,

x̄ =













zL(h)
zstart(h)
PBati(h)

SoC(Bati)(h)
Pexcess(h)













(23)

where, zL(h) and zstart(h) are binary variables related to

the load (zL(h), zstart(h) ∈ {0, 1} , ∀h), and Pexcess(h)
represents the surplus of RESs generation that may be curtailed

within the operation of the islanded microgrid. Here, the

powers and SoCs are considered as average values for every

time slot. Particularly, zL(h) defines the status of the load and

it is equal to zero if the load is disconnected, and, zstart(h)
is an auxiliary variable to identify when the load has been

connected. In (22), ξ1, ξ2 and ξ3 are cost coefficients with

ξ1 ≥ ξ2 > ξ3, in order to prioritize the connection of the load

over the storage of the surplus energy.

The first term in (22) corresponds to the penalization for dis-

connecting the load and will be zero if the load is connected.

The second term is the penalization for reconnecting the

load. In this way, the optimization problem will minimize the

number of reconnection and the load will be kept connected

for longer periods. The third term penalizes the curtailment of

RESs generation.

Furthermore, the model contains a set of constraints that

makes the problem feasible. To start with, the energy balance

should be fulfilled. This fact can be written as,

n
∑

i=1

PMPPT (RESi)(h)∆h+

nk
∑

k=1

PBati(h)∆h =

Pload∆h ∗ zL(h) + Pexcess(h)∆h, ∀h (24)
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Profiles.

where, PMPPT (RESi)(h)∆h is the energy provided by the

i-th RES. The variables in (24) are bounded as,

0 ≤ Pexcess(h) ≤

n
∑

i=1

PMPPT (RESi)(h), ∀h (25)

−Pmax ≤ PBati(h) ≤ Pmax, ∀h, i (26)

In order to use the variable zstart(h), the following condi-

tion should be established,

zstart(h) ≥ zL(h)− zL(h− 1), ∀h (27)

In this way, zstart(h) is set to 1 when zL(h) changes from

0 to 1, and the optimization problem determines the rest of

values in order to minimize the number of intermittent cycles

in the load.

Regarding the ESSs, the SoCs can be estimated as a function

of its previous value and the current power as,

SoCBati(h) = SoCBati(h− 1)−
ηBati

CBati

PBati(h)∆h, ∀h, i (28)

The SoC is limited in the range,

SoCmin ≤ SoCBati(h) ≤ SoCmax, ∀h, i (29)

And finally, the effect of the equalization is approximated

as,

SoCBat1(h) = SoC(Bat2)(h), ∀h ≥ 1, i ≥ 2 (30)

In this way, the ESSs are supposed to be equalized after the

first time slot (1 hour), but it can be changed for instance to

the second time slot by setting ∀h ≥ 2.

The operation of the MGCC is complemented with the

optimal scheduling for the load connection. However, due to

probable mismatches between the forecasted data and RESs

generation, as can be seen in Fig. 13, the connection of the

load is determined by the conjunction of the status signals

(xLOAD & zL) in order to avoid any operation beyond

specified operation limits for the ESSs.

Fig. 14 shows the operation of the microgrid complemented

with the optimal scheduling of the load connection. In addition

to the SoCs profiles, the voltages of the batteries, and the

RESs generation and load profiles (Figs. 14(a), (b) and (c)

respectively), Fig. 14(d) shows the status signals for enabling
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Fig. 14: Experiment results with optimized load connection.

the connection or disconnection of the load (xLOAD and zL).

It is possible to see that the load connection/disconnection

cycles are reduced during a day and continuous periods for

supplying energy to the load are ensured.

S1 (t0-t1): The load is scheduled to be disconnected (zL =
0) and the ESSs are charged by the available RESs generation.

S2 (t1-t2): The SoCs reach the SoCmax value. Then, the

active power curtailment program is activated and the power

generation from RES2 is reduced.

S3 (t2-t3): The load is scheduled to be connected (zL = 1)

and the ESSs compensate any mismatch between generation

and consumption. At t3 the battery voltages reach the EOD

value (xLOAD = 0).

S3 (t3-t4): The load is disconnected for preventing any

discharge of the ESSs beyond safe operating limits, even if

the load connection is still scheduled (xLOAD = 0 & zL=1).

This period shows the behaviour by considering mismatches

between prediction and real operation. As can be seen, safe

operation limits are still ensured.

S4 (t4-): The load is scheduled to be disconnected (zL = 0)

by the optimization program.

VI. CONCLUSION

This paper proposes a centralized coordination strategy for

small-scale islanded microgrids based on distributed energy

generation and distributed energy storage systems. The coordi-

nation strategy includes an effective method for equalizing the

state of charge, even for distributed ESSs with different capaci-

ties. The equalization function looks for uniform cycle profiles

and similar degradation of the distributed ESSs. Because of

this, the distributed ESSs can be seen as an aggregated ESSs

from the point of view of the coordination strategy. This fact

facilitates the definition of simple coordinated actions, such

as power curtailment and load shedding, since the threshold

levels for a safe operation of the distributed ESSs are reached



almost at the same time in all the distributed storage units.

The proposed strategy is ideal for the integration of distributed

active generators (RESs+ESS), in which the ESS has been

sized optimally for smoothing the variable nature of a specific

RES. Additionally, the strategy is complemented with an

optimization program which ensures a continuous supply of

energy to the load. As a result, the load can be shifted

accordingly for performing specific actions within specific

periods. Stable and reliable operations are considered and

ensured for the islanded microgrid and the strategy was tested

experimentally. The proposed strategy can be easily scaled for

microgrids with more distributed energy resources and loads.
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[11] N. L. Dı́az, T. Dragičević, J. C. Vasquez, and J. M. Guerrero, “Intelligent
distributed generation and storage units for dc microgrids - a new
concept on cooperative control without communications beyond droop
control,” IEEE Transactions on Smart Grid, vol. 5, pp. 2476–2485, Sept
2014.

[12] T. R. Oliveira, W. W. A. G. Silva, and P. F. Donoso-Garcia, “Distributed
secondary level control for energy storage management in dc micro-
grids,” IEEE Transactions on Smart Grid, vol. PP, no. 99, pp. 1–11,
2016.
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