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Abstract: Holographic-type communication (HTC) permits new levels of engagement between re-
mote users. It is anticipated that it will give a very immersive experience while enhancing the sense
of spatial co-presence. In addition to the newly revealed advantages, however, stringent system
requirements are imposed, such as multi-sensory and multi-dimensional data capture and repro-
duction, ultra-lightweight processing, ultra-low-latency transmission, realistic avatar embodiment
conveying gestures and facial expressions, support for an arbitrary number of participants, etc. In
this paper, we review the current limitations to the HTC system implementation and systemize the
main challenges into a few major groups. Furthermore, we propose a conceptual framework for the
realization of an HTC system that will guarantee the desired low-latency transmission, lightweight
processing, and ease of scalability, all accompanied with a higher level of realism in human body
appearance and dynamics.

Keywords: HTC; HTC implementation challenges; HTC system

1. Introduction

In the past ten years, there has been a lot of research in the field of holographic-type
communication (HTC), including new ways of digital human representation and inter-
action. Technology advancements, particularly in three-dimensional (3D) data capturing
techniques, processing power, virtual, augmented, and mixed reality (VR, AR, and MR)
technologies and enabled devices, as well as networks of next generation, will soon make
possible what has only been pictured in movies. The COVID-19 pandemic also gave a
very big boost to the industry involvement in the development of holographic commu-
nication because billions of employees had to stay isolated for long periods of time with
limited social interaction. The great benefits of HTC are the ability for immersive and
spatially aware communication and interaction within six degrees of freedom between
remote users, virtually represented in 3D space. Traditional two-dimensional (2D) video
conferencing systems such as Webex, Zoom, MSTeams, etc., do not support the above and
fail in providing consumers with the natural non-verbal cues that typically exists in real
face-to-face communication scenarios such as gaze direction, gestures, tactile feedback,
spatial faithfulness, depth perception of the physical environment, physiological signals,
etc. [1]. This severely limits both the feeling of co-presence and the possibility for remote
task collaboration. Many office workers will need more immersive kinds of digital inter-
action because the amount of time spent working outside the workplace is predicted to
rise over the next ten years. When working remotely, more than half of them said they
would like a multi-sensory digital workstation at the office [2]. On the other side, HTC
appears as a promising solution that can even offer its users the benefit of the development
of haptic technology, which adds the tactile sensing of digital items. Therefore, in addition
to the basic communication purposes, it is justifiably considered in various applications,
such as entertainment and gaming, architecture and construction, healthcare, education
and training, tourism and heritage, industrial engineering, etc. [1,3,4].
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An emblematic HTC system, called Holoportation, was developed by the Microsoft
team in the middle of the past decade [5]. It is described as an end-to-end immersive
system which is capable of real-time 360° capturing and transmission of people, objects,
and movements. Each user who enters the captured space is virtually teleported to a
remote site, where another user wearing an AR/VR headset can perceive him/her visually
and audibly. Despite the significant breakthrough, the work’s great contributions were
accompanied by some serious limitations, such as great amount of high-end hardware
required for the functioning of the system, the need of high-capacity network connections
allowing low-latency communication between the remote participants, the need for efficient
compression schemes for lower bandwidth, the need for effective algorithms to correct
the appearance of reconstruction artifacts, the need for real-time tracking algorithms,
and development of algorithms for realistic real-time gaze-aware facial reenactment [5].
Moreover, one of the drawbacks was that system scalability was not considered at all. Even
considering the latest developments in HTC, it should be noted that these limitations are
still relevant.

The beneficial employment of HTC in various fields of applications requires thorough
analysis on the experienced problems. Therefore, we aim to emphasize the key HTC system
challenges and aid the research community and industry in the development of this immer-
sive technology. Accordingly, we examine the latest works on the topic and systematize the
most important challenges in implementation faced by any HTC systems. We also review a
number of already existing HTC systems, comparing their performance parameters and
inferring the challenges which they experience. Additionally, we believe that the path
to the realization of holographic communication does not only go through technology
advancements but also through applying smart ways of data processing, compression,
visualization, and transmission. In this sense, we propose a conceptual framework for a Re-
alistic Adaptive Dynamics Integration (RADI) system to enable an immersive, lightweight,
and low-latency holographic type of communication. The contributions of this work
are two-fold:

• Systematized review of HTC system implementation challenges and comparison
between already implemented HTC systems;

• Development of a conceptual framework for a smart HTC system.

1.1. Literature Review and Selection Methodology

The review of existing HTC implementations is made by examining relevant papers
on the topic from the past five years. A total of 91 papers out of 336 were chosen to be
included in the review, after analyzing their contents and topics related to the concept of
this work. The literature review was conducted following the Preferred Reporting Items
for Systematic Reviews and Meta-Analyses statement (PRISMA) [6] and is illustrated in
Figure 1.

We searched the Google Scholar database for papers relevant to the topic of HTC.
The key words and word combinations which we used during the screening process
were: holographic-type communication, holographic-type communication systems and
challenges, ultra-low-latency communication, telepresence, MR telepresence systems, MR
remote collaboration, AR/VR/MR communication, metaverse, immersive technologies,
holographic technology, holographic displays, 3D displays, and others. The search resulted
in 336 records, of which 6 were excluded due to record duplication; thus, 330 records were
screened in total. Then, 155 more were excluded on the basis of the papers’ subject matter
according to their abstracts. We assessed the remaining 175 papers as eligible for this
study and examined their content in detail. Finally, 91 papers were considered as the most
relevant on the topic and were included in the review of HTC system challenges.
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Figure 1. Summary of PRISMA flowchart of the article selection process for this review.

1.2. Paper Structure

The structure of the paper is illustrated in Figure 2. Section 1 contains a brief intro-
duction to the topic. In Section 2, the motivation for this work is given. Section 3 presents
an overview of the typical HTC system and gives an insight to the main processes that it
should perform. HTC system challenges are summarized into three sections (Sections 4–6),
each of which is subdivided into more subsections depending on specific elements. A dis-
cussion of the implemented HTC systems included in this review is presented in Section 7.
Section 8 presents the proposed conceptual framework for a Realistic Adaptive Dynamics
Integration (RADI) system. Finally, the paper is concluded in Section 9.

Figure 2. Paper structure.
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2. Motivation

Since HTC became an emerging topic in various fields of applications, a thorough
analysis of its current realization limitations should be presented. To our best knowledge,
by the time of writing this paper, no especially devoted works or holistic overviews of the
HTC system’s implementation limitations and challenges exist. Most of the survey papers
which we examined [1,3,4,7–15] focus on the current state of MR remote collaboration sys-
tems. These are systems that allow remote users to communicate, interact, and collaborate
on different work tasks with the aid of the immersive AR and VR technologies without any
geographic restrictions. However, the same survey papers do not extensively discuss the
problems that such systems experience. Other works, such as [16,17], put an emphasis on
challenges, but they do not put an emphasis on the problems that typical HTC systems
experience. Table 1 presents an overview of the reviewed survey papers, with a comparison
related to some performance parameters.

However, in order to fill the gap between the HTC system conceptualization and the
HTC system realization for mass use, a complete knowledge of system challenges must
be provided. The motivation behind this work is to clearly define the main HTC system
implementation challenges and to aid researchers in the development of this prospective
and exciting technology. In order to do this, we review above 30 works that describe the
implementation of HTC systms and examine the challenges they face. To achieve a better
overview of the experienced system limitations, we examine some other studies of HTC
components specifics, such as data capturing [18–22], processing and transmission [23–39],
visualization [12,40–45], system scalability [16,46], avatar embodiment [47–50], non-verbal
cues [51–55], security and privacy [56–58], and system evaluation [59–63].

Table 1. Related surveys.

Reference Year Topic Main Research Aspects

[3] 2019 Current state of collaborative
MR technologies

A review of MR collaborative technologies according to their
application area, types of display devices, collaboration setup,

and user interaction and experience aspects.

[8] 2019 Revisiting collaboration
through MR

A review of MR collaboration according to time and space
dimensions, participants’ role symmetry, artificiality, collaboration

focus, and collaboration scenario. Review of foreseeable direction for
improving collaborative experience.

[9] 2019 A survey of AR/MR-based
co-design in manufacturing

A review of state-of-the-art AR/MR-based co-designed systems in
manufacturing in terms of remote and co-located collaboration,

real-time multi-user collaboration, and independent view
collaboration. Reviewing research challenges and future trends.

[13] 2020 A survey of collaborative
work in AR

A review of papers along the dimensions of space, time, role
symmetry, technology symmetry, and input and output modalities.

[14] 2020 A review of extended reality
(XR) in spatial sciences

Review of research challenges and future directions in XR domain in
terms of technology (display devices, tracking, control devices and
paradigms for 3D user interface,visual realism, level of detail and

graphic processing, bottlenecks in reconstruction and role of artificial
intelligence (AI) in automation), design (visualization and interaction

design), and human factors.

[15] 2020 A review of MR

A review following MR application framework that comprises a layer
for main system components, a layer for architectural issues for

component integration, an application layer, and a user
interface layer.
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Table 1. Cont.

Reference Year Topic Main Research Aspects

[1] 2021
A review of AR/MR remote

collaboration on
physical tasks

A review of AR/MR remote collaboration papers from the following
aspects: collection and classification research, using 3D scene

reconstruction environment and live panorama, periodicals and
conducting research, local and remote user interfaces, features of user
interfaces, architecture and shared non-verbal cues, application, and
toolkits. Review of limitations and open research issues in the field.

[4] 2021
A review of the existing

methods and systems for
remote collaboration

A review of Microsoft Hololens applications divided by application
area, visualization technology (AR and MR), and functionality

(visualization, interaction, and immersion).

[7] 2021
A survey of synchronous AR,

VR, and MR systems for
remote collaboration

A review of the recent developments of synchronous remote
collaboration systems in terms of environment (meeting, design, and
remote expert), avatars (cartoon, realistic, full body, head and hands,
upper body, reconstructed model, video, AR annotations, hands only,
and audio avatar), and interaction (media sharing, shared 3D object
manipulation, 2D drawing, mid-air 3D drawing, AR annotations, AR

viewpoint sharing, hand and gestures, shared gaze awareness,
and conveying facial expression).

[10] 2021 A survey of spatially
faithful telepresence

A review of the status of natural perception support, mobility and
viewpoints serving, transmitting and displaying volumetric videos,
viewpoint-on-demand, photo realism vs virtual world approaches,

glass-based vs screen displays, and XR’s role in 3D telepresence.

[11] 2021
A review of the existing

methods and systems for
remote collaboration

A review of the following remote collaboration aspects: electronic
devices (video cameras, projectors, display devices, HMD, smart
devices, and robot devices); displaying technologies (2D video

stream, 3D view, 360° panorama, AR, VR, and MR); and
communication cues (annotations, pointing, gestures, and gaze).

[12] 2021
A review of the current state

of holography and
3D displays

A review of recent accomplishments made in the field of holographic
3D displays, holographic data transmission, and rendering hardware.

[17] 2021 “Telelife” and the challenges
of remote living

Research on the “Telelife” challenges of remote interfaces, smart
homes, learning, collaborating, privacy, security, accessibility,

adoption, and ethics. Reviewing the grand technical challenges
facing the “Telelife” implementation.

[16] 2022
Scalable XR in the dimensions
of collaboration, visualization,

and interaction

A review of scalable XR according to its collaboration support
features, consistent and accessible visualization, and intuitive

interaction techniques. Review of future research directions in the
face of general research topics, scalability between different devices,

scalability between different degrees of virtuality, and scalability
between different number of collaborators.

THIS PAPER A review of HTC system
implementation challenges

A review of the challenges to the HTC system implementation
systematized in the following three groups: main technological
challenges (input and output (I/O) challenges, data processing

challenges, data transmission challenges, and HTC system
scalability challenges), representation challenges (avatar

embodiment challenges, gesture support challenges, gaze support
challenges, and emotions support challenges), and other

challenges (HTC system evaluation challenges and security and
privacy challenges). Comparison between already existing HTC

systems. Proposal of a conceptual framework for future HTC
system implementation.

3. Overview of a Basic HTC System

In general, to implement a low-latency HTC system, there are a few main operations
that must be performed at both local and remote user sites. These are multi-sensory data
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capturing and reproduction, data processing, and data transmission. A block diagram
of a basic HTC system is visualized in Figure 3. When a user acts as a transmitter in
the forward direction of the holographic communication pipeline, he/she (and eventu-
ally his/her local space) must be faithfully captured, processed, and transmitted to the
remote interlocutor. The capturing step involves spatially aware data acquisition for all
the five human senses, i.e., visual, auditory, tactile, olfactory, and gustatory, performed by
the blocks of 3D data capturing, spacial auditory data acquisition, tactile data acquisition,
olfactory data acquisition, and gustatory data acquisition, respectively. If multiple visual
data sources are used, they must be preliminarily synchronized. The tracking block is
involved in the capturing step to dynamically track the user’s gestures and movements.
Then, the acquired data are subjected to various processing measures, such as 3D visual
data reconstruction, multi-source stream synchronization, and data compression. The 3D
data reconstruction is performed by the block of 3D data reconstruction, where multi-view
data alignment, noise filtering, hole filling, mesh fitting, object detection and extraction,
etc., are performed. The synchronization between the streams coming from the local site,
and the synchronization between the local and remote signals are both completed by the
data synchronization block. The data compression is performed by the data compression
block. Finally, the heterogeneous data are transmitted through a network channel, as the
channel is represented by the network block. When the same user acts as a receiver in the
backward direction of the holographic communication pipeline, he/she needs to receive,
process, and reproduce the data obtained from the remote interlocutor. First, the received
data are decompressed by the data decompression block. Then, their visual part is spatially
rendered by the 3D data rendering block, and together with the remaining multi-sensory
information, they are synchronously reproduced to the local user via the multi-sensory
data reproduction block. Note that the forward and backward direction performances are
carried out simultaneously.

One typical application of such an HTC system is teleconsultation, where a local expert
may be assisted by a remote specialist during specific task completion. Teleconsultation can
be useful in various fields, such as medicine, architecture, education, design, etc. For this
purpose, the remote specialist has to be immersed in the local expert’s environment in
real time. Therefore, the local expert and his/her surroundings must be captured, recon-
structed, and further transmitted with low-latency to the remote specialist. Then, the remote
specialist will be able to faithfully perceive the captured space and to immediately give
instructions for the specific task completion. At the same time, the specialist can also be
captured, reconstructed, and transmitted to the local expert, making him/her feel as if
they are both present in the same space. The spatially aware communication between the
participants and the possibility of conveying non-verbal cues such as gaze, gestures and
face expressions permit new levels of remote user engagement. The interaction becomes
much more realistic, comparable to a real face-to-face scenario, and enables faster and
intuitive collaboration.

However, despite recent advances in multi-sensory data capturing and reproduction,
the increase in processing power, and the improvement in next-generation networks, it
seems that technology is still not matured enough to fully support the holographic type of
communication. In terms of current technology, the weaknesses in the major HTC system
components mentioned in the previous paragraph are discussed in the following Section 4.
User representation challenges (occurred due to some technology shortcomings), as well
as other important problems, are discussed later in Sections 5 and 6. The classification of
the HTC system implementation challenges on which the paper flow is based is given in
Figure 4.
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Figure 3. HTC system overview
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Figure 4. HTC system challenges classification

4. Main Technological Challenges in Implementing HTC
4.1. I/O Technologies

Visual perception is usually considered as the most important of the human senses;
therefore, I/O technology efforts are mainly concentrated on 3D visual content capturing
and visualization. However, even though volumetric data are much more informative than
2D content, they are also more challenging to be obtained, especially in the context of HTC.
This is due to several reasons. First, data capturing is required to be performed in real time.
This automatically excludes the usage of highly accurate laser scanners or 3D reconstruction
from multiple 2D images on a photogrammetry basis. Consequently, the second main
challenge is the accuracy of the acquired data. The fulfillment of the real-time capturing
requirement forces the developers to rely on more inaccurate but real-time-enabled devices,
such as structured light-based sensors (PrimeSense cameras, Kinect for Xbox 360 sensor),
Time-of-Flight (ToF) cameras (Microsoft Kinect v2 and Kinect Azure, [19,20,22]), or stereo
cameras (Intel RealSense cameras D series, [18]). A comparison of the three methods for
3D data acquisition is given in [21]. Currently, because of their disadvantages, structured
light sensors are sparsely used in contrast to the other two types of technologies. How-
ever, they also suffer from low precision capturing capabilities, low resolution, distance
range limitations (for both long and short perspectives), and most importantly—noise ad-
dition. Another key limitation is the narrow field of view (FOV). As an example, the Kinect
Azure reaches 120° × 120°, which is still much less than what human eyes may perceive
(200–220° × 130–135°). The narrow FOV, as well as the fact that an object cannot be captured
entirely from a single shot, impose the need of a multi-camera setup. This requires the
deployment of more than one camera sensors that must be precisely calibrated. However,
although camera calibration is a well-studied topic, it enforces the usage of calibration
markers, can produce appearance of alignment errors, and has lower reconstruction preci-
sion. Multiple camera installation in a customer scenario is also a hurdle because of the
significant increase in the financial costs. Using 360° cameras (e.g., Ricoh Theta, Samsung
360 Round, Insta 360 Pro, etc.) is also a popular solution to extensively capture the en-
vironment. They provide a high level of immersion in terms of visualization, but user
movements are limited to the camera position only, which corresponds to perceiving just
three degrees of freedom [64]. Finally, when speaking of capturing dynamics, high frame
rates are required to optimally convey the kinematics of movements without any lagging.
Naturally, this leads to increasing computational and transmission overload.

Along with 3D visual content capturing, 3D visual content visualization is an indis-
pensable part of one HTC system. An ideal 3D displaying technology must provide users
with highly immersive experiences supported by very high-resolution imaging within a
large FOV and a possibility for real-time interaction [44]. These factors must be simul-
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taneously maintained while ensuring the user perception with the following physical
(depth) cues: accommodation, conversion, stereo disparity, and motion parallax. Currently,
based on the reviewed papers on telepresence systems for remote communication and
collaboration, VR/AR head-mounted displays (HMDs) are the most often used in terms of
visualization. A comparison between different AR and VR headsets available on the market
can be found in [45]. However, even though considered as the technology that can provide
the highest immersive experience, HMDs are still far from reaching their full potential of
mimicking the human visual system. The FOV and the resolution provided by the headsets
are less than what human eyes may experience in real conditions, which impacts the level
of the perceived Quality of Experience (QoE). Another challenge in designing 3D displays
is the provision of user comfort [44]. In [40], some disadvantages of the current HMDs
are indicated, such as limited battery life, limited usage by a single user at the same time,
heaviness and inconvenience, obtrusiveness, low availability, high setup cost, and high re-
quirements on computation hardware. However, the greatest obstacle to providing comfort
is the so-called convergence–accommodation conflict. It is expressed in the mismatch of
the lens accommodation and the eye convergence depth cues. The image that is projected
on the HMD is displayed at a fixed distance from the human eye, which produces constant
accommodation, while the convergence angle may vary according to the scene [12]. This
is reflected in the user experiencing discomfort such as nausea, dizziness, oculomotor,
and disorientation. Some other factors such as quality of visualization, visual simulation,
type of content, type of user locomotion, and time of HMD exposure may also provoke
the user to experience some type of sickness. The authors of [42] extensively surveyed the
impact of the above factors in the occurrence of nausea, oculomotor, and disorientation
experiences by some VR users. However, along with the technical and comfort problems,
the challenge of using HMD in shared and social spaces also needs attention [43]. This in-
cludes the social acceptability of HMD, tracking isolation and exclusion, shared experiences
in shared spaces, and ethical implications of public MR. To combat the limitations of HMD
displays, super-multi-view displays or light field displays (LFD) [12,40,41] and volumetric
displays [12] are starting to appear. They are considered as non-obtrusive systems that
may be observed by an arbitrary number of users (with some considerations); the same is
not possible with the HMD. LFDs fight the accommodation–convergence conflict by being
able to reproduce some level of accommodation. This is possible thanks to moving the
image plane in and out of the display plane by redirecting the light rays to different voxel
regions of the display panel [12]. However, the continuous increase in the provided depth
is limited by diffraction occurrence among the voxels [12]. Research efforts are directed
toward multi-plane LFD, but occlusions between the different planes cause new types
of difficulties [12]. Significant work on LFD technology is presented by Holgrafika [65].
In [12], volumetric displays are considered as being able to overcome some of the multi-
plane LFD limitations, but again, the projection of an image outside the panel volume is
not possible. The authors of [12] outline the three main challenges impeding holography:
realistic holographic pattern computation from the 3D information in a reasonable amount
of time, data transmission to the visualization technology, and development of a suitable
3D display that can reproduce large holograms with high resolution at high refresh rates.

Except for the visual perception, a real face-to-face communication scenario involves
the utilization of all others human senses—auditory, tactile, olfactory, and gustatory. How-
ever, most of the studies concentrate their efforts just on visual perception, aiming to
provide realistic spatial information for users and their environments. Meanwhile, they fail
to address the need for spatial consistency between video and audio, which is a mandatory
condition for the realism of audio–visual perception. Just a few of the examined studies
consider the case of implementing spatial audio [66] or declare the need for it [17,67,68].
Similar to auditory sensation, tactility is also a premise for immersive interaction, but it
is usually neglected due to its challenging integration in the communication systems [69].
Currently, the most common tactile appliances are the so-called smart gloves and e-skin-
based interfaces, which are often uncomfortable to use and thus negatively impact users’



Sensors 2022, 22, 9617 10 of 31

QoE. Another issue is how to ensure bidirectional interaction by simultaneously provid-
ing tactile sensation and localized haptic feedback, which is still in the infancy stage of
research. However, many studies declare the need for ensuring haptic feedback [52,70]
and multi-sensory interaction for all participants [17,49,68,71,72]. The stimulation of the
last two human senses, namely smell and taste, is even more limited and much more
challenging to incorporate in future HTC systems. Currently, SENSIKS [73] is an appro-
priate example of involvement of the so-called sensory reality pods. They are closed and
controllable cabinets devoted to provide multi-sensory experiences equipped with different
programmable actuators. Although it is a promising approach for providing immersive
interaction including all five human senses, it is not applicable for commercialization in
future HTC systems due to its high cost, especially when multi-user scenarios are involved.
The challenges of I/O modalities for HTC systems are summarized in Table 2.

Table 2. I/O challenges.

Group of Challenges Challenges

Visual input

Depth cameras: low precision, low resolution, distance range
limitations, noise addition, and narrow FoV [21];
Multi-camera set up: need of calibration, alignment errors, lower
reconstruction precision, time expense, and hurdle installation;
360° capturing: limited user movements [64];
Computational and transmission overload for higher frame rates.

Visual output

HMDs: less resolution and narrower FoV than human eye
visual system [45];
Limited battery life, limited usage to a single user at a time, heaviness,
inconvenience, invasiveness, low availability, high set up cost, and
great requirements on computation hardware [40] ;
Convergence–accommodation conflict, discomfort, nausea, dizziness,
oculomotor, and disorientation [12,42,44];
Social acceptability of HDM, tracking isolation and exclusion, shared
experience and shared space, and ethical implications of public MR [43];
LFD and volumetric displays: limited panel volume, limited depth cue,
and great amount of data [12,40,41];
Simultaneous provision of highly immersive experience supported by
very high resolution within very large FoV and possibility of
real-time interaction [44].

Other types of
I/O technologies

Need for multi-sensory interactions [17,49,68,71,72];
Need for video and audio consistency (need for spatial audio) [17,67,68];
Integration of tactility in HTC systems and difficulties in providing
bidirectional tactile sensation and haptic feedback [52,69,70];
Limited incorporation of smell and taste and high cost of integration of
sensory reality pods.

4.2. Data Processing

The main challenge to data processing in HTC systems is how to ensure the ultra-
lightweight computation of great amounts of data with low latency. The processing may
include various operations depending on the use case scenario. Here, only the compulsory
ones are discussed. These are: 3D data reconstruction and rendering, compression and
decompression, and stream synchronization.

The 3D reconstruction of visual data captured from multiple perspectives requires a
precise camera calibration. However, even with perfect calibration, the alignment often results
in visual artifacts. So, further processing such as noise filtering, hole filling, etc., is required,
leading to additional time expense. However, the greatest obstacle is not that multiple
tasks need to be performed but the big amount of data that must be processed. Imagine
working with dense point-cloud data, this means that billions of 3D points must be processed.
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Additionally, if we take into account a mesh structure, then the connections between the 3D
points (the vertices) should also be considered.

Such volumes of data are also challenging for channel transmission. Therefore, to re-
duce the transmission overload and to decrease the subsequent bandwidth requirements,
optimized compression and decompression techniques are mandatory. Recently, the Mov-
ing Picture Experts Group (MPEG) developed two point-cloud compression (PCC) tech-
niques, called geometry-based PCC and video-based PCC [31]. While the video-based
PCC projects the 3D data over 2D plane images and further utilizes the existent image
compression techniques, the geometry-based PCC works directly on the point-cloud data.
Each of the methods has their advantages and appropriate field of application [28,30–32].
However, determining the spatial–temporal correlation of a dynamic point cloud is still
a tremendous task, especially when near to real-time transmission is required. Currently,
deep learning methods are attracting great attention in the context of density point-cloud
compression [23,28,33,34,36]. However, encoding and decoding times still exceed the
run-time limits that low-latency communication imposes, and further improvements are
needed in this direction. To decrease the compression time, either the amount of data
should be reduced, or the computation power should be increased [26]. Therefore, it is
essential to find a trade-off between developing efficient compression techniques, thus
increasing the computational latency while decreasing the network bandwidth and latency,
and vice versa [27].

In terms of 3D data rendering (according to the data obtained from the remote user),
the quality of rendered 3D objects is a function of the wireless channel quality, known as
cliff and leveling effect. The authors of [23,25] propose upgraded point-cloud delivery
schemes based on graph neural networks and Graph Fourier Transform, where, however,
rendering quality improvements according to the wireless channel state require additional
communication overload.

The stream synchronization, both between the signals originating from different sen-
sors in the local site and between the streams sourcing from different sites, is one of the
stringent HTC requirements. Speaking of multi-sensor stream synchronization means
that all types of signals coming from the local site, e.g., video, audio, and tactile, must be
accurately synchronized [27] to guarantee the faithfulness of users’ perception. Moreover,
if the visual information is to be obtained by exploiting several capturing devices in a
dynamic scenario, all the devices must be synchronized to ensure complete and consistent
imaging and movement of the reconstructed objects. In a multi-user holographic communi-
cation setup, the synchronization of the streams sourcing from different participants sites
is mandatory. A few factors may lead to an increase in synchronization errors, including
network distance between the participant sites, resulting in experienced latency, varying
network path conditions, and source frame production conditions [37]. The network la-
tency evaluation is mandatory, but it is not enough to choose the synchronization approach.
The changing network conditions could reveal varying latency times, known as jitter,
which may strongly corrupt the synchronization of the arriving streams, further resulting
in decreased QoE. In [39], a novel cloud-based HTC teleportation platform is proposed
which supports adaptive frame buffering and end-to-end signaling techniques against the
network uncertainties. In [37], the performance of an edge-computing-based mechanism
for stream synchronization is evaluated under different network conditions. However,
working on synchronization mechanisms and their evaluation within systems with a much
greater number of users performing faster dynamics is a challenge to be considered as
research on HTC progresses.

Considering all the operations above and other additional processing such as user/object
detection, extraction, tracking, positioning, mesh reconstruction, etc., it is obvious that the
ultra-lightweight processing is really a challenge. Powerful graphical processing units are
very helpful but not always available at the user site. Therefore, using the advantage of
the network edge computing would be necessary for customer support [26,38,39]. Data
processing challenges are given in Table 3.
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4.3. Data Transmission of Holographic Data

In this subsection, three main challenges related to holographic data transmission
are considered: ultra-high bandwidth, ultra-low-latency, and network optimization [27].
Let us assume the following scenario: three Kinect v2 sensors capture a dynamic scene
at 30 fps. Each sensor provides point-cloud data with 217,088 points per frame, which
gives a total of 651,264 points per frame for the three sensors. For each single point,
geometry characteristics are represented by 32-bit x, y, and z values, and color attributes
are described with 8-bit r, g, and b values. The calculation for the total amount of data at
30 fps is 651,264 ×(3× 32+ 3× 8)× 30 = 2,344,550,400 bps. That is approximately 2.2 Gbps.
In addition, assuming light field visualization that demands super-multi-view capturing,
this will result in a much greater amount of information, going as high as Tbps. As a result,
significant bandwidth resources will be required. It is obvious that HTC imposes huge
network throughput demands. The giga- and terabits per second rates require ultra-high
transmission bandwidths and the utilization of higher frequency bands, in addition to the
application of efficient modulation techniques. Although 5G promises to support such
demands [74], the realization of HTC is in a development stage and still very far from
true commercialization. To lighten the bandwidth requirement, one effective technique is
adaptive streaming [75], benefiting from the knowledge of users’ location and focus. This
includes the transmission of just the user’s observable parts of the scene [35], as well as
the transmission of point-cloud objects that are closer to the user with higher density [46].
Thus, the bandwidth consumption can be significantly reduced while still perceiving the
same QoE. This solution, however, requires semantic knowledge of the scene [26] and
accurate user motion and gaze tracking. Applying user view-point prediction is beneficial
for volumetric streaming in an efficient manner [26].

The second challenge is the achievement of end-to-end low-latency transmission—
from the local site capturing to the remote site rendering. At each step, including data
acquisition and reconstruction, application-specific processing, compression, transmission,
decompression, rendering, and visualization, additional delay is imposed. All the reviewed
studies that evaluate experienced latency declare values of a couple of hundreds of millisec-
onds [49,64,66,71,76–81], which is too much for HTC (fewer than 15 ms motion-to-photon
latency is acceptable according to [82,83], and fewer than 50–100 ms end-to-end latency
according to [83]). A devoted transmission scheme for ultra-low-latency HTC is strongly
needed. Based on the literature review, the current networking technologies that are in-
creasingly exploited are the real-time streaming protocol (RTSP) [49,77,79] and dynamic
adaptive streaming over HTTP (DASH) [75,78,84]. Although not originally invented for
HTC purposes, WebRTC platform [66,76,85–87] and Photon Unity Network (PUN) mod-
ule [47,50,67,85,88–90] are commonly used by HTC system developers. However, to the
best of our knowledge, a protocol that is specially designed for HTC does not exist. Usual
transport layer protocols support either low-latency (user datagram protocol (UDP)-based)
or reliability (transmission control protocol (TCP)-based), or exploit some mechanisms to
try to combine both (e.g., quick UDP internet connections (QUIC)). Nonetheless, none of
them are absolutely suitable for holographic data transmission, so an optimized solution is
still in demand [26]. The above transmission challenges are summarized in Table 3.

The third challenge is the network structure optimization, which is to aid in the ful-
fillment of the increasing HTC requirements, particularly ultra-lightweight processing,
ultra-low-latency, and ultra-high bandwidth. The authors of [91] declare the need for an
intelligent approach for network organization, where AI will help the network to constantly
adapt according to its resource availability and depending on the HTC users’ behavior.
The authors also state that a significant part of the computation must be migrated from the
user site to the network, so FoV and resolution can be increased, and interactions using
natural gestures can be easily enabled. The migration of the computation to the network
site can significantly reduce the energy consumption of XR devices, thus increasing their
battery life. Therefore, a higher degree of functionality can be added while reducing devices’
size and weight and enhancing user comfort. However, such computing and network
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upgrades must be achieved without trade-offs in terms of cost and quality [91]. According
to the International Telecommunication Union (ITU)’s technical report [92], AI has a main
role in optimizing the performance of future networks (Intelligent Operation Networks
(IONs), as the authors call them). IONs must support computing-aware network capabili-
ties and intelligent load-balancing simultaneously among multiple users in a coordinated
way. Therefore, they must be adjustable according to the services demanded and network
resources available. The requirements of IONs are computing awareness (since network
and computing converge), joint network and computing resource scheduling, network
protocol programmability (flexible configuration of future networks’ resources), flexible
addressing, distributed and intelligent network management, multiple access capability,
and fast routing and re-routing. In [93], AI is again indicated as a key technology with
which to support AI-based service awareness capabilities. According to the authors, net-
works have to provide individual users with efficient coding and decoding, optimized
transmission, QoE assurance, and coordinated scheduling capabilities for full-sensing holo-
graphic communication services. The authors of [27] propose “Cross layer optimization
approach”. It includes end-user optimizations (view-point prediction, sensor synchroniza-
tion, Quality of Service (QoS)/QoE/cybersickness assessment, and 3D tiling and multiple
representation encoding), transport layer optimizations (low-latency optimization, intel-
ligent buffering, caching, and smarter re-transmission), and novel network architectures.
According to the novel network architectures, different Software-Defined Network (SDN)
architectures must be examined, so better network performance for HTC applications can
to be achieved. A fully distributed SDN architecture is indicated by the authors to achieve
the lowest latency. Additionally, Network Slicing and Service Function Chaining (SFC) are
also considered to further optimize the use of network resources. To conclude, applying
strategies for intelligent network deployment is very important for future holographic
service enablement. First, it can play a significant role in the optimization of holographic
data transportation via the intelligent utilization of network resources. Second, such a
deployment can be very beneficial for the end users who are not able to perform the heavy
computation demanded by HTC.

4.4. System Scalability

For a system to be considered as scalable, it must be able to accommodate and serve
an arbitrary number of users. In current 2D video conferencing systems, this is not an issue,
because they can support the communication between multiple users. However, when talking
about scaling the HTC system, there are plenty of issues. The bandwidth requirements go higher,
the low latency must be assured along a greater number of users, and the synchronization and
fusion (including tracking and positioning) between the user avatars, movements, environments,
etc., become even more of a complex task. Scalability between different devices, between a
different number of collaborators, and between different degrees of virtuality should be also
considered [16]. Solutions with centralized control such as the one described in [46] will
be needed. Some of the reviewed papers consider their systems as scalable, however, they
support only up to a few users and do not manage to implement fully immersive low-latency
HTC [47,50,70,71,77,78,87,88,90,94–98]. The scalability challenges are summarized in Table 3.

Table 3. Data processing, transmission, and scalability challenges.

Group of Challenges Challenges

Data processing

Processing of great amount of data, high-quality reconstruction (in
multi-camera set up), and efficient compression/decompression
techniques in a reasonable amount of time;
Requirement of great computational power;
Trade-off between compression latency and network latency [12,23,25–27,31];
Advantaging network edge computing [26,38,39];
Multi-sensor stream synchronization of local site signals [27];
Synchronization of streams coming from multiple sensors [37,39].
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Table 3. Cont.

Group of Challenges Challenges

Transmission

Ultra-high bandwidth, efficient modulation techniques, and higher
frequency bands;
Applying adaptive streaming [35,46];
Semantic knowledge and view-point prediction [26];
Low-latency transmission fewer than 15 ms motion-to-photon latency
and fewer than 50–100 ms end-to-end latency [64,76–83];
Development of an optimized mechanism for holographic
data transmission [27];
Network structure optimization [27,91–93].

Scalability

Increasing technology requirements—higher bandwidth, insurance of
low latency, and synchronization across many users;
Need for centralized control [46];
Considering scalability between different devices, between a different
number of collaborators, and between different degrees
of virtuality [16].

5. Representation Challenges

Except for the main technology challenges, HTC implementation also experiences
problems related to users’ 3D representation. This is why they are called representation
challenges. These are avatar embodiment, support of gestures, eye gaze, and emotion
expressions. They usually occur due to technology and application limitations.

5.1. Avatar Embodiment

Accomplishing distant “face-to-face” low-latency communication is the foundation of
HTC. In terms of technology, the expression “face-to-face” is visualized through capturing
and reconstructing users’ digital representations, called virtual avatars. In the sense of
avatars being the virtual versions of the real humans, they need to properly address humans’
features, e.g., visual representation, facial expressions and emotions, body movements and
gestures, eye gaze, and other non-verbal cues. However, the construction of an avatar in
a human-like manner is still a challenging task due to the various aspects that need to be
considered [51]—providing a high sense of presence and realism, high detail of the avatars’
faces and facial expressions, completeness of the avatars’ bodies and related positions,
fidelity of movements and gestures, locomotion synchronization between the real users
and their avatars, providing a high sense of body ownership and ability to recognize
users’ self-movements, and the avatars’ placement and cooperation in the interaction space.
According to [50], there are two main avatar aspects that need to be extensively analyzed—
visual fidelity and kinematic fidelity. In [68], the authors also emphasize the achievement
of realistic appearance and behavioral realism.

According to avatar construction, two main approaches of virtual human embodi-
ment can be outlined. The first approach focuses on capturing the real shape of the user,
and it may be defined as photo-realistic [10]. It relies on real-time data acquisition and
reconstruction of a human body using devices such as the Kinect sensors, Intel Real Sense
cameras, or others. The requirement of immediate capturing and avatar construction forces
the avoidance of professional scanning devices due to their requirement for long-time data
acquisition. Therefore, the result of the real-time capturing process is usually a noisy and
incomplete representation of the user, which disrupts visual quality and imposes some
additional processing as noise filtering and hole filling. However, high realism and quality
of representation still come at the cost of some computation load, processing delay, and
energy consumption. Considering the replication of the body’s locomotion and gestures,
the photo-realistic approach ensures better behavioral realism, especially if the body can
be fully captured and has space to move freely. In theory, this statement also applies
for mimicking finer gestures and facial expression, but only if the same are captured in
detail. In practice, this is almost impossible because of the precision limitations of the
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devoted devices, as well as face occlusions due to HMDs. Therefore, computer vision and
AI methods are needed to restore the incomplete and missing data.

The second approach for avatar embodiment solves some of the above problems,
performing the avatar construction before the communication process begins. This type
of avatar usually does not correspond to the actual user’s representation, and the avatar
is considered as predesigned [71] or character-based [49]. The two main benefits of this
approach are very good visual quality at high resolution and the avoidance of heavy
computer graphic processing in real time. However, although visual quality may be
very high and optimal, and avatar customization (gender, ethnicity, height, body shape,
eye color, hairstyle, emotions, and clothing) may be achieved at some level, it is quite
questionable if this representation can provide the desired realistic appearance. Replicating
real users’ movements is possible in two cases—first, if the real human body is tracked by
cameras or equipped with some tracking devices attached to the head/face, hands, torso,
and limbs, and second, if the predesigned avatars allow deformation and outside control.
Attaching hardware to the body is often experienced as intrusive and uncomfortable by
the users. Exploiting tracking cameras, on the other hand, fails in tracking finer gestures
and facial expression. Meanwhile, for the predesigned avatars to be pliable to outside
control, and especially to be highly deformable, is a very important condition to ensure the
requirement of behavior realism. Even so, they still experience some unnaturalness in the
way they move. Additionally, for ensuring visually plausible representation of the avatar,
high-quality movements of the garments need to be simulated [24]. The deformation of
garments and bodies is a tricky but mandatory task in order to reproduce the expected
level of realism. It requires the intervention of computer vision, optimization tasks solving,
and AI, which, for sure, implies additional computation and latency.

The authors of [49] pose the question of whether the predesigned high-quality avatars
with higher degree of freedom in expression realism would better convey information and
ensure higher levels of presence than realistic but noisy and incomplete point-cloud avatars.
The result of their social experiment is precise, stating that the realistic point-cloud models
are superior to the predesigned ones regarding perceived co-presence, social presence,
behavioral impression, and humanness. The authors concluded that even with worse
visual quality, especially in the facial area, realistic point-cloud avatars resulted in better
conveyance of user behavior and in a more coherent fit into the simulation context.

In conclusion, most of the examined studies for real-time MR remote communication
and collaboration that extensively discuss the application of human model embodiment
claim the need for more realistic and human-like avatars in both terms—visual representa-
tion and behavior realism [24,47,49,50,54,66–68,77,96,99,100].

5.2. Gesture Support

Another important aspect for an immersive social experience is the ability of sharing
different non-verbal communication cues, such as head and body position and movement,
hand and body gestures, gaze direction, etc. This is not possible with traditional 2D video
conference systems; thus, supporting feelings of trust, rapport, togetherness, empathy,
and signals of intimacy is highly limited. However, linking all these non-verbal cues in
a 3D telepresence is also challenging. First, obtaining accurate body position, capturing,
and then mimicking movements and gestures requires dynamic tracking and rendering
of the human body. For some special collaborative tasks, obtaining finer hand gestures
is required. As already mentioned, this is often accompanied by uncomfortable tracking
devices attached to the body (body suits, gloves, head trackers, finger tracking sensors such
as Leap Motion, etc.), or by markers and additional computer processing in the case of
camera tracking. Perfect calibration between the different users’ coordinate systems, as well
as stringent time synchronization, are mandatory so that an optimal fusion between the
users in the meeting environment may be achieved. However, real human users’ and virtual
avatars’ synchronization might also be a problematic task. According to [67], the direct
synchronization of the local user movements and gestures with his/her devoted avatar may
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result in inaccurate information conveyance at the remote user site due to the dissimilarity
of the two physical environments including size, configuration, and spatial arrangements of
partners and shared objects. The solution proposed in [67] is based on avatar replacement
and gesture re-targeting in accordance with the remote physical space. However, such a
solution certainly requires the semantic knowledge of both spaces, as well as algorithms
for correct gesture adjustment. Although interesting, this approach acknowledges “sudden
jumps of avatars” and confusing non-verbal cues. To ease gesture processing/re-targeting,
knowledge of previous user’s movements may be beneficial, and algorithms for movement
prediction may be applied. Even so, ensuring the accuracy of the predicted movements
and gestures becomes critical, and synchronization and calibration are still mandatory.

5.3. Gaze Support

Sharing gaze is also informative and of great importance for perceiving the feeling of
co-presence by the participants. It enables users to be aware of other participants’ gaze direction
and therefore of what they are focused on. This is currently not possible through traditional
2D conference systems. To enable gaze support, first, dynamic and accurate eye tracking is
required, and second, gaze direction estimation and visualization must be performed. Currently,
eye tracking is supported in some of the HMDs (Microsoft Hololens 2, Magic Leap 2, Meta
Quest Pro, Pimax Reality 12K, and Pico 4 Pro [45]). In [53], a system incorporating bi-directional
gaze behavior cues in 360° panorama was developed and satisfactory participant feedback was
obtained. However, the authors notice that enabling the sharing of fast eye movements and
ensuring synchronous visualizations is limited by the system’s bandwidth capacity.

5.4. Emotion Support

Sharing emotions through the user’s avatar’s facial expression is a key factor for improving
the feeling of realistic co-presence. Three-dimensional facial data acquired by depth sensors,
in the sense of the realistic capturing approach, are noisy and impose requirement of further
processing. Similar to body movement prediction, AI approaches may be beneficial for emotion
recognition and prediction of facial dynamics, and thus for reducing latency and bandwidth.
Predesigned human models, on the other hand, are insufficiently authentic and limited in
relation to the expression of different types of emotions. Highly deformable face statistical
models would be relevant to the task, but still, AI facial expression recognition techniques
are needed to understand real human emotions. Lip motion synchronization will also be
required to enable realistic mouth movements and to ensure audio and video speech consistency.
However, both photorealistic and statistical approaches require obtaining real human facial
expressions in detail. This most important step is often limited when users wear HMDs. Even
though HMDs provide the highest levels of immersion, at the same time, they occlude a great
part of the face, hampering the acquisition process. Just a few HMDs support facial tracking
(Pico 4 Pro, Meta Quest, and Pimax Reality 12K QLED [45]). Thus, some inside capturing
needs to be applied [101–104], or again, relying on AI to restore the missing facial area will be
necessary [105,106]. This, of course, adds additional processing, quality issues, level of detail
limitations, inclusion of exterior to the HDM sensors, etc. The challenges discussed in Section 5
are synthesized in Table 4.

Table 4. Representation challenges.

Group of Challenges Challenges

Avatar Embodiment

High sense of presence and realism, detailed avatar faces and facial
expressions, completeness of avatar bodies and their position, fidelity of
movements and gestures, locomotion synchronization between the
avatar and the user, sense of body ownership and recognizing users’
self-movements, and avatar placement and cooperation in the
interaction space [51];
Need for higher visual and behavioral
avatar fidelity [24,47,49,50,54,66–68,77,96,99,100].
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Table 4. Cont.

Group of Challenges Challenges

Gestures Support

Dynamic and accurate body tracking and replicating gestures and body
movements by virtual avatars (human to avatar synchronization) [67];
Calibration and synchronization between different users’
coordinate systems.

Gazes support Dynamic and accurate eye tracking;
Gaze direction estimation and visualization [53].

Emotions support Dynamic face capturing/tracking and lip to voice synchronization;
HMD face occlusions [101–106].

6. Other Challenges
6.1. Evaluation (Subjective and Objective)

The improvement of HTC system performance necessarily goes through extensive
system evaluation and further optimization. The term QoS, known as “The totality of
characteristics of a telecommunications service that bear on its ability to satisfy stated and
implied needs of the user of the service” by the ITU definition [63], or “A set of service
requirements to be met by the network while transporting a flow” according to the Internet
Engineering Task Force (IETF) [107], is often used by network and service providers for
assessment purposes (for quantifying system performance). However, even the utilization
of a set variety of QoS metrics, such as throughput, latency, jitter, signal-to-noise ratio,
bit-error rate, packet loss, etc., is always helpful for estimating the technological state of
the system; it is not enough to conclude the overall system performance experienced by
the end users. This is because QoS by nature does not consider any human contentment or
expectations, or any of the contexts of system/service utilization. The term QoE, on the
other hand, defined as “The degree of delight or annoyance of the user of an application or
service, resulting from the fulfillment of his or her expectations with respect to the utility
and/or enjoyment of the application or service in the light of the users’ personality and
current state” [62,63], considers the user’s expectations and subjective perceptions.

Despite this, assessing QoE, especially for highly immersive media services, is a very
challenging task due to the tangle of many different factors impacting the overall system
performance. According to [60,61], these influencing factors (IFs) may be classified into the
following three groups. First is the group of human IFs that is strongly subjective and is
represented by the user expectations and expertise, experienced level of immersion, simu-
lator sickness, and human vision and hearing specifics. Next is the group of the system IFs,
divided by four subgroups, namely content-related factors, media-related factors, network-
related factors, and hardware-related factors. To the subgroup of content-related factors
belong spatial audio, spatial depth, and spatial-temporal complexity. To the subgroup of
media-related factors, terms such as audio and video characteristics, type of compression,
storage and transport, bit rate, resolution, frame rate, audio sample rate, and coding delay
may be specified. The third subgroup of network factors, or yet transmission factors, incor-
porates very important parameters such as latency, jitter, required bandwidth, and packet
loss. The last subgroup of hardware-related factors includes more user-hardware-specific
factors such as displaying physical characteristics (weight, size, heat dissipation, etc.), dis-
play resolution, refresh rate, FoV, decoder performance, tracking abilities, and headphone
characteristics. The system IFs may be considered as objectively measurable units that
directly or not, in a combination between themselves or independently, influence the user’s
perception and feeling of comfort, immersion, and presence. The last specified group is that
of the context-related IFs. It includes the physical context, the temporal context, the social
context, and the task context. All these factors have additional impact on the perceived QoE
by HTC system users. For example, depending on the task context, different system IFs
may or may not influence the overall QoE. Even if the technological system’s performance
is highly optimized, users may experience degraded QoE because of some other factors,
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and vice versa. If the user’s subjective needs/senses/expectations are optimally fulfilled,
the experienced QoE may be excellent, even when the technical system performance is at
some point degraded.

The complex combination of the different subjective (human IFs), objective (system
IFs), and contextual (the context-related IFs) factors makes the process of QoE assessments
extremely challenging. Therefore, the system evaluation must include a very large sample
of user participants, being preliminarily trained or not, and performing different tasks in
variable conditions. New evaluation metrics, compatible with the 3D data format, must be
applied [108]. Meanwhile, along with all technical parameters that need to be evaluated,
many different subjective aspects provided by the system must also be considered in the
assessment protocol, such as the appearance of realism of avatars or/and environments,
behavioral realism, feeling of presence and immersion, system usability, sickness, ease of
use, experienced time for task performance, rate of successfully performed tasks, etc. All
this additional information should be acquired, analyzed, and evaluated. This is currently
conducted by surveys, questionnaires, and interviews, as different rating scales are utilized
in terms of quantifying system performance. Machine learning (ML) and AI gain much
interest in the task of mapping the experienced subjective sense modalities with the system
factors. This process is currently in a development stage, and some new ML/AI QoE
assessing models are to be defined in the future [59,61].

Most of the studies examined in this work conduct some basic level of HTC system
assessment. However, significantly more work is required in the direction of finding the
links between technical system performance and end-user satisfaction, as well as in the
direction of users and task specifics.

6.2. Security, Privacy, and Ethics

Although really challenging, the problems mentioned above receive great attention
among the research community. Security and privacy issues, on the other hand, are
not that deeply researched in the context of HTC [56]. To the best of our knowledge,
none of the papers describing HTC systems examined in this study seriously consider
the need for enhancing security and user privacy. However, the new dimensions of
holographic communication reveal new challenges in terms of security and privacy. Taking
into account that the holographic data are spatial by nature, this means that they contain
much more information than traditional 2D data, e.g., size, shape, surface texture, object
placement and orientation, etc. Additionally, when different sensing devices, such as depth
cameras, HMDs, haptic gloves, or body suits, are used, user sensitive information may be
maliciously acquired, e.g., some biometric data such as face shape, iris or retina data, hand
geometry, and fingerprints, or some behavioral data such as specific facial expressions,
body movements, or fine-grained user movements [51]. Therefore, these data, needed or
not for the purposes of communication tasks, must be reliably secured.

Furthermore, when speaking in the context of different application scenarios, some
other types of personal-specific data may also be exploited, so privacy leakages must be
avoided. An appropriate example is medical applications such as telemonitoring, telecon-
sultation, or telesurgery, where personal patients’ data must be protected during processing,
transmission, and storage.

In [15,56], the authors indicate the existent security and privacy approaches in MR and
related technologies, classified into the following groups: input protection, data protection,
output protection, user interaction protection, and device protection. In [57], security chal-
lenges in collaborative MR (CMR) systems are discussed, mainly focusing on CMR attack
understanding, CMR attack use-case studies, and defense strategies. However, improving
security must be performed in the network layer as well. Therefore, secure network archi-
tectures, protocols, and mechanisms are strongly required to defend the user-vulnerable
data in immersive HTC systems while dealing with great amounts of information [58].

Finally, ensuring secured communication and keeping private data safe is of great
importance for increasing users’ trust in the immersive applications, especially if they have
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more important purposes than just simple communication. It is all up to personal ethics and
morality to abuse or not the opportunities provided by immersive technology. However, it
is up to the technology developers not to rely on personal ethics to keep user data secured
and defended. The challenges discussed in Section 6 are summarized in Table 5.

Table 5. Other challenges.

Group of Challenges Challenges

Evaluation

QoS—not enough to assess overall system performance experienced by
the end users;
OoE—tangle of many different factors impacting the overall
system performance [60,61];
Evaluation by a very large sample of user participants, preliminarily
trained or not, and performing different tasks in variable conditions;
Evaluation of variable subjective sense modalities as appearance realism
of avatars or/and environments, behavioral realism, feeling of presence
and immersion, system usability, ease of use, experienced time for task
performance, rate of successfully performed tasks, etc;
New evaluation metrics compatible with the 3D data format [108];
Developing ML/AI QoE assessment models [59,61].

Security and Privacy

Neglecting the enhancement of security and privacy in
HTC systems [56];
Need for securing more informative 3D data and representing human
bodies and environments (size, shape, surface texture, object placement
and orientation, etc);
Need for securing acquired user sensitive data (biometric data such as
face shape, iris or retina data, hand geometry, fingerprints, or behavior
data such as specific facial expressions, body movements,
or fine-grained user movements [51]);
Need for securing application-specific data from privacy leakage;
Improving security at the network level while dealing with a great
amount of data [58];
Increasing user trust in immersive applications, especially for purposes
different than just plain communication.

7. Discussion of Implemented HTC Systems

The points mentioned in the previous sections are further confirmed by the analysis of
the HTC system implementations for remote communication and collaboration shown in
Tables 6 and 7. These systems are presented in terms of utilized input and output techniques,
networking technology, system scalability, avatar embodiment, availability of non-verbal
communication cues (gestures, eye gaze, and facial expressions), type of system evaluation,
and the insurance of user security and privacy. It is noticeable that various capturing
devices are used, but still, they support data acquisition for just visual and partially audible
human perception. The other human senses are greatly neglected. Accordingly, output
data technologies are also focused on visual content representation. HMDs are mostly
utilized, which certainly proves that, thus far, other displaying technologies are neither
immersive enough, nor preferred by HTC developers. Spatial audio is rarely performed.
Therefore, it may be concluded that the idea of multi-sensory interaction is far from being
realized. In reference to the networking part, the research papers that describe how this
was performed use different technologies such as MPEG DASH, RTSP, WebRTC, RabbitMQ,
and PUN. A unified networking protocol optimized for holographic data transmission
does not exist, which forces the developers to be inventive and to rely on technologies that
originally have different purposes (WebRTC, RabbitMQ, and PUN). HTC system scalability
is considered in many of the examined works. However, it is limited up to a few users
at the most, which is much fewer than what traditional 2D conference platforms propose.
Regarding avatar embodiment, the highly realistic human representations are the most
desired ones, but unfortunately they are not implemented in all systems. Non-verbal
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communication cues are enabled in many of the discussed works—gestures are the most
common (about 50% of the works). However, eye gaze and facial expression applications
are limited. System evaluation is implemented in almost all the studies, which is indicative
of an ambition to improve system performance. However, the evaluation by user studies
must be conducted by observing much larger groups of participants and by examining
greater volumes of HTC system aspects. According to the latency assessment provided,
the achievement of ultra-low-latency holographic communication is still challenging. We
believe that the term “real-time” is no longer appropriate, as different HTC applications
may depend on different latency values. Therefore, evaluation should be application-
specific and task-oriented, and the assessment must be performed not only by the system
developers but also by the experts in the respective field. Finally, as far as we know, none
of the examined systems consider any security or privacy strategies.

Based on the reviewed HTC system challenges, and on the above analysis, we can
conclude the following: the limitations indicated in [5] are still relevant today, despite
advances in I/O technologies, processing power, and the era of 5G. This all make us believe
that improving technology alone is not nearly enough to improve HTC systems’ perfor-
mance. A smart approach must be considered because, as technology improves, there is
an increase in the amount of data, user expectations, applications entrusted responsibili-
ties, and malicious attacks. We believe that the smart implementation and utilization of
advanced, innovative, and intelligent technological solutions will be the key for opening
the world to the realistic holographic experience.

Table 6. HTC systems reviewed according to input and output technology, and networking.

Reference Input Networking Output

[47] Xsens suits, HTC Vive with hand controllers PUN A tablet device, ODG R7
smart glasses, and HTC Vive

[49]

Microsoft Azure Kinect, Microsoft HoloLens 2
eye and hand tracking, SALSA LipSync, HTC

VIVE Pro Eye camera, HTC lipsync facial
tracker, and HTC VIVE trackers

RTSP HTC Vive Pro Eye HMD, and
Microsoft HoloLens 2

[50]
HTC Vive head tracking, Vive Controllers,

4 OptiTrack Prime 13 cameras, and Microsoft
Kinect V2

Unity Multiplayer and
Networking API HTC Vive and CAVE display

[52] Leap Motion, aGlass gaze tracking, and
Cameras Not discussed HTC HMD, aGlass, and

Projector

[53] HoloLens 2 eye tracking, 360° Ricoh Theta
camera, and Vive Pro Eye VR HMD Not discussed VR HMD

[64]
360° Ricoh Theta V, Samsung 360° Round,

Insta360° Pro 2, HMDtracking, and Oculus
Touch controllers

LAN using UDP with 1 Gbps
Cat6 Ethernet cable

Oculus Rift CV1, video
see-through HMD (Vive Pro)

by attaching a ZED Mini
camera to the front of

the HMD

[66] Stereo cameras, Monochrome tracking cameras,
RGBD capture pods, and microphone array WebRTC Head-tracked

autostereoscopic display

[67] RGB-D ZED mini camera, Vive Pro HMD
tracking, Vive trackers, and Hi5 VR Gloves PUN HTC Vive Pro headset

[68] Microsoft Kinect v2 RabbitMQ VR HMD

[70] CAD model processing and scene creation FFmpeg library for video
transmission Tablets

[71] RGB-D cameras, Immersive trackable HMD Not discussed Immersive trackable HMD

[72] Depth sensor and microphone array Not discussed HTC Vive, large TV display
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Table 6. Cont.

Reference Input Networking Output

[76] Microsoft Azure Kinect, microphones, and
ZED stereo cameras Gbit Ethernet LAN, WebRTC Looking Glass LFD

[77] Microsoft Azure Kinect, HMD eye tracking,
and Vive trackers RTSP Microsoft Hololens 2 and

HTC Vive Pro Eye

[78] Microsoft Azure Kinect
Either DASH or socket-based
connections managed by an

orchestrator
HMD Oculus Quest 2

[79] Ricoh Theta-V 360° camera 4G or 5G connection, RTSP Samsung VR HMD, Samsung
Galaxy S8 smartphone

[80] Intel RealSense D415, VR HMD eye tracking,
and Leap Motion

10 Gb Ethernet connection
with Draco5 library

HTC Vive Pro Eye and Magic
Leap One

[81] Microsoft Kinect WAN through 100 Gbps
optical links Oculus Rift

[84] Intel Realsense D415 cameras and Intel
Realsense D435 MPEG DASH Oculus Rift

[85]
Microsoft Azure Kinect, Intel RealSence

cameras, an OptiTrack optical marker system,
IMU-equipped gloves, and wireless pen

Network Library for Unity
implementing UDP and TCP

transmission, WebRTC

Microsoft HoloLens v1 and
HTC Vive Pro

[86] Intel RealSense, Microsoft Azure Kinect WebRTC Browser-based platform

[87] Microsoft Kinect v2, Microsoft Azure Kinect,
and Intel RealSense WebRTC VR headset

[88] Apple iPhone 12 Pro, Hand trackers PUN Microsoft HoloLens 2 and
Oculus Quest 2

[89] Intel RealSense D435, Intel RealSense T265,
Leap Motion, and Oculus Touch device PUN Project NorthStar HMD and

Oculus Rift

[90] HTC Vive head tracking, Leap Motion, and
Huawei smartphone Photon Networking Engine HTC Vive and Huawei

smartphone

[94]
Intel RealSense Camera, Leap Motion, VR

Controllers (Vive, Oculus), and Motion
Trackers (Ptitrack and Kinect)

Not discussed VR HMD and AR tablet

[95] MR 360° camera, HTC Vive controller Not discussed Large semi-encompassing
immersive display

[96] AR, VR headset tracking, Vive controllers, and
Microsoft HoloLens hand tracking Not discussed Microsoft HoloLens,

HTC Vive

[97] RGB-D sensors in mobile phones and
Microsoft Kinect Not discussed VR HMD

[98] Touch controllers UDP network Oculus Rift CV1

[99]
360° camera, Windows MR handheld motion

controllers, and HP Windows MR/VR headset
sensors

not discussed Microsoft HoloLens and HP
Windows MR VR headset

[100] HTC Vive Pro head tracking and
Vive controllers 1 GBit Ethernet connection HTC Vive Pro

[109] Logitech Web camera and Leap Motion
Unity 3D, WampServer, and

Microsoft’s Mixed
Reality Toolkit

Microsoft HoloLens and HTC
Vive Eye Pro Kit

[110] Zed mini depth camera not discussed Samsung Odyssey+
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Table 7. HTC systems reviewed according to system scalability, avatar embodiment and non-verbal
cues, system evaluation, and security and privacy concerns.

Reference Scalability Avatar
Embodiment

Non-Verbal
Cues User Study Latency Evaluation Security and

Privacy

[47] 3 3 7 3 7 7

[49] 7
3 (both type of

avatars)

3 (limited finer
gestures and

gaze)
3

3 (566.30 ms for
predesigned avatars,

and 502.31 ms for
photorealistic

avatars)

7

[50] 3
3 (both type of

avatars) 3 (gestures) 3 7 7

[52] 7 7
3 (gestures and

gaze) 3 7 3

[53] 7

3

(pre-designed
avatars)

3 (eye gaze) 3 7 7

[64] 7

3

(pre-designed
avatar)

3 (gesture and
gaze) 3 3 (1.2 s) 7

[66] 7
3 (realistic

avatar)

3 (eye contact,
hand gestures,

and body
language)

3

3 (off-to-on
transition of an LED

(105.8 ms))
7

[67] 7

3

(pre-designed
avatar)

3 (gestures and
pose) 3 7 7

[68] 7
3 (realistic

avatar) 7 3 7 7

[70] 3 7 7 3 7 3

[71] 3
3 (realistic

avatar) 7 7 3 (0.5 ms) 7

[72] 7

3

(pre-designed
avatar)

3 (database-
based facial
expressions,

gestures, and
gaze)

3 7 7

[76] 7 3 7 7

3 (210–230 ms for
the 29–30 fps in
duplex mode)

7

[77] 3
3 (both types of

avatars)

3 (animating
eye

movements)
7 3 (300–400 ms) 7

[78] 3 (yes—up to
6 users)

3 (realistic
avatar) 7 3

3 (180.5 ms and
251.2 ms for 2 and

4 point clouds)
7

[79] 7 7 3 (gaze) 3

3 (2K, 6 Mbps on
400 ms, 4K for

about 1 s)
7

[80] 7
7 (pre-designed

avatar)

3 (gaze and
gestures and

head position)
3

3 (about 300 ms and
fewer than 10 ms for

the cues)
7
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Table 7. Cont.

Reference Scalability Avatar
Embodiment

Non-Verbal
Cues User Study Latency Evaluation Security and

Privacy

[81] 7
3 (realistic

avatar) 3 (gestures) 3 3 7

[84] not discussed 3 (realistic
avatar) 7 7 3 7

[85] 7

3

(pre-designed
avatar)

3 (gestures) 3 7 7

[86] 3
3 (realistic

avatars) 7 7 7 7

[87] 3
3 (realistic

avatar) 7 7

3 (depth
transmission
evaluation)

7

[88] 3

3

(pre-designed
avatar)

3 (head and
hand poses) 7 7 7

[89] 7
3 (realistic

avatar) 3(gestures) 3 3 3

[90] 3

3

(pre-designed
avatar)

3 (gestures) 3 7 7

[94] 3 7 7 3 3 7

[95] 3
3 (realistic

avatar)

3 (gestures,
facial

expressions,
and body
language)

3 7 7

[96] 3

3

(pre-designed
avatar)

3 (gestures) 3 7 7

[97] 3 7 7 3 3 7

[98] 3

3

(pre-designed
avatar)

not discussed 3 3 (about 10 ms) 7

[99] 7

3

(pre-designed
avatar)

3 (gestures and
head gaze,

mouth flapping,
and

periodically
blinking)

7 7 7

[100] 7

3

(pre-designed
avatar)

3 (gestures and
head gaze) 3 7 7

[109] 7 7 3 (gestures) 3 7 7

[110] 7

3

(pre-designed
avatars)

7 3 7 7
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8. Future Direction—A Framework for a New Intelligent and Capable HTC System

The above HTC system analysis and listed challenges revealed that the current technol-
ogy is still not matured enough to face the ever-increasing demands of HTC. Accordingly,
we believe that the enablement of HTC applications should not solely rely on technology
advancements but also on applying smart ways of HTC system implementation. We antici-
pate that some compensation of technology limitations can be achieved by benefiting the
available CV and AI algorithms. Therefore, an intelligent and capable HTC system is such a
system that incorporates the recent technology advancements together with the appropriate
AI and CV processing in a reasonable time and cost for HTC system requirements to be
optimally fulfilled.

In this sense, we propose our vision for the development of an immersive holographic
communication system. There are a few main principles which are to be pursued during
its implementation, namely lightweight processing, ultra-low-latency transmission, ease
of scalability, and a high-level of realism in appearance and dynamics. We propose the
realization of an HTC system to be based on RADI, which is short for a platform enabled
with high-quality “realistic” avatar reconstruction, “adaptive” to arbitrary number of users,
and with high-fidelity human body to avatar “dynamics” and “integration”. Assuming the
scenario where a random number of users wish to meet virtually in a common 3D space,
we propose the following RADI platform architecture, presented in Figure 5.

The framework consists of two main functional units—a server part (for a centralized
control and data management) and a user part (representing all user sites participating
in the communication). The common 3D space may physically exist within one (or more
than one) of the user sites’ physical spaces. For better understanding, we call it a physical
meeting environment (PME). It will be populated with remote users’ avatars during the
communication. However, the same space may be virtually obtained by the users if they do
not physically occupy it. Thus, a virtual twin of the PME must be created and synchronously
maintained by the server part. We call this virtual twin space a virtual meeting environment
(VME). At each user site, spatial data acquisition, spatial data reproduction, and intended
processing are performed. In turn, the server part is responsible for both managing the
communication between the users and for the data fusion and augmentation within the
VME and PME, respectively. It is important to note that the information transferred between
the platform entities is significantly reduced by utilizing innovative compression techniques
cooperatively exploiting the potential of AI and statistical body models [111,112]. A more
detailed description of the two main functional units and for the operations they are
responsible for is given in the following subsections.

8.1. User Site

As already mentioned, the “user part” is the same for all the users (user sites) that
participate in the communication. In this section, we describe the operations performed by
a single user site.

First, the user is captured by at least three depth sensors that are previously calibrated
and synchronized. The range of the user’s locomotion is limited only by the range of the
cameras used, so his/her body is entirely captured from all sides. Second, the body is de-
tected and extracted from the rest of the acquired scene. A semantic knowledge for human
bodies (and their surrounding environment) is essential for speeding up and increasing
the accuracy of the body detection and extraction. Third, statistical body model shape
optimization is performed according to the real body acquired data. Possible optimization
approaches are the ones that utilize Gauss–Newton, Powell’s dog leg, and Levenberg–
Marquardt optimizations, respectively, where the statistical model to the real data fitting is
defined as a non-linear least-squares problem. The shape of the statistical body model is
characterized by its shape parameters, which are pliable to alternation during optimization.
It is important to note that executing such a procedure is a computationally expensive task.
However, body shape optimization may be performed only once before the communication
begins. Hence, it will be responsible for obtaining just the altered statistical body shape
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parameters. Then, the modified statistical body will be representative for the real body
shape. Note that each user site, as well as the server, will be provided with the statistical
model, so just transferring shape parameters would be enough to replicate the real human
shape everywhere within the platform. Thereby, significant reduction in the transferred
3D data may be achieved. Additional color and texture data are, however, required to
create a complete user avatar. Next, avatar movements must reflect the real body dynamics.
The pose of the statistical body (i.e., the pose of the already modified by shape statistical
body model or the avatar) is defined by the statistical pose parameters, which are also
pliable to alternation and must accurately map to the real body pose. For the mapping
process, the power of AI modeling and prediction with past frame information is beneficial.
However, the AI decision making must be very lightweight and performed in a low-latency
manner. Therefore, a preliminary data set of human dynamics must be collected, and the AI
model must be trained while movement prediction is also considered. Note that as well
as the original statistical body model, the trained AI model will be provided to the rest
of the user sites. Thus, the estimation of the pose parameters will completely define all
users’ avatar dynamics, and the main informational flow between RADI platform entities
will be the shape parameters (just at the beginning) and the pose parameters (during the
communication). However, additional shape improvements are not excluded but this time
at better initial conditions.

Figure 5. RADI platform.
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8.2. Server Site

The server part is responsible for managing the communication between users, for ac-
curate data fusion within the VME, and for accurate avatar augmentation in the PME.
Therefore, two logical planes can be distinguished. The first is the management plane,
which maintains the connections between the user sites. Each time a user initiates a connec-
tion, the server obtains avatar shape data and possibly a request whether to provide VME.
Then, the server must pass the required information and other user sites’ avatar data to
the user. Meanwhile, the other user sites must also be updated with the information for
the new user. The functions of the data plane are to maintain and update the VME and to
support a dynamic virtual map of all the users’ avatar locations and movements within
the VME and the PME. If needed, this map will be explicitly adjusted to avoid different
avatars colliding with each other or with the obstacles in the VME or the PME, such as
walls, chairs, tables, etc.

9. Conclusions

HTC has the potential to connect people without making them travel to physically
meet each other. The reviewed HTC systems clearly prove there are great efforts on the
topic which are made by different groups of researchers.

In this paper, we first propose the architecture of a basic HTC system and the processes
that it should perform, reveal the main challenges to the implementation of such systems,
and categorize them in three majors groups—main technological challenges (related to
I/O technology, data processing, data transmission, and system scalability), representa-
tion challenges (namely avatar embodiment, gesture, and gaze and emotions support),
and other challenges (more specifically, HTC system evaluation and security and privacy).
Furthermore, we extend our review by comparing a number of HTC systems according to
the above-mentioned challenges. However, there are some HTC system limitations that
are not addressed in this review. These are the challenges related to some more specific
data processing such as real-time user/object detection, real-time user/object tracking,
users’ avatar/object positioning and gesture re-targeting, if such is required (in order to
avoid avatar-to-avatar or avatar-to-environment collisions), mesh reconstruction, avatar
body and face rendering, movements, gestures, and face expression predictions. Since the
applied processing depends on the concrete application, it may include a variety of the
mentioned operations. Other challenges, which we missed addressing, are users trust and
acceptance of this type of technology and how they will result in the further evolution of
HTC. How will HTC reflect user psychology is also not discussed in the current review, but
it is, however, quite important considering the preservation of HTC users’ mental health.
Nevertheless, based on the analysis of the state of the art, we conclude that the limitations
indicated in [5] are still relevant today. This make us believe that technology improvements
themselves are not enough to fully enable HTC, since user data and user expectations
increase as well.

Therefore, we proposed a concept for a future HTC system realization, where the
smart utilization of technologies is expected to achieve the desired lightweight processing
and low-latency transmission with the support of an arbitrary number of users.
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Abbreviations
The following abbreviations are used in this manuscript:

2D Two-dimensional
3D Three-dimensional
5G Fifth-generation mobile network
AI Artificial intelligence
AR Augmented reality
CMR Collaborative mixed reality
DASH Dynamic adaptive streaming over HTTP
FOV Field of view
HMD Head-mounted display
HTC Holographic-type communications
I/O Input/output
IETF Internet Engineering Task Force
IF Influencing factor
ITU International Telecommunication Union
ML Machine learning
MPEG Moving Picture Experts Group
MR Mixed reality
PCC Point-cloud compression
PME Physical meeting environment
PUN Photon unity network
QoE Quality of experience
QoS Quality of service
QUIC Quick UDP Internet connections
RADI Realistic adaptive dynamic integration
RTSP Real-time streaming protocol
TCP Transmission control protocol
ToF Time of flight
UDP User datagram protocol
VME Virtual meeting environment
VR Virtual reality
WebRTC Web Real-time communication
XR Extended reality
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Extended reality in spatial sciences: A review of research challenges and future directions. ISPRS Int. J. Geo-Inf. 2020, 9, 439.
[CrossRef]

15. Rokhsaritalemi, S.; Sadeghi-Niaraki, A.; Choi, S.M. A review on mixed reality: Current trends, challenges and prospects. Appl.
Sci. 2020, 10, 636. [CrossRef]

16. Memmesheimer, V.M.; Ebert, A. Scalable extended reality: A future research agenda. Big Data Cogn. Comput. 2022, 6, 12.
[CrossRef]
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Emerging MPEG standards for point cloud compression. IEEE J. Emerg. Sel. Top. Circuits Syst. 2018, 9, 133–148. [CrossRef]

32. Graziosi, D.; Nakagami, O.; Kuma, S.; Zaghetto, A.; Suzuki, T.; Tabatabai, A. An overview of ongoing point cloud compression
standardization activities: Video-based (V-PCC) and geometry-based (G-PCC). APSIPA Trans. Signal Inf. Process. 2020, 9, e13.
[CrossRef]

33. Wang, J.; Ding, D.; Li, Z.; Ma, Z. Multiscale point cloud geometry compression. In Proceedings of the 2021 Data Compression
Conference (DCC), Snowbird, UT, USA, 23–26 March 2021; pp. 73–82.

34. Wang, J.; Zhu, H.; Liu, H.; Ma, Z. Lossy point cloud geometry compression via end-to-end learning. IEEE Trans. Circuits Syst.
Video Technol. 2021, 31, 4909–4923. [CrossRef]

35. Zhu, W.; Ma, Z.; Xu, Y.; Li, L.; Li, Z. View-dependent dynamic point cloud compression. IEEE Trans. Circuits Syst. Video Technol.
2020, 31, 765–781. [CrossRef]

http://dx.doi.org/10.1145/3533376
http://dx.doi.org/10.1016/j.ijhcs.2019.05.011
http://dx.doi.org/10.1007/s00366-019-00792-3
http://dx.doi.org/10.3390/app112110035
http://dx.doi.org/10.37188/lam.2021.028
http://dx.doi.org/10.1109/TVCG.2020.3032761
http://www.ncbi.nlm.nih.gov/pubmed/33085619
http://dx.doi.org/10.3390/ijgi9070439
http://dx.doi.org/10.3390/app10020636
http://dx.doi.org/10.3390/bdcc6010012
https://www.intelrealsense.com/compare-depth-cameras/
https://learn.microsoft.com/en-us/azure/kinect-dk/windows-comparison
https://learn.microsoft.com/en-us/azure/kinect-dk/windows-comparison
http://dx.doi.org/10.3390/s21020413
https://hackernoon.com/3-common-types-of-3d-sensors-stereo-structured-light-and-tof-194033f0
https://hackernoon.com/3-common-types-of-3d-sensors-stereo-structured-light-and-tof-194033f0
http://dx.doi.org/10.1109/ACCESS.2019.2891693
http://dx.doi.org/10.1007/s11277-021-08560-7
http://dx.doi.org/10.1109/TMM.2021.3077772
http://dx.doi.org/10.1109/MCOM.001.2000242
http://dx.doi.org/10.1109/MCOM.001.1900272
http://dx.doi.org/10.1109/TBC.2019.2957652
http://dx.doi.org/10.1109/JETCAS.2018.2885981
http://dx.doi.org/10.1017/ATSIP.2020.12
http://dx.doi.org/10.1109/TCSVT.2021.3051377
http://dx.doi.org/10.1109/TCSVT.2020.2985911


Sensors 2022, 22, 9617 29 of 31

36. Yu, S.; Sun, S.; Yan, W.; Liu, G.; Li, X. A Method Based on Curvature and Hierarchical Strategy for Dynamic Point Cloud
Compression in Augmented and Virtual Reality System. Sensors 2022, 22, 1262. [CrossRef]

37. Anmulwar, S.; Wang, N.; Pack, A.; Huynh, V.S.H.; Yang, J.; Tafazolli, R. Frame Synchronisation for Multi-Source Holograhphic
Teleportation Applications-An Edge Computing Based Approach. In Proceedings of the 2021 IEEE 32nd Annual International
Symposium on Personal, Indoor and Mobile Radio Communications (PIMRC), Helsinki, Finland, 13–16 September 2021; pp. 1–6.

38. Qian, P.; Huynh, V.S.H.; Wang, N.; Anmulwar, S.; Mi, D.; Tafazolli, R.R. Remote Production for Live Holographic Teleportation
Applications in 5G Networks. IEEE Trans. Broadcast. 2022, 68, 451–463. [CrossRef]

39. Selinis, I.; Wang, N.; Da, B.; Yu, D.; Tafazolli, R. On the Internet-scale streaming of holographic-type content with assured user
quality of experiences. In Proceedings of the 2020 IFIP Networking Conference (Networking), Paris, France, 22–25 June 2020;
pp. 136–144.

40. Pan, X.; Xu, X.; Dev, S.; Campbell, A.G. 3D Displays: Their Evolution, Inherent Challenges and Future Perspectives. In
Proceedings of the Future Technologies Conference, Jeju, Korea, 22–24 April 2021; pp. 397–415.

41. Kara, P.A.; Tamboli, R.R.; Doronin, O.; Cserkaszky, A.; Barsi, A.; Nagy, Z.; Martini, M.G.; Simon, A. The key performance
indicators of projection-based light field visualization. J. Inf. Disp. 2019, 20, 81–93. [CrossRef]

42. Saredakis, D.; Szpak, A.; Birckhead, B.; Keage, H.A.; Rizzo, A.; Loetscher, T. Factors associated with virtual reality sickness in
head-mounted displays: A systematic review and meta-analysis. Front. Hum. Neurosci. 2020, 14, 96. [CrossRef]

43. Gugenheimer, J.; Mai, C.; McGill, M.; Williamson, J.; Steinicke, F.; Perlin, K. Challenges using head-mounted displays in shared
and social spaces. In Proceedings of the Extended Abstracts of the 2019 CHI Conference on Human Factors in Computing
Systems, Glasgow, UK, 4–9 May 2019; pp. 1–8.

44. Chang, C.; Bang, K.; Wetzstein, G.; Lee, B.; Gao, L. Toward the next-generation VR/AR optics: A review of holographic near-eye
displays from a human-centric perspective. Optica 2020, 7, 1563–1578. [CrossRef] [PubMed]

45. VRcompare. VRcompare—The Internet’s Largest VR & AR Headset Database. Available online: https://vr-compare.com/
(accessed on 7 october 2022).

46. Cernigliaro, G.; Martos, M.; Montagud, M.; Ansari, A.; Fernandez, S. PC-MCU: Point cloud multipoint control unit for multi-user
holoconferencing systems. In Proceedings of the 30th ACM Workshop on Network and Operating Systems Support for Digital
Audio and Video, Istanbul, Turkey, 10–11 June 2020; pp. 47–53.

47. Pakanen, M.; Alavesa, P.; van Berkel, N.; Koskela, T.; Ojala, T. “Nice to see you virtually”: Thoughtful design and evaluation of
virtual avatar of the other user in AR and VR based telexistence systems. Entertain. Comput. 2022, 40, 100457. [CrossRef]

48. Korban, M.; Li, X. A Survey on Applications of Digital Human Avatars toward Virtual Co-presence. arXiv 2022, arXiv:2201.04168.
49. Yu, K.; Gorbachev, G.; Eck, U.; Pankratz, F.; Navab, N.; Roth, D. Avatars for teleconsultation: Effects of avatar embodiment

techniques on user perception in 3D asymmetric telepresence. IEEE Trans. Vis. Comput. Graph. 2021, 27, 4129–4139. [CrossRef]
50. Gamelin, G.; Chellali, A.; Cheikh, S.; Ricca, A.; Dumas, C.; Otmane, S. Point-cloud avatars to improve spatial communication in

immersive collaborative virtual environments. Pers. Ubiquitous Comput. 2021, 25, 467–484. [CrossRef]
51. Lee, L.H.; Braud, T.; Zhou, P.; Wang, L.; Xu, D.; Lin, Z.; Kumar, A.; Bermejo, C.; Hui, P. All one needs to know about metaverse: A

complete survey on technological singularity, virtual ecosystem, and research agenda. arXiv 2021, arXiv:2110.05352.
52. Wang, Y.; Wang, P.; Luo, Z.; Yan, Y. A novel AR remote collaborative platform for sharing 2.5 D gestures and gaze. Int. J. Adv.

Manuf. Technol. 2022, 119, 6413–6421. [CrossRef]
53. Jing, A.; May, K.W.; Naeem, M.; Lee, G.; Billinghurst, M. EyemR-Vis: Using Bi-Directional Gaze Behavioural Cues to Improve

Mixed Reality Remote Collaboration. In Proceedings of the Extended Abstracts of the 2021 CHI Conference on Human Factors in
Computing Systems, Yokohama, Japan, 8–13 May 2021; pp. 1–7.

54. Bai, H.; Sasikumar, P.; Yang, J.; Billinghurst, M. A user study on mixed reality remote collaboration with eye gaze and hand
gesture sharing. In Proceedings of the 2020 CHI Conference on Human Factors in Computing Systems, Honolulu, HI, USA,
21 April 2020; pp. 1–13.

55. Ayodele, E.; Zaidi, S.A.R.; Zhang, Z.; Scott, J.; McLernon, D. A review of deep learning approaches in glove-based gesture
classification. In Machine Learning, Big Data, and IoT for Medical Informatics; Elsevier: Amsterdam, The Netherlands, 2021;
pp. 143–164.

56. De Guzman, J.A.; Thilakarathna, K.; Seneviratne, A. Security and privacy approaches in mixed reality: A literature survey. ACM
Comput. Surv. (CSUR) 2019, 52, 1–37. [CrossRef]

57. Happa, J.; Glencross, M.; Steed, A. Cyber security threats and challenges in collaborative mixed-reality. Front. ICT 2019, 6, 5.
[CrossRef]

58. Mazurczyk, W.; Bisson, P.; Jover, R.P.; Nakao, K.; Cabaj, K. Challenges and novel solutions for 5G network security, privacy and
trust. IEEE Wirel. Commun. 2020, 27, 6–7. [CrossRef]

59. Vijayakumar, S.; Corcoran, P.; Flynn, R.; Murray, N. AI-derived quality of experience prediction based on physiological signals
for immersive multimedia experiences: Research proposal. In Proceedings of the 13th ACM Multimedia Systems Conference,
Athlone, Ireland, 14–17 June 2022; pp. 403–407.

60. Akhtar, Z.; Siddique, K.; Rattani, A.; Lutfi, S.L.; Falk, T.H. Why is multimedia quality of experience assessment a challenging
problem? IEEE Access 2019, 7, 117897–117915. [CrossRef]

61. Kougioumtzidis, G.; Poulkov, V.; Zaharis, Z.D.; Lazaridis, P.I. A Survey on Multimedia Services QoE Assessment and Machine
Learning-Based Prediction. IEEE Access 2022, 10, 19507–19538. [CrossRef]

http://dx.doi.org/10.3390/s22031262
http://dx.doi.org/10.1109/TBC.2022.3161745
http://dx.doi.org/10.1080/15980316.2019.1606120
http://dx.doi.org/10.3389/fnhum.2020.00096
http://dx.doi.org/10.1364/OPTICA.406004
http://www.ncbi.nlm.nih.gov/pubmed/34141829
https://vr-compare.com/
http://dx.doi.org/10.1016/j.entcom.2021.100457
http://dx.doi.org/10.1109/TVCG.2021.3106480
http://dx.doi.org/10.1007/s00779-020-01431-1
http://dx.doi.org/10.1007/s00170-022-08747-7
http://dx.doi.org/10.1145/3359626
http://dx.doi.org/10.3389/fict.2019.00005
http://dx.doi.org/10.1109/MWC.2020.9170261
http://dx.doi.org/10.1109/ACCESS.2019.2936470
http://dx.doi.org/10.1109/ACCESS.2022.3149592


Sensors 2022, 22, 9617 30 of 31

62. Brunnström, K.; Beker, S.A.; De Moor, K.; Dooms, A.; Egger, S.; Garcia, M.N.; Hossfeld, T.; Jumisko-Pyykkö, S.; Keimel, C.;
Larabi, M.C.; et al. Qualinet White Paper on Definitions of Quality of Experience. 2013. Available online: https://hal.archives-
ouvertes.fr/hal-00977812/document (accessed on 18 October 2022).

63. ITU. Vocabulary for Performance, Quality of Service and Quality of Experience—QoE and QoS Definitions Vocabulary for
Performance, Quality of Service and Quality of Experience, Document Rec. ITU-T P.10/G.100. 2017. Available online: https:
//www.itu.int/rec/T-REC-P.10 (accessed on 8 September 2022).

64. Rhee, T.; Thompson, S.; Medeiros, D.; Dos Anjos, R.; Chalmers, A. Augmented virtual teleportation for high-fidelity telecollabora-
tion. IEEE Trans. Vis. Comput. Graph. 2020, 26, 1923–1933. [CrossRef] [PubMed]

65. Holografika. Pioneering 3D Light Field Displays. Available online: https://holografika.com/ (accessed on 18 October 2022).
66. Lawrence, J.; Goldman, D.B.; Achar, S.; Blascovich, G.M.; Desloge, J.G.; Fortes, T.; Gomez, E.M.; Häberling, S.; Hoppe, H.;

Huibers, A.; et al. Project Starline: A high-fidelity telepresence system. ACM Trans. Graph. 2021, 40. [CrossRef]
67. Yoon, L.; Yang, D.; Chung, C.; Lee, S.H. A Full Body Avatar-Based Telepresence System for Dissimilar Spaces. arXiv 2021,

arXiv:2103.04380.
68. Montagud, M.; Li, J.; Cernigliaro, G.; El Ali, A.; Fernández, S.; Cesar, P. Towards socialVR: Evaluating a novel technology for

watching videos together. Virtual Reality 2022, 26, 1–21. [CrossRef]
69. Ozioko, O.; Dahiya, R. Smart tactile gloves for haptic interaction, communication, and rehabilitation. Adv. Intell. Syst. 2022,

4, 2100091. [CrossRef]
70. Wang, J.; Qi, Y. A Multi-User Collaborative AR System for Industrial Applications. Sensors 2022, 22, 1319. [CrossRef]
71. Regenbrecht, H.; Park, N.; Duncan, S.; Mills, S.; Lutz, R.; Lloyd-Jones, L.; Ott, C.; Thompson, B.; Whaanga, D.;

Lindeman, R.W.; et al. Ātea Presence—Enabling Virtual Storytelling, Presence, and Tele-Co-Presence in an Indigenous
Setting. IEEE Technol. Soc. Mag. 2022, 41, 32–42. [CrossRef]

72. Kim, D.; Jo, D. Effects on Co-Presence of a Virtual Human: A Comparison of Display and Interaction Types. Electronics 2022,
11, 367. [CrossRef]

73. Sensiks. Sensory Reality Pods & Platform. Available online: https://www.sensiks.com/ (accessed on 19 October 2022).
74. Agiwal, M.; Roy, A.; Saxena, N. Next generation 5G wireless networks: A comprehensive survey. IEEE Commun. Surv. Tutorials

2016, 18, 1617–1655. [CrossRef]
75. van der Hooft, J.; Wauters, T.; De Turck, F.; Timmerer, C.; Hellwagner, H. Towards 6dof http adaptive streaming through point

cloud compression. In Proceedings of the 27th ACM International Conference on Multimedia, Nice, France, 21–25 October 2019;
pp. 2405–2413.

76. Blackwell, C.J.; Khan, J.; Chen, X. 54-6: Holographic 3D Telepresence System with Light Field 3D Displays and Depth Cameras
over a LAN. In Proceedings of the SID Symposium Digest of Technical Papers; Wiley Online Library: Hoboken, NJ, USA, 2021;
Volume 52, pp. 761–763.

77. Roth, D.; Yu, K.; Pankratz, F.; Gorbachev, G.; Keller, A.; Lazarovici, M.; Wilhelm, D.; Weidert, S.; Navab, N.; Eck, U. Real-time
mixed reality teleconsultation for intensive care units in pandemic situations. In Proceedings of the 2021 IEEE Conference on
Virtual Reality and 3D User Interfaces Abstracts and Workshops (VRW), Lisbon, Portugal, 27 March–1 April 2021; pp. 693–694.

78. Langa, S.F.; Montagud, M.; Cernigliaro, G.; Rivera, D.R. Multiparty Holomeetings: Toward a New Era of Low-Cost Volumetric
Holographic Meetings in Virtual Reality. IEEE Access 2022, 10, 81856–81876. [CrossRef]

79. Kachach, R.; Perez, P.; Villegas, A.; Gonzalez-Sosa, E. Virtual tour: An immersive low cost telepresence system. In Proceedings of
the 2020 IEEE conference on virtual reality and 3D user interfaces abstracts and workshops (VRW), Atlanta, GA, USA, 22–26
March 2020; pp. 504–506.

80. Fadzli, F.E.; Ismail, A.W. A Robust Real-Time 3D Reconstruction Method for Mixed Reality Telepresence. Int. J. Innov. Comput.
2020, 10. [CrossRef]

81. Vellingiri, S.; White-Swift, J.; Vania, G.; Dourty, B.; Okamoto, S.; Yamanaka, N.; Prabhakaran, B. Experience with a Trans-Pacific
Collaborative Mixed Reality Plant Walk. In Proceedings of the 2020 IEEE Conference on Virtual Reality and 3D User Interfaces
Abstracts and Workshops (VRW), Atlanta, GA, USA, 22–26 March2020; pp. 238–245.

82. Li, R. Towards a new internet for the year 2030 and beyond. In Proceedings of the Third annual ITU IMT-2020/5G Workshop
and Demo Day, Switzerland, Geneva, 18 July 2018; pp. 1–21.

83. Qualcomm, Ltd. VR And AR Pushing Connectivity Limits; Qualcomm, Ltd.: San Diego, CA, USA, 2018.
84. Jansen, J.; Subramanyam, S.; Bouqueau, R.; Cernigliaro, G.; Cabré, M.M.; Pérez, F.; Cesar, P. A Pipeline for Multiparty Volumetric

Video Conferencing: Transmission of Point Clouds over Low Latency DASH. In Proceedings of the 11th ACM Multimedia
Systems Conference, Istanbul, Turkey, 8–11 June 2020; pp. 341–344. [CrossRef]

85. Gasques, D.; Johnson, J.G.; Sharkey, T.; Feng, Y.; Wang, R.; Xu, Z.R.; Zavala, E.; Zhang, Y.; Xie, W.; Zhang, X.; et al. ARTEMIS: A
collaborative mixed-reality system for immersive surgical telementoring. In Proceedings of the 2021 CHI Conference on Human
Factors in Computing Systems, Yokohama, Japan, 8–13 May 2021; pp. 1–14.

86. Quin, T.; Limbu, B.; Beerens, M.; Specht, M. HoloLearn: Using holograms to support naturalistic interaction in virtual
classrooms. In Proceedings of the 1st International Workshop on Multimodal Immersive Learning Systems, MILeS 2021, Virtual,
20–24 September 2021.

https://hal.archives-ouvertes.fr/hal-00977812/document
https://hal.archives-ouvertes.fr/hal-00977812/document
https://www.itu.int/rec/T-REC-P.10
https://www.itu.int/rec/T-REC-P.10
http://dx.doi.org/10.1109/TVCG.2020.2973065
http://www.ncbi.nlm.nih.gov/pubmed/32070972
https://holografika.com/
http://dx.doi.org/10.1145/3478513.3480490
http://dx.doi.org/10.1007/s10055-022-00651-5
http://dx.doi.org/10.1002/aisy.202100091
http://dx.doi.org/10.3390/s22041319
http://dx.doi.org/10.1109/MTS.2022.3147525
http://dx.doi.org/10.3390/electronics11030367
https://www.sensiks.com/
http://dx.doi.org/10.1109/COMST.2016.2532458
http://dx.doi.org/10.1109/ACCESS.2022.3196285
http://dx.doi.org/10.11113/ijic.v10n2.265
http://dx.doi.org/10.1145/3339825.3393578


Sensors 2022, 22, 9617 31 of 31

87. Gunkel, S.N.; Hindriks, R.; Assal, K.M.E.; Stokking, H.M.; Dijkstra-Soudarissanane, S.; Haar, F.t.; Niamut, O. VRComm: An
end-to-end web system for real-time photorealistic social VR communication. In Proceedings of the 12th ACM Multimedia
Systems Conference, Istanbul, Turkey, 28 September–1 October 2021; pp. 65–79.

88. Kim, H.i.; Kim, T.; Song, E.; Oh, S.Y.; Kim, D.; Woo, W. Multi-scale Mixed Reality Collaboration for Digital Twin. In Proceedings of
the 2021 IEEE International Symposium on Mixed and Augmented Reality Adjunct (ISMAR-Adjunct), Bari, Italy, 4–8 October 2021;
pp. 435–436.

89. Fadzli, F.; Kamson, M.; Ismail, A.; Aladin, M. 3D telepresence for remote collaboration in extended reality (xR) application. In
Proceedings of the IOP Conference Series: Materials Science and Engineering, Chennai, India, 16–17 September 2020; Volume 979,
p. 012005.

90. Olin, P.A.; Issa, A.M.; Feuchtner, T.; Grønbæk, K. Designing for Heterogeneous Cross-Device Collaboration and Social Interaction
in Virtual Reality. In Proceedings of the 32nd Australian Conference on Human-Computer Interaction, Sydney, NSW, Australia,
2–4 December 2020; pp. 112–127.

91. Ericsson. The Spectacular Rise of Holographic Communication; Ericsson: Stockholm, Sweden, 2022.
92. ITU. Representative Use Cases and Key Network Requirements for Network 2030; ITU: Geneva, Switzerland, 2020.
93. Huawei. Communications Network 2030; Huawei: Shenzhen, China, 2021.
94. Lee, Y.; Yoo, B. XR collaboration beyond virtual reality: Work in the real world. J. Comput. Des. Eng. 2021, 8, 756–772. [CrossRef]
95. Kim, H.; Young, J.; Medeiros, D.; Thompson, S.; Rhee, T. TeleGate: Immersive Multi-User Collaboration for Mixed Reality 360

Video. In Proceedings of the 2021 IEEE Conference on Virtual Reality and 3D User Interfaces Abstracts and Workshops (VRW),
Lisbon, Portugal, 27 March–1 April 2021; pp. 532–533.

96. Jasche, F.; Kirchhübel, J.; Ludwig, T.; Tolmie, P. BeamLite: Diminishing Ecological Fractures of Remote Collaboration through
Mixed Reality Environments. In Proceedings of the C&T’21: Proceedings of the 10th International Conference on Communities &
Technologies-Wicked Problems in the Age of Tech, Seattle, WA, USA, 20–25 June 2021; pp. 200–211.

97. Weinmann, M.; Stotko, P.; Krumpen, S.; Klein, R. Immersive VR-based Live Telepresence for Remote Collaboration and
Teleoperation. Available online: https://www.dgpf.de/src/tagung/jt2020/proceedings/proceedings/papers/50_DGPF2020_
Weinmann_et_al.pdf (accessed on 18 October 2022).

98. He, Z.; Du, R.; Perlin, K. Collabovr: A reconfigurable framework for creative collaboration in virtual reality. In Proceedings of the
2020 IEEE International Symposium on Mixed and Augmented Reality (ISMAR), Porto de Galinhas, Brazil, 9–13 November 2020;
pp. 542–554.

99. Jones, B.; Zhang, Y.; Wong, P.N.; Rintel, S. Belonging there: VROOM-ing into the uncanny valley of XR telepresence. Proc. ACM
Hum.-Comput. Interact. 2021, 5, 1–31.

100. Hoppe, A.H.; van de Camp, F.; Stiefelhagen, R. Shisha: Enabling shared perspective with face-to-face collaboration using
redirected avatars in virtual reality. Proc. ACM Hum.-Comput. Interact. 2021, 4, 1–22. [CrossRef]

101. Rekimoto, J.; Uragaki, K.; Yamada, K. Behind-the-mask: A face-through head-mounted display. In Proceedings of the 2018
International Conference on Advanced Visual Interfaces, Castiglione della Pescaia, Italy, 29 May–1 June 2018; pp. 1–5.

102. Zhao, Y.; Xu, Q.; Chen, W.; Du, C.; Xing, J.; Huang, X.; Yang, R. Mask-off: Synthesizing face images in the presence of head-
mounted displays. In Proceedings of the 2019 IEEE Conference on Virtual Reality and 3D User Interfaces (VR), Osaka, Japan,
23–27 March 2019; pp. 267–276.

103. Song, G.; Cai, J.; Cham, T.J.; Zheng, J.; Zhang, J.; Fuchs, H. Real-time 3D Face-Eye Performance Capture of a Person Wearing VR
Headset. In Proceedings of the 26th ACM international conference on Multimedia, Seoul, Republic of Korea, 22–26 October 2018;
pp. 923–931.

104. Nijholt, A. Capturing obstructed nonverbal cues in augmented reality interactions: A short survey. In Proceedings of the
International Conference on Industrial Instrumentation and Control, Kolkata, India, 15–17 October 2022; pp. 1–9.

105. Chen, S.Y.; Lai, Y.K.; Xia, S.; Rosin, P.; Gao, L. 3D face reconstruction and gaze tracking in the HMD for virtual interaction. IEEE
Trans. Multimed. 2022. [CrossRef]

106. Lombardi, S.; Saragih, J.; Simon, T.; Sheikh, Y. Deep appearance models for face rendering. ACM Trans. Graph. (ToG) 2018,
37, 1–13. [CrossRef]

107. IETF. RFC 2386—A Framework for QoS-Based Routing in the Internet; IETF: Fremont, CA, USA, 1998.
108. Chin, S.Y.; Quinton, B.R. Dynamic Object Comprehension: A Framework For Evaluating Artificial Visual Perception. arXiv 2022,

arXiv:2202.08490.
109. Wang, P.; Bai, X.; Billinghurst, M.; Zhang, S.; Wei, S.; Xu, G.; He, W.; Zhang, X.; Zhang, J. 3DGAM: Using 3D gesture and CAD

models for training on mixed reality remote collaboration. Multimed. Tools Appl. 2021, 80, 31059–31084. [CrossRef]
110. Han, B.; Kim, G.J. AudienceMR: Extending the Local Space for Large-Scale Audience with Mixed Reality for Enhanced Remote

Lecturer Experience. Appl. Sci. 2021, 11, 9022. [CrossRef]
111. Loper, M.; Mahmood, N.; Romero, J.; Pons-Moll, G.; Black, M.J. SMPL: A skinned multi-person linear model. ACM Trans. Graph.

(TOG) 2015, 34, 1–16. [CrossRef]
112. Osman, A.A.; Bolkart, T.; Black, M.J. Star: Sparse trained articulated human body regressor. In Proceedings of the European

Conference on Computer Vision, Glasgow, UK, 23–28 August 2020; pp. 598–613.

http://dx.doi.org/10.1093/jcde/qwab012
https://www.dgpf.de/src/tagung/jt2020/proceedings/proceedings/papers/50_DGPF2020_Weinmann_et_al.pdf
https://www.dgpf.de/src/tagung/jt2020/proceedings/proceedings/papers/50_DGPF2020_Weinmann_et_al.pdf
http://dx.doi.org/10.1145/3432950
http://dx.doi.org/10.1109/TMM.2022.3156820
http://dx.doi.org/10.1145/3197517.3201401
http://dx.doi.org/10.1007/s11042-020-09731-7
http://dx.doi.org/10.3390/app11199022
http://dx.doi.org/10.1145/2816795.2818013

	Introduction
	Literature Review and Selection Methodology
	Paper Structure

	Motivation
	Overview of a Basic HTC System
	Main Technological Challenges in Implementing  HTC
	I/O Technologies
	Data Processing
	Data Transmission of Holographic Data
	System Scalability

	Representation Challenges
	Avatar Embodiment
	Gesture Support
	Gaze Support
	Emotion Support

	Other Challenges
	Evaluation (Subjective and Objective)
	Security, Privacy, and Ethics

	Discussion of Implemented HTC Systems
	Future Direction—A Framework for a New Intelligent and Capable HTC System
	User Site
	Server Site

	Conclusions
	References

