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Abstract 

 
Changes in gendered social position and the depression gap  

over time in the United States 
 
 

Jonathan M. Platt 
 

 
Introduction 

There is a large literature across disciplines aimed at understanding the causes of the depression 

gap, defined as an excess of depression among women compared with men. Based on the totality of 

evidence to date, social stress appears to be an important explanation for the depression gap. Social stress 

theory highlights women’s disadvantaged social position relative to men, positioning gender differences in 

socio-economic opportunities as social stressors, while also acknowledging how gender socialization 

teaches women to respond to stressors in depressogenic ways from an early age. This dissertation applied 

social stress theory to better understand the social causes of the depression gap with three related aims. Aim 

1 summarized the evidence for variation or stability in the depression gap in recent decades, through a 

systematic review and meta-regression of depression gap studies over time and by age. Aim 2 examined 

the evidence for a changing depression gap across birth cohorts, and tested the extent to which any changes 

over time were mediated by changing gender differences in education, employment, and housework rates, 

three indicators of broader trends in gendered social position through the 21st Century. Aim 3 examined 

whether women in the workforce with competing domestic labor roles were at increased risk of depression, 

and whether pro-family workplace benefits buffered the effects of competing roles. 

 

Methods 

 In aim 1, depression gap estimates were extracted through a systematic review of published 

literature (from 1982-present). Analytic datasets were comprised of 76 diagnostic-based estimates and 68 

symptom-based estimates. For each dataset, meta-regression models estimated time and age variation in 

the depression gap, as well as the interaction between time and age group, to estimate the variation in the 



gap over time by age. Data from the National Longitudinal Surveys were utilized for aims 2 and 3. 

Depression was measured with the Center for Epidemiologic Studies Depression Scale (CESD), and the 

depression gap was defined as differences in mean CESD scores for women vs. men. The aim 2 sample 

included 13,666 respondents interviewed from 1992-2014. Hierarchical mixed models estimated the 

magnitude of the gender depression gap over time, and its relationship with 10-year birth cohort (range: 

1957-1994) and whether any variation was mediated by gender differences in: those with a college degree 

or more, those who were employed full-time, and the average number of hours spent doing housework per 

week. The sample in aim 3 was limited to employed women ages 17-57 (n=3993). Generalized estimating 

equations estimated the relationship between competing roles and depression, and the interaction between 

competing roles and pro-family employee benefits on depression. Interaction results were compared to 

models estimating the effect of non-family-related benefits on the relationship between competing roles 

and depression. 

 

Results 

 In aim 1, there was no evidence of change in the depression gap over time. Compared with the 

reference group (i.e., respondents ages 60+), the age effect was appreciable among the youngest age group 

(age 10-19) (RR=1.44; 95% CI=1.19, 1.74), but did not differ for any other age groups. The age by time 

interaction was elevated for youngest age group (RR=1.27; 95% CI=1.0, 1.61), suggesting that, compared 

to the oldest age group, the diagnostic depression gap had increased among the youngest ages from 1982 

to 2017. There was no evidence of time changes among any other age group. Results were similar for 

symptom-based studies. 

In aim 2, there was a linear decrease in the depression gap by 0.18 points across birth cohort (95% 

CI= -0.26, -0.10). The results of the mediation analysis estimated that an increasing ratio of college degree 

attainment mediated 39% of the gender depression gap across cohorts (95% CI= 0.18, 0.78). There was no 

evidence of mediation due to changing employment or housework ratios.  



In aim 3, there was evidence that women in competing roles reported a 0.56-point higher CESD 

score (95% CI= 0.15, 0.97), compared with women not in competing roles. The interaction between pro-

family benefits and competing roles was associated with CESD scores (B=-0.44, p=0.023). More 

specifically, among women without access to pro-family benefits, those in competing roles reported a 6.1 

point higher CESD score (95% CI=1.14, 11.1), compared with those not in competing roles, however, 

among women with access to these benefits, there was no association between competing roles and CESD 

scores (difference=0.44; 95% CI=-0.2, 1.0). Results were similar for non-family-related benefits. Women 

in competing roles without non-family-related benefits reported a 3.59 point higher CESD score than those 

not in competing roles (95% CI=1.24, 5.95) while among women with access to these benefits, there was 

no association between competing roles and CESD symptoms. 

 

Conclusion 

This dissertation provided evidence to partially support the hypothesis that the depression gap is 

changing over time and is meaningfully related to the social environment, through which gender roles, 

responsibilities, and opportunities available to women and men are defined and reinforced. The results of 

these studies suggest that the depression gap may be expanding and contracting over time for different age 

groups. Understanding the social causes of the depression gap is important to reduce the present and future 

burden of the depression gap, and to understand the fundamental processes through which depression 

disparities may be perpetuate or attenuated in adolescence and beyond. 
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IV. Introduction 

 

The term depression refers generally to a period of low mood or sadness that can affect an 

individual’s thoughts, behavior, feelings, and sense of well-being. In clinical settings, depression is often 

diagnosed as major depressive disorder,1 though in epidemiologic research, depression is measured in a 

variety of ways, which may reflect distinct but related constructs such as demoralization or distress. Despite 

these measurement differences, studies have consistently found that depression incidence, prevalence, and 

symptom levels are higher among women than men (hereafter referred to as the depression gap). The 

depression gap was first reported in the 1970s,2 and has since yielded a large body of research to test a 

diverse set of mechanisms as causes of gender patterns.  

Part of this research has included attempts to explain the depression gap as spurious and an artifact 

of measurement error. For example, some have suggested that women are more likely than men to recall 

depression symptoms.3,4 However, gender differences persist in studies that have assessed depression both 

prospectively and retrospectively.5 Others have suggested that women are more likely to seek help for 

depression symptoms,6 however, the depression gap has been reported in both clinical and community 

samples.7 The stigma surrounding depression may also be gendered, where women feel less stigma in 

reporting depressive symptoms and be more likely to endorse survey items measuring depression.8 

However, the depression gap has been reported based on both self- and informant-report,9 as well as studies 

that account for social desirability bias.10 At the symptom level, if social desirability bias were a significant 

driver of gender differences, one would expect to see greater gender differences in those symptoms that are 

more stigmatized (e.g., ‘I feel sad most of the time’) than others (e.g., ‘I have less energy than usual’). 

However, there is no consistent symptom-level pattern to support this hypothesis.3 While there is some 

evidence that gender-dimorphic items in rating scales may influence estimates,11 differences in rating scales 

and tools do not account for the depression gap.12 Overall, gender differences in major depression appear 

to be genuine and not due to bias. 
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To date, most research into the causes of the depression gap have sought to test whether known 

causes of inter-individual variation in depression are more prevalent among women than men. For example, 

if childhood adversity increases depression risk generally, and women experience more childhood adversity 

than men, then childhood adversity may also explain the depression gap.  

The emergence of depression gap is approximately correlated with puberty,13,14 which has led many 

to study hormonal mechanisms as a cause. For these hormones to explain the depression gap, studies should 

identify consistent patterns where changes in hormone levels are associated with changes in depression risk 

differentially among women and men. Overall, while hormones may partially explain inter-individual 

depression risk, they do not appear to explain the between-group risk that would underlie the depression 

gap.15,16  

Across the many studies of depression, one of the most consistent risk factors is a family history of 

the disorder,13,17 which has led researchers to search for genetic causes of depression.18,19 Research 

examining genetic causes of the depression gap has hypothesized that a genetic risk factor for depression 

may be X-chromosome-linked, leading to a differential risk of depression by gender, though studies that 

identify gender differences are limited and inconsistent with this hypothesis.20–22 Overall, evidence across 

multiple genetic study designs has offered no support for genetic mechanisms as causes of the depression 

gap.23–25 

Based on the totality of evidence to date, social stress appears to be the most likely explanation for 

the depression gap. Social stress theory suggests that gender differences in social position may influence 

stress exposures and responses.26,27 Women traditionally have had fewer opportunities for educational 

attainment than men, lower professional prestige and income, and more domestic responsibilities (e.g. 

housework, childcare), all of which may act as social stressors.28 Women are also socialized, through gender 

norms, to respond to stressors in depressogenic ways.29–34 These may increase women’s depression risk, 

and thus explain gender differences in depression.28,35,36 However, if these social differences underlie 

depression, changes over time in women’s social position in the United States suggest that the depression 

gap may change as well, but three areas of evidence remain underexplored. 
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First, the variation in the depression gap over time is unknown. The gap is typically cited as 

approximately twice as high among women than men,37 however, recent evidence suggests that it may be 

changing.38–40 A systematic review of published research on the depression gap will document any changes 

over time, while accounting for study characteristics that are not related to temporal variation. 

Second, while social stress theory has previously been used to understand the depression gap, there 

is limited research leveraging change over time to test how gendered social position might affect the 

depression gap. Since the mid-20th century, the relative social position of women vs. men has improved in 

recent birth cohorts. Traditional gender norms34,41,42 have become less restrictive, and as a result, women 

have become more likely to get a college degree,43,44 and advance to high-skill occupations,45 all while 

delaying having children.46 If social position is protective against depression, then changes in women’s 

social position should predict a decline in depression prevalence over time. Concurrently, the effects of 

these social changes on men’s depression remain underexplored. Therefore, the second aim of this 

dissertation will use a prospective study of employment, education, domestic experiences, and health of 

respondents from successive birth cohorts to assess changes over time among women and men, and explore 

whether changes in women’s social position are associated with changes in the depression gap over time. 

 Third, women’s rising social position may lead to additional unintended sources of stress. 

Specifically, women in dual workplace and domestic labor roles may be at greater risk of experiencing 

multiple role strain, which could increase their depression risk.47 That is, working women who have children 

are well documented to suffer professionally and economically, relative to working women without 

children. In light of this, companies have increasingly offered pro-family benefits to their employees, such 

as paid family-leave, childcare subsidies, and flexible working schedules, intended to retain employees after 

the birth of children.48 If the depression gap is partially explained by multiple role strain, then these benefits 

should buffer the depression risk among women in the work force. To test this hypothesis, I will examine 

whether the availability of pro-family employee benefits reduces depression risk among women in multiple 

roles.  
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 In summary, the depression gap is well-documented, but changes in the hypothesized causes 

suggest that it may be changing. This dissertation will examine those changes, in three aims: 

Aim 1 – Systematically review the literature to summarize the variation in the depression gap in 

the US population over time and by age, accounting for differences across studies based on the use of 

diagnostic vs. symptom scales. 

Aim 2 – Examine whether temporal variation in the depression gap is associated with changes in 

gendered social position, as indicated by changes in education and employment rates among women versus 

men, as well as decreasing housework divisions between women and men. Change over time will be tested 

by estimating gender differences in depression prevalence in a longitudinal US population-representative 

sample of men and women grouped in sequential birth cohorts. 

Aim 3 – Test if the burden of competing workplace and domestic roles among women increases 

their risk of depression, compared to women without competing roles, and the extent to which that risk is 

buffered by access to pro-family benefits in the workplace. 
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V. Is the US gender gap in depression changing over time? A meta-regression 

 

INTRODUCTION 

 

Depression, the gender depression gap, and gendered social position 

Major depressive disorder is a persistenti state of low mood and apathy that can affect the thoughts, 

behavior, feelings, and sense of well-being of the afflicted.1 It is the leading cause of disability among 

Americans ages 15-44.49 Compared with men, women report more depressive symptoms, and a higher 

incidence and prevalence of depression, throughout the world.50 In the United States, studies generally find 

that the prevalence of depression among women is twice that of men.37 This pattern is not solely an artifact 

of gender differences in reporting mental health symptoms or seeking treatment, rather evidence to date 

indicates that the differences reflect meaningful differences in depression.9,10,51 

In studies of the depression gap, depression is often defined as meeting a diagnostic threshold (e.g. 

based on the DSM-IV);14 however, there is considerable heterogeneity in the definition and 

operationalization of depression. In addition to diagnostic criteria, studies of the depression gap also define 

depression as psychological distress52 and more general measures of somatic or internalizing behaviors.53 

While these measures represent related constructs, differences may potentially influence the magnitude of 

the gap; yet, existing studies generally converge on higher mean symptoms among women compared with 

men.54  

The depression gap emerges in early adolescence, remains relatively stable throughout adulthood, 

then decreases at later ages.13,14 Biological55–57 and social58 mechanisms have been explored to explain the 

gap, with the most robust evidence to date supporting social stress. As applied to gender, social stress theory 

suggests that gender differences in social position may influence stress exposures and responses.26,27 

Women traditionally have had fewer opportunities for educational attainment, lower professional prestige 

                                                        
i Symptoms must be present for at least two weeks to meet current criteria for major depressive disorder 
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and income, and more domestic responsibilities (e.g. housework, childcare) than men, all of which may act 

as social stressors.28 From an early age, women are also socialized, through gender norms, to respond to 

stressors in depressogenic ways.29–34 These factors may increase women’s depression risk, and explain 

gender differences in depression.28,35,36 If so, changes in women’s social position, and therefore changes in 

these factors, should change the depression gap in turn.  

Since the mid-20th century, education and employment opportunities have become increasingly 

available to women. Women surpassed men in earning a college degree by the early 1990’s.43,44 

Employment rates among working-age women doubled to 70%,59 and today, women are nearly as likely to 

be employed as men.60 The time women spend on housework has also decreased.61,62 Over the same period, 

women have waited longer to marry,63 increasingly used birth control,64,65 had fewer children,66 and had 

children at later ages.46  

The effect of these particular changing opportunities would likely be clearest for women at the ages 

when they are directly engaged in formal and domestic labor roles. However, to the extent that changes in 

gendered social position reflect broader changes in norms and the process of gender socialization, these 

changes may decrease the gap for girls and women of all ages. 

Some studies have suggested that the depression gap may be changing,38–40 but overall evidence is 

inconclusive, in part due to three limitations. First, follow-up periods in single longitudinal studies are often 

too short to identify temporal trends in depression. Second, while existing studies suggest that the 

depression gap may vary over time,54 there may also be variation by age across time. Examining variation 

by both age and time is necessary to identify any temporal variation due to social change. Among reviews 

that have directly accounted for age in assessing temporal variation in the depression gap, most have 

focused on a single age group or developmental period.67,68 A wide time span with age groups across the 

lifecourse is necessary in order to fully characterize variation in the depression gap by both age and time, 

and potentially illuminate the role of gendered social position, which would be particularly relevant only at 

some ages. Third, less attention has been paid to gender differences in levels of depressive symptoms, 

compared with the gender gap in diagnostic depression. Examining gender differences in symptom-based 
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assessments of depression may shed important light on gender patterns in levels of depressive symptoms.69 

Additionally, as noted above, symptom-based tools may also measure a more generalized construct (e.g., 

demoralization),70 which may be related to diagnostic depression, yet examination of potential variation in 

the magnitude of the gap across time and age by measures may reveal meaningful trends in particular 

constructs related to depression. 

Given these limitations of individual studies, a systematic review and meta-regression were 

conducted to characterize changes in the depression gap over time. First, studies of gender differences in 

the depression gap in recent decades were identified and summarized. Second, data from the systematic 

review were extracted to form the analytic sample of the meta-regression, which estimated the variation in 

the gap over time by age, and accounting for other potential sources of variation between studies. Trends 

in the depression gap were considered separately based on diagnostic vs. symptom-based depression tools, 

to explore whether variation has been different at a diagnostic threshold vs. across a range of depression 

symptoms.   

 

METHODS 

 

Individual studies of temporal trends in the depression gap are limited. Therefore, in order to 

characterize variation in the depression gap, the review was structured to estimate cross-study variation 

over time with meta-regression models. For each depression gap estimate, the baseline study year formed 

the main independent variable in the meta-regression model. That is, each study year represented a cross-

sectional estimate of the depression gap. The study year regression coefficient corresponded to change in 

the depression gap over time, accounting for differences in age and other potential sources of variation. The 

following sections describe the study identification, data abstraction, and analytical procedures in more 

detail. 

 

Identification of studies  
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The initial literature search focused on peer-reviewed research published in English language 

journals between January 1980 and May 2019. The year 1980 was chosen as the lower limit because it 

coincided with changes to women’s social position in the US that had been ongoing since the mid 20th 

Century. The year 1980 also represented the introduction of version three of the Diagnostic and Statistical 

Manual (DSM-III) that was integrated into instruments used in community-based psychiatric 

epidemiological surveys to estimate the US population prevalence of psychiatric disorders including 

depression.71,72 The DSM measures were informed by related constructs such as demoralization and 

distress.73–75 Only studies of the US population were included, given the background of changing social 

position for women in the US potentially influencing the gender gap in depression. Finally, the search 

focused on studies based on nationally-representative sampling frames for several reasons. First, the effects 

of changes in gendered social position are widespread, and therefore, should be characterized at the US-

population level; second, estimates from non-population-representative community samples may reflect 

gender-specific selection factors (e.g., clinical samples6); and third, US-population-level samples typically 

have large sample sizes that maximize statistical precision of depression gap estimates.  

The literature search and study selection flow chart is detailed in Figure 1.1. The initial search 

included five electronic databases: PubMed, JSTOR, Embase, PsychInfo, and Scopus. The following 

general search strategy was used to identify all potential articles and datasets: ('gender' OR 'sex') AND 

(('male' AND 'female') AND ('depress*ii' OR ‘distress’ OR ‘demoraliz*’ OR ‘internaliz*’). Search terms 

were optimized using MeSH terms and adapted for each database. The initial search yielded 1007 potential 

abstracts. Bibliographies of related reviews and meta-analyses were also searched, which yielded 20 

additional estimates, primarily from one review that included previously unpublished data obtained through 

personal contact with authors.54 

                                                        
ii * denotes a stem that may encompass various forms a word, e.g., depress* = depressive, depression, depressed, etc. 
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Study titles and abstracts were imported into a reference management system,76 218 duplicate 

studies were removed, and 809 abstracts were screened in more detail and additional studies were removed 

based on the following exclusion criteria: 

• The sample population was not based on a nationally representative sampling strategy (e.g., school-

based and other convenience samples, clinical populations) 

• The sample was from a non-US population 

• The paper presented no quantitative data (e.g., qualitative study, narrative review) 

• The sample included non-human subjects 

• Gender-specific data (e.g., prevalences, risk ratios) were not presented  

• Depression measures were not based on a symptom-level interview (e.g., self-reported doctor 

diagnosed depression) 

 

A second reviewer independently screened the 809 abstracts. Agreement between the two reviewers 

was very good (kappa= 0.827, 95% CI=0.788, 0.867),77 and the reviewers further discussed any conflicting 

judgments to reach consensus. As a result, 452 studies met exclusion criteria and were removed.  

The full text of the 357 remaining studies was reviewed, and studies were screened again in more 

detail.  One additional restriction was made in the full-text review to ensure the independence between 

depression gap estimates. In the instance that the same dataset was used for multiple studies, only the study 

with the most complete sample was included (i.e., the fewest stated restrictions to derive the analytic sample 

from the full study sample).  

The reasons for exclusion of the full-text reviewed studies were: study design (e.g., case control, 

sampling based on depression status) (k=158, 50%), a non-nationally representative sampling strategy 

(k=123, 39%) and duplicate data source (k=35, 11%) (see Figure 1.1).  

Based on all inclusion and exclusion criteria, 41 studies were included. Several of these studies 

included multiple estimates for different age groups, and each group was considered as an independent 
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estimate (range:1-17 estimates per study). Also, in the instance of longitudinal studies with multiple waves 

of follow-up, only baseline data were included to avoid issues of within-sample correlation of depression 

gap estimates and potential selection bias from attrition. Several studies did not measure depression at 

baseline, but included it in later interviews. Estimates from the first follow-up interview where depression 

was measured were included, and attrition data (proportion lost-to-follow-up) were extracted to consider 

the potential for selection bias.  The full meta-analytic dataset contained 144 independent estimates from 

nationally representative samples. The total sample size was 813,189 (52% women). The study selection 

process is summarized in Figure 1.1. 

 

Data Abstraction  

  

For each estimate, the following information was collected: author names, year published, year at 

study baseline, sample size by gender, age range of respondents, the depression effect measure, effect 

estimate, variance of the effect estimate, the instrument used to measure depression (e.g., DSM-IV, CESD), 

and the period of recall of depression symptoms (e.g., past 30 days, past-year, lifetime).  

 

Effect measures  

 

The depression gap was summarized as a prevalence ratio (PR) among studies that reported 

depression based on a diagnostic threshold (i.e., diagnostic studies), and as a standardized mean difference 

(SMD) among studies that reported mean depression symptoms (i.e., symptom-based studies). All analyses 

were done separately for diagnostic and symptom-based studies. 

Prevalence ratios were calculated as the risk of depression among female vs. male respondents, 

therefore a PR greater than one indicated that women reported excess risk of depression. Among studies 

where gender stratified depression prevalences were presented, the PR was calculated from a contingency 
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table. The PRs were then log-transformed to estimate standard errors. Each study was weighted by the 

inverse of the standard error of the log prevalence ratio.78  

Standardized mean differences were calculated as the mean depression score among women minus 

the mean score among men, divided by the pooled standard deviation (a weighted sum of within-group 

standard deviations).79 A positive estimate indicated an excess of depression symptoms among women vs. 

men, and null, small, medium, and large effect sizes were conventionally defined as SMD=0-0.19, 

SMD=0.2-0.49, SMD=0.5-0.79, and SMD=0.8-1.0 respectively.79 Each study was weighted by the inverse 

of the standard error of the SMD.78 

 

Independent variables 

 

Time was considered as the main independent variable, to estimate variation in the depression gap 

across studies. Time was defined based on study year at baseline, and was grouped as: before 1990; 1990-

1994; 1995-1999; 2000-2004; 2005-2009; 2010 or after. The time coefficients were approximately linear 

when modeled as indicator variables, so for simplicity in interpretation time was modeled as a continuous 

six-level variable in all models. Time was also considered as an ungrouped continuous variable (range 

1982-2017) to examine the sensitivity of the analysis to the groupings. 

Age was considered as an effect modifier of time. The age group variable was created among 

samples where the depression gap was estimated for discrete age ranges. Four age groups were defined with 

indicator variables: ages 10-19 representing childhood/adolescence; 20-39 representing early adulthood; 

40-59 representing middle adulthood; and 60 or older representing older ages. Groupings were chosen in 

order to capture meaningful life periods, while also ensuring large enough samples within each group. 

Studies with wider age ranges (e.g., ages 18-65) were included in the descriptive analysis but not the meta-

regression models (3 diagnostic studies (3.9%) and 6 symptom studies (8.8%)).  

 

Confounding variables 
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The depression instrument was also considered as a confounding variable of the association 

between time and the depression gap. The instrument used to assess symptoms or diagnostic thresholds was 

categorized separately for symptom scales (CDI, PHQ-9, other vs. CESD) and diagnostic tools (DSM-III 

or III-R vs. DSM-IV or IV-R, other). Only one study presented estimates using the DSM-5 diagnostic 

algorithm, so it was grouped with DSM-IV-based studies. 

 

Publication bias 

 

Publication bias arises when studies with null findings are systematically less likely to be published, 

and can bias meta-regression parameters toward the null.80 The likelihood of publication bias in the present 

analysis was low, however, as many studies presented the depression gap as descriptive data. The 

depression gap was often not the main focus of the article, suggesting that the magnitude or significance of 

the depression gap would have little influence over whether a study was published. Nonetheless, to explore 

potential publication bias, a funnel plot was estimated for each set of studies. Minimal publication bias was 

indicated by a symmetrical distribution of studies around the pooled effect size. The degree of this 

symmetry was tested using Egger’s test, which tested whether the magnitude of effect estimates differed 

by the study precision.81 An intercept that crossed 0 indicated no statistical evidence of publication bias. In 

addition, the trim-and-fill procedure was used to estimate what the actual effect size would have been in 

the absence of any publication bias by imputing additional studies until funnel plot symmetry was 

established.82 

 

Analysis 

 

First, a descriptive analysis summarized the data sources, study designs, sampling procedures, and 

depression measures of all included studies. Additionally, a pooled depression gap was estimated to 
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summarize the depression gap across all studies in the analytic sample. Prediction intervals were also 

estimated to provide a range of estimates that would be expected in future studies, based on the observed 

data.83 While generating one summary estimate of the depression gap was not a primary goal of this study, 

it was nonetheless estimated in a supplementary analysis in order to quantitatively summarize the 

depression gap literature and compare the pooled magnitude of the depression gap with estimates that are 

typically cited in individual studies in the US population (i.e., risk ratio=2.0). 

The primary analysis was to estimate variation in the depression gap over time, implemented with 

two meta-regression models. The first model regressed the depression gap on time and age, to estimate the 

conditionally independent temporal and age variation in the depression gap. The second model regressed 

the depression gap on the interaction between time and age group, to estimate the variation in the gap over 

time by age. Models were also adjusted for depression instrument. All meta-regression models used 

maximum likelihood estimation with robust standard errors. All analyses were implemented with ‘meta’84 

and ‘metafor’85 packages in R, version 3.5.1. 

 

Multiple Imputation 

 

For 27 estimates of the diagnostic depression gap (40%), data needed to compute the standard error 

of the effect estimate were not reported (i.e., only an unadjusted PR was reported). Compared with non-

missing studies, studies with missing data were published earlier (mean year at baseline (SD) = 2000 (3.8) 

vs. 2007 (9.2)) and had smaller samples (n total (SD) = 3953 (2343) vs. 9546 (7094)), but did not differ by 

age, instrument, or reported depression gap. To minimize the amount of information lost due to missing 

data, the meta-regression model was estimated with imputed variance parameters from 20 imputed datasets 

using chained equations, combined with corrected standard errors.86 A pooled depression gap was also 

estimated with imputed study data. Imputed model estimates were compared to complete case models to 

examine the degree of their robustness to missing data.  
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RESULTS 

 

Descriptive summary 

 

Tables 1.1 and 1.2 provide the descriptive details of the diagnostic and symptom-based studies that 

comprised the analytic sample. Nearly all estimates utilized data from a secondary analysis of large studies 

capturing a broad array of health outcomes and risk factors of Americans. The data sources with the most 

estimates of the diagnostic depression gap were: the National Survey of Drug Use and Health (NSDUH),87–

96 and the National Epidemiologic Study of Alcoholism and Related disorders (NESARC).97 The most 

reported symptom-based estimates came from the National Health and Nutrition Examination Survey 

(NHANES),98–103 and the National Longitudinal Survey of Youth (NLSY), 1979104 and 1997105 cohorts. 

Two additional (symptom-based) estimates were based on primary data collection and analysis.106,107   

Sampling strategies were similar across diagnostic and symptom-based studies. Studies of 

respondents ages 18 and older recruited participants using a multi-stage probability sampling strategy, with 

sampling at the household- and individual-level. Three studies of adolescents used a similar multi-stage 

sampling strategy, but sampled at the school- and individual-level.109–111 Four studies recruited participants 

through random-digit dialing,106,112–115 and two recent studies of adolescents were recruited through online 

methods.116,117 All sample estimates were weighted to reflect the US-Census based demographic 

distributions (by age, race/ethnicity, and gender) at the time of enrollment.  

All studies also utilized sampling weights to adjust for non-response in the recruitment process. In 

three estimates from longitudinal studies, the depression gap was not measured at baseline. Rather, the gap 

was derived from a follow-up interview.104,105,118 Of them, the NLSY studies reported high retention rates 

of 88%105 and 91%.104 The third study was from a National Sample of Older Adults, which utilized a steady-

state sampling design, supplementing the aging cohort with a new sample of participants ages 51-56 every 

six years. These estimates did not differ from other estimates using baseline and cross-sectional data. 
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Table 1.3 summarizes the distributions of all analytic variables. Of the 144 total estimates, 76 

measured the depression gap with a diagnostic instrument and 68 measured the gap with symptom scores. 

Overall, the study year at baseline ranged from 1982 to 2017. The respondent ages ranged from 10 to 99 

years old. Estimates from samples of ages 10-19 were most frequently reported, representing 35.5% of 

diagnostic and 48.6% of symptom-based estimates. Depression was assessed using DSM-IV/IV-R criteria 

in 71 diagnostic studies (93.4%), and the CESD scale was used to measure depression in 42 symptom-based 

studies (61.7%). Among diagnostic studies, 97.4% of studies assessed past-year depression (two studies 

assessed lifetime depression97,102), so symptom period was not included as an independent variable; a 

sensitivity analysis included only studies of past-year depression to determine whether the meta-regression 

estimates were biased by the few studies with a longer recall period. 

The effect sizes of all diagnostic depression gap estimates and a pooled summary depression gap 

is presented in supplementary figure 1.1. Among these studies, 95% reported a significant or nearly 

significant depression gap. Of the three diagnostic studies that reported no gap, confidence intervals of all 

estimates had lower-limits of 0.92 or more.95,96 Prevalence ratios ranged from 1.26 (95% CI= 0.99, 1.59) to 

4.23 (95% CI=3.37, 5.31), and the pooled summary PR was 2.01 (95% CI=1.88, 2.14). The prediction 

interval ranged from 1.17 to 3.44. The effect sizes of all symptom-based depression gap studies and a pooled 

summary depression gap is presented in supplementary figure 1.2. Among these studies, 82.4% of studies 

reported a significant depression gap. SMDs ranged from -0.12 (95% CI= -0.4, 0.16) to 0.59 (95% CI=0.51, 

0.67), the pooled summary SMD was 0.22 (95% CI= 0.19, 0.25), indicating a medium effect. The prediction 

interval ranged from -0.02 to 0.46 (supplementary figure 1.2).  

 

Meta-regression  

 

 Meta-regression models estimated the average effects of time, age, the interaction between time 

and age, and instrument in depression gap estimates. Model results are presented in table 1.4. Main effects 

among diagnostic studies were estimated in model 1a. The depression gap with all model variables at their 
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reference levels was 2.35 (95% CI=1.51, 3.68). Overall, there was no evidence of change in the depression 

gap over time. The age effect was appreciable among those age 10-19 (PR=1.44; 95% CI=1.19, 1.74), 

compared with the reference group (i.e., respondents ages 60+). Based on the exponentiated combined 

intercept and age 10-19 coefficients, the depression gap was 3.38 among this age group. The depression 

gap did not differ for any other age groups vs. the referent. Model 2a tested the interaction between age 

group and study year at baseline. The interaction term for youngest age group was elevated (PR=1.27; 95% 

CI=1.0, 1.61), suggesting that, compared to the oldest age group, the diagnostic depression gap had 

increased among the youngest ages over the study period. There was no evidence of time changes among 

any other age group vs. the referent. To determine the robustness of the interaction models to the 

categorization of the time variable, study year was modeled as an ungrouped continuous variable (range: 

1990-2017). The model results were generally consistent although the estimates were attenuated 

(interaction between time and age 10-19 PR=1.05; 95% CI=1.01, 1.09). The depression gap did not differ 

by diagnostic instrument. Model estimates were not appreciably different when limited to studies that 

assessed past-year depression status (k=74; 97.4% of included studies). Compared with age 60+ samples, 

the depression gap was greater among the age 10-19 group (PR=1.42; 95% CI=1.19, 1.69) (model 1a) and 

increased over time (PR=1.3; 95%=1.04, 1.61) (model 2a). The depression gap did not differ for any other 

age groups vs. the referent.  

Main effects among symptom-based studies were estimated in model 1b (Table 1.4). In these studies, the 

depression gap with all variables at their reference levels was 0.27 (0.17, 0.38). There was no evidence for 

change over time overall. Compared to age 60+ samples, the depression gap was greater only among the 

youngest ages (age 10-19) (SMD=0.29, based on combined intercept and age 10-19 model coefficients). In 

model 2b, the interaction term for youngest age group was elevated (SMD=0.01; 95% CI=0.01, 0.09), 

suggesting that, compared to the oldest ages, the symptom-based depression gap increased over the study 

periods among the youngest ages. Compared to studies that measured depression with the CESD, the 

depression gap was significantly higher in the 7 studies that used the PHQ (SMD=0.15; 95% CI=0.04, 0.22) 

and other instruments (SMD=0.13; 95% CI=0.04, 0.22). When time was modeled as an ungrouped 
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continuous variable (range: 1982-2017), model estimates were attenuated but results were similar 

(interaction between time and age 10-19 PR=0.03; 95% CI=0.01, 0.06). 

 

Multiple imputation 

 

In a sensitivity analysis, missing variance information was multiply imputed for 27 diagnostic 

studies. The depression gap with all variables at the reference level was slightly larger than in the unimputed 

model (PR=2.47; 95% CI=1.25, 4.87), and the age by time interaction tests were similar to the unimputed 

estimates (ages 10-19 PR=1.16; 95%=1.01, 1.33, no other age differences vs. the referent). The imputed 

random effects model pooled PR was not appreciably different from the complete case analysis (PR=1.97; 

95% CI=1.82, 2.14). Overall, these results suggested that the complete case analysis was not appreciably 

biased by missing data.  

 

Publication bias 

 

Funnel plots of the effect size of each study against its precision (the inverse of the standard error), 

to visually depict the potential for publication bias, are shown in figures 1.2 (diagnostic studies) and 1.3 

(symptom-based studies). In the symptom-based model, Egger’s test indicated no evidence of publication 

bias (intercept=-1.19 (95% CI=-3.5, 1.1), though the trim-and-fill procedure imputed 23 additional studies 

to achieve symmetry in the funnel plot. Imputing these studies yielded a wider prediction interval=-0.026, 

0.57, and increased the pooled effect size from 0.22 to SMD=0.27 (95% CI=0.24; 0.30). In the diagnostic-

based model, Egger’s test indicated no evidence of publication bias (intercept=-0.266 (95% CI=-1.78, 1.24), 

The trim-and-fill procedure imputed no additional studies to achieve symmetry in the funnel plot. 

 

DISCUSSION 
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The purpose of this systematic review and meta-regression was to review studies of the depression 

gap and characterize changes in the gap over time. To my knowledge, this is the largest study to examine 

changes in the depression gap over time by age in the United States. There were four central findings. First, 

women’s depression risk was twice that of men overall, and the effect size was moderate among symptom-

based studies. Second, there was no variation over time among adults ages 20 and older, which does not 

support the hypothesis that changing gendered social position is narrowing the depression gap. Third, the 

depression gap increased over time among respondents ages 10-19. Fourth, variation in the magnitude of 

the symptom-based depression gap was related to differences in depression instrument. 

Concordant with nearly all of the depression gap literature, the present meta-analysis identified an 

appreciable depression gap between men and women. Findings were generally consistent between 

diagnostic depression and symptom-based depression measures. The overwhelming evidence highlights the 

consistency and robustness of depression disparities across studies. More variation in the depression gap 

was found in studies of depression symptom scales, emphasized by a wide prediction interval that ranged 

from zero to medium effect sizes. This variation was likely due in part to differences in the depression 

instrument across these studies. Symptom scales, like the CESD, which was the most commonly used 

instrument in these studies, correlate with diagnostic depression, but likely measure more general 

psychological distress and demoralization constructs.119–121 Conflating all of these constructs as a single 

depression measure may introduce measurement error into depression gap estimates. Indeed, this study 

found evidence that the magnitude of the depression gap varied across measures in the symptom studies. In 

spite of this, the pooled SMD was precise and robust to instrument differences, however, this variation 

should be considered when measuring and interpreting the depression gap using symptom scales in future 

individual studies.  

This study examined variation over time across studies using meta-regression models. While there 

was no evidence for change in the depression gap over time on average, there was heterogeneity in the time 

effects by age group. Among adults ages 20 and older, there was no variation over time in the depression 

gap. Evidence of changes in the adult depression gap to date has been mixed. Some have reported a 
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narrowing gender depression gap among younger adults over time.39,122 In the Epidemiologic Catchment 

Area study, researchers found that gender differences in DSM-III depression risk had decreased among 

individuals born from 1905-1965.71,72,123 A similar narrowing trend was reported from 2005-2014 in a study 

of young adults ages 18-25.38 In contrast, other studies have reported no effects or an increasing depression 

gap over time. For example, the National Comorbidity Study Replication reported no changes in the gender 

gap in DSM-III-R depression among individuals born from 1936-1975.40 Using longitudinal data from the 

Americans’ Changing Lives study, Yang and Lee found evidence that the depression gap increased among 

individuals born from 1915 to 1955.124 

The time period covered by the present study coincides with broad changes to women’s social 

position in the US. It was hypothesized that these changes would narrow the depression gap, but the results 

do not support a clear effect on the depression gap among adults. While it could be that the depression gap 

is not influenced by social position, the lack of an effect could also reflect both positive and negative 

consequences of changing position on the depression gap. On one hand, changing social position is 

indicated by greater opportunities in the workplace and access to personal socioeconomic45,60,125–128 and 

psychosocial resources among women.129–132 Greater resources may reduce exposure to stress32 and mitigate 

the effects of stressors29–31 in ways that influence the risk of depression.28,35,36,133 On the other hand, these 

changes may increase exposure to conflict- and overload- related stressors that could increase women’s 

depression risk.134–137 

Among the youngest respondents, however, the depression gap was appreciably larger than among 

respondents age 60+. This pattern has been reported by individual39,50 and meta-analytic54 studies of age 

effects in the depression gap, which suggest that the depression gap peaks around age 13-15, then decreases 

but remains significant throughout adulthood. This peaking corresponds with the onset of puberty, which 

marks significant changes neural and biological systems that influence attention, sensory experiences, 

motivation, and social behaviors.138 Puberty also leads to substantial changes in the social context of 

adolescents, marked by increases in psychosocial stressors and interpersonal conflict among peers.139 The 

development of secondary sex characteristics and other physical changes, such as acne or increased adipose 



 20 

tissue, serve as additional sources of potential negative social interactions.140 These changes have been 

shown to increase the risk of depression and anxiety, especially in adolescent girls,141,142 whose experiences 

may be exacerbated by depressogenic coping strategies such as rumination.143,144 

In addition to identifying age effects overall, the interaction between age and study year indicated 

that the depression gap has increased among the youngest respondents since 1982. These results align with 

previous studies showing that the adolescent depression gap has been increasing and emerging at earlier 

ages for several generations.38,40,145 One large study reported that the emergence of the depression gap 

decreased from age 29, among women born between 1936-1945, to age 14, among women born in 1966-

1975.146 In the present study, studies with respondents younger than 13 did not report a significant 

depression gap,110,117 suggesting that the depression gap did not appear to be emerging at earlier ages than 

previously reported.  

The magnitude of the depression gap appears to be increasing among adolescents overall, 

concordant with previous findings.147 Causes of these trends are not clear, though changes in the adolescent 

social environment have been hypothesized. The prevalence of online harassment and bullying has 

increased over the past 20 years, and is more frequently experienced by girls.148 While social media use 

entails a diverse set of exposures that can have positive effects on adolescent self-esteem,149 problematic 

use is more common among girls,150 though it is inconsistently linked to depressed mood.151,152 Broader 

economic trends, such as the affordability of higher education,153,154 credit card debt,155 as well as 

macroeconomic and labor market instability,156,157 may also be related to increasing depression rates among 

adolescents and young adults, though it is unclear if or how these effects might be specific to girls. 

The findings of this meta-regression should be interpreted in light of several limitations. First, the 

majority of national samples were cross-sectional design, and were only able to assess prevalent depression 

status. Incident depression studies following children into adolescence and adulthood would supplement 

this and other studies of temporal trends across samples, by describing the complex etiology of depression 

and the depression gap. Second, there was significant heterogeneity in age ranges across studies. Any 

attempt to cross-classify studies by age would inevitably require a compromise to find cut-offs that were 
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conceptually meaningful but also yielded adequate sample sizes. In other words, a consequence of 

making the age group categories comparable across studies (i.e., observed ages) involved 

truncating the age ranges within each sample (i.e., true ages), potentially introducing measurement 

error because observed age range was sometimes different from the true age range. This 

measurement error was likely non-differential as it was not related to the depression gap outcome, 

so any bias would attenuate age estimates, potentially masking age differences as well as evidence 

of age by time interaction estimates. In this study, the reported age effects were robust to an alternative 

set of age groupings (i.e., 10-17, 18-25, 26-35, 36-45, 46-55, 56+), suggesting that the age trends were not 

artifactual. Third, despite being robust to differences in depression instruments overall, it is possible that 

differences across diagnostic criteria, which changed from DSM-III to DSM-5 during the study period, may 

partially explain the observed heterogeneity over time. There are two reasons to believe that these changes 

did not explain the study findings, however. First, any effect of diagnostic definitions would likely be 

consistent across all age groups. Second, in a sensitivity analysis, age by time interaction was tested among 

only studies that used DSM-IV depression (k=71), and the results were consistent with the overall sample. 

Finally, among included studies of diagnostic depression, there were missing data and evidence of potential 

publication bias, which may have distorted the summary estimates of the depression gap. However, 

evidence from multiple imputation models, and trim-and-fill sensitivity analyses suggested that this bias 

was minimal. 

In conclusion, with a sample of 813,189 respondents, representing eight decades of age, and 

spanning a time period of 35 years, the present study finds evidence of a persistent depression gap, 

highlighting a major health disparity between women and men that may be increasing in the youngest ages. 

Future research is needed to understand the causes of these trends in greater detail, in order to inform 

depression prevention and treatment efforts, and reverse potentially growing depression disparities.   
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VI. Changes in the depression gender gap from 1992-2014: cohort effects and mediation by 

gendered social position 

 

INTRODUCTION 

 

Depression, the gender depression gap, and social stress theory 

 

Major depressive disorder is a persistent3 state of low mood and apathy that can affect the thoughts, 

behavior, feelings, and sense of well-being of the afflicted.1 Compared with men, women have a higher 

incidence and prevalence of major depression37,50,71 and depressive symptoms54,158 throughout the world 

(hereafter referred to as the depression gap), though some evidence suggests that the gap may be changing 

over time.38–40  

In studies of the depression gap, depression is often defined by a diagnostic threshold,14 however 

there is considerable heterogeneity in the definition and operationalization of the depression construct. In 

addition to diagnostic criteria, studies of the depression gap also define depression as psychological 

distress,52 operationalized using more general measures of somatic or internalizing symptoms.53 Each of 

these measures represent related constructs, though differences may potentially influence the magnitude of 

the gap. Existing studies generally converge on higher mean symptoms among women compared with 

men.54 In spite of this potential variation, I will hereafter refer to gender differences in these measures as 

the depression gap. 

In studying the causes of the depression gap, many approaches have tested whether known causes 

of inter-individual variation in depression are more prevalent among women than men. For example, if 

childhood adversity increases depression risk generally, and women experience more childhood adversity 

than men, then childhood adversity may also explain the depression gap. To date, putative causes of inter-

                                                        
3 Symptoms must be present for at least two weeks to meet current criteria for major depressive disorder 
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individual variation in depression risk include genes,159 hormones,160–167 and stressful life events,168–174 

however, there is no evidence to support genetic23–25 or hormonal15,16 causes of the gender depression gap. 

Also, the conclusions about whether gender differences in stress explain the depression gap are dependent 

on what stressors are included in the stress inventories, therefore evidence regarding stress as an explanation 

for the depression gap is inconclusive.175–178 

Instead of relying solely on differences in the type and frequency of stressors that men and women 

experience, social stress theory focuses on ways that group differences in social position may act as an 

upstream determinant of stress and the depression gap.58 The theory posits that social categories, such as 

race, sexual orientation, and gender, confer access to resources and advantages differentially based on 

member’s relative position within each category.26 In other words, social position itself may be a source of 

stress and may determine the availability of resources to respond to stress.172  

Women have historically experienced a disadvantaged social position compared with men.28 While 

evidence indicates that women and men have similar levels of exposure to general life stressors, the stressful 

events to which women are exposed are more likely to cause depression, partially because women have 

fewer resources to respond to stress,179 and are socialized to use more depressogenic coping 

strategies.143,180,181 Thus, the conceptual model, shown in Figure 2.1, positions gender as a cause of social 

position, and social position as a cause of greater incidence and persistence of depression through stress-

related pathways.182 

In part, gendered social position is created and reinforced by gender norms,183,184 which are socially 

acceptable behaviors defined for individuals in a given social and historical context.185 Gender norms are 

influential from an early age,34,41,42 as individuals learn, shape, and respond to a normative set of beliefs 

regarding the nature and appropriate behavior of women and men.186 Part of this socialization includes the 

roles that are traditionally expected of women and men. In the United States, contemporary notions of 

“traditional gender roles” were first formalized during the industrial revolution, and dictate that men obtain 

a formal education then enter the paid workforce, while women provide unpaid domestic labor, primarily 

in the form of housework and childcare.185 Traditional gender roles reinforce women’s disadvantaged social 
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position relative to men, as the gendered division of paid and unpaid labor restricts the opportunities of 

women to attain an education and engage in the labor market.183 Thus, the divisions or relative composition 

of these roles among women and men may serve as indicators of gendered social position. 

Gendered social position may influence depression risk through both absolute and relative 

deprivation.187 At an absolute level, gender roles determine access to personal (i.e., not shared within a 

partnership) socioeconomic resources45,60,125–128 (e.g., income) and psychosocial resources, such as self-

efficacy129,130 and self-esteem.131 These resources reduce exposure to stressors,32 and also mitigate the 

effects of stressors29–31 in ways that influence the risk of depression.28,35,36,133 At a relative level, gendered 

social position reflects the maldistribution of power, authority, and opportunity between men and women.183 

This is exemplified by the gendered wage gap, which quantifies the extent to which men and women with 

equal effort or qualifications are differentially rewarded in the workplace.188 Distinct from the effects of 

absolute resource acquisition, these relative inequalities represent an additional source of depression risk, 

by reinforcing gender differences in the opportunity to attain equal social position in the division of 

workplace and domestic roles.132,133  

 

Changes in women’s social position may influence the depression gap over time 

 

Over the past 50 years, education and employment opportunities have become increasingly 

available to women, coinciding with changes in gender norms. Women surpassed men in earning a college 

degree in the early 1990’s.43,44 Since 1955, employment rates among working-age women nearly doubled 

to 70%,59 and today, women are nearly as likely to be employed as men.60 The time women spend on 

housework has also decreased.61,62 All of these changes have been accompanied and facilitated in part by a 

suite of changes in women’s domestic roles – women also increased birth control use,64,65 waited longer to 

marry,63 had fewer children,66 and had children at later ages.46 Childbearing significantly interrupts 

education and workplace experience trajectories, thus a woman’s decision to delay or reduce these domestic 

obligations likely increases her opportunities to pursue education and career-oriented work.60 Based on 
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social stress theory, changes in these indicators of gendered social position (education, employment, 

housework) should predict decreases in women’s risk of depression, thereby narrowing the depression gap 

over time.  

Changes in the depression gap over time can be characterized as a birth cohort effect, capturing the 

cumulative effects of exposure to specific historical conditions from birth onward.189 The cumulative nature 

of these effects means that the experience of gender socialization during childhood and adolescence has 

long-term implications for depression. Historical changes in these conditions, evidenced by changing 

gendered social position, may yield different cumulative effects for depression across cohorts.  

There is some evidence that the depression gap has changed; however, evidence is limited and 

inconsistent. Early retrospective studies of DSM-III depression reported inconsistent results across cohorts 

born from 1905-1965; some showed that the depression gap was narrowing,190,191 and some showed it was 

stable.40 Evidence of narrowing depression symptom levels have been reported in longitudinal39,122,192 and 

cross-sectional38 studies of more recently born adults. One meta-analysis of symptoms reported a decrease 

in Children’s Depression Inventory scores across 1964-1988 birth cohorts, though this study was limited to 

childhood depression.67 Another narrative review of studies of children and adolescents reported that 

internalizing symptoms (measured with the General Health Questionnaire,193 and the Strengths and 

Difficulties Questionnaire194) were increasing among girls and boys.147 Neither of these reviews reported 

whether changes over time differed between boys and girls. A meta-analysis of depressive symptoms 

among women and men ages 12-70+ reported that gender differences increased from 1991-2014, though 

the authors did not specifically examine cohort trends.54  

Overall evidence regarding the degree and nature of changes in the depression gap over time is 

inconclusive, in part due to four limitations. First, individual studies of cohort effects often rely on 

retrospective reporting of symptoms, which may introduce recall bias, and/or obscure incident vs. recurrent 

cases. Second, follow-up periods in longitudinal studies are often too short to identify temporal trends in 

depression. Third, studies do not always report changes in depression levels separately for male and female 

respondents. Reporting the gap without stratified estimates may obscure these important trends, and thus 
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limit the ability to study potential sources of the changes underlying the depression gap. Changing social 

position may decrease women’s depression, while potentially influencing men’s depression at the same 

time, influencing the magnitude and variation in the depression gap. For example, changing gender norms 

are also redefining men’s domestic responsibilities. These changes may be a source of chronic stress, 

especially when they conflict with men’s expected role as the breadwinner in a partnership.61,195 On the 

other hand, norm changes may benefit men. They may gain psychosocial resources from increased 

opportunities to care for their children, and share in household labor,196 which may decrease their depression 

risk. Fourth, less attention has been paid to gender differences in levels of depression symptoms, compared 

with the gender gap in diagnostic depression. Examining cohort effects in gender differences in symptom-

based assessments of depression will shed important light on gender patterns in sub-threshold levels of 

depression, which can cause significant impairment,69 and also increase the probability of progression to 

major depression.197–199 

To address the above limitations, I investigated the temporal trends in the gender differences in 

depression symptoms in a large prospective sample. These individuals comprise several sequential birth 

cohorts, followed over time through the period of early- to middle-adulthood as they establish education, 

employment, and division of domestic labor patterns. I hypothesized that 1) there have been temporal 

changes in the depression gap across birth cohorts in recent decades, 2) those changes were due to 

decreasing depression rates among women, and 3) decreasing depression rates were mediated primarily by 

increasing education and employment rates among women compared with men, as well as increasing equity 

in the division of housework between men and women. 

 

METHODS 

 

Sample 
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Data were from the National Longitudinal Surveys (NLS), two ongoing prospective surveys of 

employment, education, domestic labor, and health of American adolescents and adults. Detailed 

information for each survey has been previously published.200,201 The source population, birth year range, 

interview waves, sample sizes, gender distributions, and attrition rates are summarized in table 2.1. The 

NLS surveys were combined to create a single analytic sample of respondents interviewed biennially from 

1992-2014, the period when depression symptoms were asked of both men and women.  

 

Data cleaning, processing, and imputation 

 

NLS data are processed and cleaned by the Bureau of Labor Statistics, which maintains a publicly 

available repository of data and documentation.202  

At each wave, respondent data were either non-missing, missing with a ‘reason for non-interview’, 

or missing with no reason. ‘Reasons for non-interview’ were recorded by NLS interviewers, with the 

following responses: deceased, unable to be reached for that wave, or refused multiple interview requests. 

Some respondents who were missing at one wave (and not deceased) were contacted and subsequently 

interviewed at a later wave whenever possible.   

After these exclusions, the final dataset included 13,666 respondents at baseline with 47,646 years 

of observation over the study period (3.7 observations per respondent). Within this dataset, 15% of outcome 

responses were missing. In the main analysis, missing data were multiply imputed and combined with 

corrected standard errors.203 Ten imputation models were run, using the following variables: gender, age, 

birth year, and all valid outcome data. Imputed model estimates were compared to unimputed estimates in 

order to examine the robustness of analytic models to the degree of missing data. 

 

Measures 

 

Independent variables 
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The primary independent variables were the respondent’s gender (male/female) and their birth year, 

grouped into four a priori defined 10-year periods to create successive birth cohorts from 1955-1994. 

However, there were no respondents for birth years 1955-56 and 1966-71, creating gaps within these two 

birth cohorts. Overall, birth cohorts included the following years (0=1957-1964; 1=1965, 1972-1974; 

2=1975-1984; 3=1985-1994). This categorization is conventional in demographic research and 

distinguishes cohorts roughly according to historically meaningful groups, from “Baby Boomers” (1955-

1974) through early “Millennials” (1985-1994).204,205 The person-years of observation for each birth cohort 

overall and stratified by gender are detailed in table 2.2. Together, gender and birth cohort were used to 

estimate cohort effects on the depression gap. 

 

Dependent variables 

 

Center for Epidemiologic Studies Depression Scale  

 

The primary dependent variable was the 7-item Center for Epidemiologic Studies Depression 

(CESD) symptom score.206 In completing the CESD, individuals rate how often over the past two weeks 

they experienced symptoms associated with depression, such as restless sleep, poor appetite, and feeling 

lonely (score range: 0-21, higher scores indicate more symptomatology; all items are listed in 

Supplementary Appendix 2.1).207 A CESD score of 8 or higher represents high-CESD symptoms.208 As an 

instrument to identify individuals with probable depression, the 7-item CESD has demonstrated high 

internal consistency,209 good sensitivity, specificity and construct validity,210–212 in community samples,213 

for different age groups,214–217 and genders.218 The CESD scores of individuals within each cohort were 

averaged at each wave. The depression gap was operationalized as both differences in CESD scores between 

women and men, and the risk difference of high-CESD scores for women minus men. In both forms, a 

positive difference indicates women’s higher scores. 
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Mediators  

 

Three variables were considered as indicators of relative gendered social position: the ratio of 

women to men with a college degree or more (i.e., college ratio), the ratio of women to men who are full-

time employed (i.e., employment ratio), and the ratio of hours of daily housework reported by women vs. 

men (i.e., housework ratio). Each cohort-level indicator was operationalized in relative terms in order to 

highlight changes over time as increasing or decreasing gender parity in gendered social position. Further, 

indicators were defined at the population-level as they represent indicators of the overall context of 

gendered social position at a given historical timepoint. For example, the ratio of college completion 

captures to some extent the equality of opportunity for women to attain a higher education, rather than the 

individual-level rates of college completion within the sample. I hypothesized that this relative effect would 

be related to changes in the depression gap. Mediator data were incorporated from external nationally-

representative data, described in detail below. 

The college ratio was defined as the proportion of women vs. men from each birth cohort who 

reported attaining a college degree or more. Data were incorporated from the US Census Current Population 

Survey (CPS) annual historical data.219  

The employment ratio was defined as the ratio of annual rates of full-time year-round employment 

of women vs. men. These data were also incorporated from the US Census CPS historical data,219 as the 

average annual labor force participation rate among noninstitutionalized civilian adults age 20 or older.  

The housework ratio was defined as the ratio of the average number of hours spent doing 

housework in a week reported by women vs. men.220 Data were incorporated from a series of harmonized 

studies4 that measured time-use decennially from 1965-1995 and annually from 2003-2018.221 Housework 

                                                        
4 Studies include 1965-66 Americans’ Use of Time Study; 1975-76 Time Use in Economic and Social Accounts; 
1985 Americans’ Use of Time; 1995 Electric Power Research Institute (EPRI) Study 
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included activities such as cooking, cleaning, yard work, and shopping, but not time spent providing child 

care, in order to apply to respondents without children in the analysis.  

In each cohort, members were assigned the value of each mediator that was extant in the population 

when they were between 20 years old. For example, education level for the 1955-64 birth cohort 

corresponded to the ratio of women to men who earned a college degree from 1975-1985. This range was 

chosen to represent the period when college, employment, and housework statuses were most salient for 

individuals, while also maximizing the range of overlap in ages across cohorts. 

 

Confounding variables  

 

Conceptually no variables met criteria for confounding of the relationship between cohort and 

depression or gender and depression (i.e. no variables cause birth cohort or gender). In contrast, I considered 

confounders of the mediator-outcome relationship. There are likely other causes of changes in education, 

employment, and housework ratios, apart from gendered social position that are also related to the 

depression gap, such as exogenous macroeconomic trends (e.g., wage suppression and the increasing 

necessity of dual-income households222). To control for these sources of confounding and estimate a valid 

indirect effect, the mediation models were adjusted for the population annual unemployment rate (defined 

as the proportion of the population actively seeking current employment) and marriage rate. The Directed 

Acyclic Graph depicting the causal structure underlying the analytical model can be found in 

Supplementary Figure 2.1. Models were also adjusted for respondent age, the mean age within each cohort, 

to account for inter-cohort age differences,223 and the gender-specific values of each mediator to control for 

the absolute effect of each mediator and isolate the relative effect of each mediator. The employment ratio 

mediation model was also adjusted for the gender-specific average weekly number of hours of paid work. 

 

Analysis 
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Descriptive analysis 

The distributions of the study variables were summarized as means and standard deviations (SD) 

for continuous variables and percentages of categorical variables. Distributions were calculated for the 

overall sample, stratified by gender, and further stratified by 10-year birth cohort. 

 

Hierarchical mixed modeling 

 

I used a series of hierarchical mixed models to estimate the magnitude of the gender depression 

gap over time, and its relationship with birth cohort and education, employment, and housework ratios. 

These models accounted for the nested structure of the data, and also allowed for the specification of random 

effects, which were used to account for the proportion of total variation that is due to within-individual 

CESD scores over time, separately from the variation in between-individual CESD scores.223,224 Like with 

standard linear models, hierarchical models assume linearity between dependent and independent variables, 

and that model errors are statistically independent, normally distributed, and homoscedastic.225 To assess 

the functional form of CESD scores over time, I first fit a model with age as an independent variable and 

tested additional polynomial age variables to determine the best-fitting model using ANOVA. The analysis 

was then implemented in three sequential steps. First, I examined the overall depression gap (i.e., gender 

differences in CESD scores). Second, I tested whether the depression gap differed across cohorts (see 

Equation 1). Third, I tested whether education, employment, and housework ratios mediated the depression 

gap across cohorts (see methodological appendix, Equations 2 and 3).  

 

[1] CESD%& = γ)) + γ)+G- + γ).C- + γ)/cohA- + γ)4GC + A%&(γ+) + γ++G- + γ+.C- + 	w+&)	 + e%& +

w)& 
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Where G is gender, C is birth cohort, A is age, and cohA is the mean age within each cohort, to 

account for inter-cohort differences in age. In equation 1, γ)) is the estimated CESD score with all 

covariates at their reference levels, γ)+ is the mean gender difference in CESD score, γ). is the mean cohort 

difference in CESD scores, γ)/ is a covariate to adjust for mean age differences across cohorts, γ)4 is the 

between-cohort differences in the gender differences in mean CESD scores, γ+) is the expected change in 

CESD score with age, γ++ is the between-cohort gender differences in CESD score changes, γ+. is the 

change with age between cohorts. The random coefficients include: e%& which is the within-individual 

variation in CESD scores, w)&	is the between-individual variation in initial CESD score, and w+& is the 

between-individual variation in changes in CESD scores by age, after controlling for cohort differences. 

All variance terms are assumed e%&~N(0,σ.),	w)&	~N(0, r@)), and w+&	~N(0, r@+). 

Separate models estimated continuous CESD scores using linear models and binary high-CESD 

symptoms outcome using log-binomial models. Birth cohort was first considered as a set of indicator 

variables, to examine the linearity of changes in CESD scores between cohorts. All continuous variables 

were centered to facilitate interpretation.226 Model fit was assessed using log likelihood and Bayesian 

information criterion (BIC) statistics.224 Random intercepts and random slopes were estimated and included 

if they explained more than 10% of the total model variance.227,228 Further model fitting details are detailed 

in the methodological appendix. 

 

Mediation 

 

In analytic steps 3-4, I conducted a mediation analyses to test whether three indicators of gendered 

social position mediated the gender gap in CESD scores over time. Separate models were estimated for 

each mediator.  

To implement the mediation analysis, I first tested for additive statistical interaction between cohort 

and each mediator, to determine the method needed to estimate a valid indirect effect.229 Next, I specified 
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a mediator model to estimate the conditional distribution of the mediator given the exposure, and an 

outcome model to estimate the conditional distribution of the outcome given the exposure, mediator, and 

observed confounders. Each model’s estimated parameters were used to decompose the direct and mediated 

(indirect) parameter estimates in the total mediation model.230 This approach estimates standard errors using 

quasi-Bayesian Monte Carlo methods based on normal approximation, to construct 95% confidence 

intervals around both the direct and indirect parameter estimates and the proportion of the total effect that 

was mediated230 for both linear and binary outcomes.231,232 

All statistical analyses were conducted in R (version 3.5.1).233 All hierarchical linear models were 

implemented using the “lme4” package,234 multiple imputation was implemented with “merTools”235 and 

“amelia”236 packages, and mediation models were implemented using the “mediation” package231 using a 

maximum likelihood estimator robust to non-normality.224 

 

RESULTS 

  

Descriptive  

 Descriptive statistics, overall and stratified by gender, are presented in table 2.3. Compared with 

men, women reported higher CESD scores (4.57 (SD=4.2) vs. 3.63 (SD=3.7)), and a higher prevalence of 

high-CESD symptoms (0.20 (SD=0.4) vs. 0.13 (SD=0.3)). Overall the proportions with a college degree or 

more were similar between women and men (28% (SD=0.08) vs. 27% (SD=0.03)), while women were less 

likely to be employed (54% (SD=0.04) vs. 72% (SD=0.03)). On average, women did nearly three times 

more housework than men (20.3 (SD=6.1) vs. 8.1 (SD=1.9) hours per week). There were no gender 

differences in the annual unemployment rate (6% (SD=0.02)) and marriage rate (58% (SD=0.05)).  

 Gender differences in study variables comparing women vs. men, further stratified by birth cohort 

are presented in Supplementary Table 2.2. Gender differences narrowed across cohorts in both CESD 

scores, (1955: 4.38 vs. 3.24; 1985: 4.44 vs. 3.85) and the prevalence of high-CESD symptoms (1955: 20% 

vs. 12%; 1985: 17% vs. 13%). The ratio of women to men who earned a college degree changed from 



 34 

minority women in the 1955-64 cohort (21% vs. 26% among men) to majority women in the 1975-84 cohort 

(38% vs. 29%). Gender differences in full-time employment narrowed across cohorts, due to increases in 

employment rates among women (41% to 55%) and decreases among men (80% to 68%).  Housework 

ratios among women vs. men also narrowed, due to declining time spent by women (25.0 to 16.6 hours per 

week) and increasing time spent by men (6.9 to 9.1 hours per week). 

 

Hierarchical Mixed Models 

 

Main effects 

 

Based on a priori criteria, the best-fitting model contained quadratic and cubic age terms, (c2=7.13, 

p-value=0.008) and included random intercepts, which accounted for 33-36% of the total variance in each 

model (additional model-fitting details are provided in Supplementary Table 2.3 and in the methodological 

appendix). Table 2.4 presents the estimated changes in CESD scores across cohort in model 1, and changes 

in the gender depression gap across cohort in models 2 and 3. In model 1, CESD scores decreased across 

more recently born cohorts (CESD difference= -0.15; 95% CI= -0.2, -0.09); across all cohorts, the gender 

depression gap was 0.96 points (95% CI= 0.86, 1.06). In model 2, compared with the 1955-64 cohort, the 

gender gap was not appreciably different in the 1965-74 cohort, (CESD difference= -0.25; 95% CI= -0.76, 

0.26), however, the gap was 0.36 points lower in the 1975-84 cohort (95% CI= -0.63, -0.10), and 0.54 points 

lower in the 1985-94 cohort (95% CI= -0.79, -0.28). These coefficients approximated a linear decrease, 

therefore, subsequent analyses assumed linear changes in the gender depression gap across cohorts. In 

model 3, assuming a linear change, the gender depression gap narrowed by 0.18 points in each birth cohort 

(95% CI= -0.26, -0.10).  

Cohort effects in CESD scores among gender-stratified models are presented in Table 2.5 and 

visually in Figure 2.4. Among women, CESD scores decreased by 0.41 points across cohorts (95% CI= -

0.63, -0.19), while among men, there was a 0.05-point decrease (95% CI= -0.40, -0.04). When compared 
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to the dataset with no imputation, results were not meaningfully different in magnitude of the model 

estimates, although standard errors were slightly smaller overall. 

 

Mediation analysis 

 

There was no evidence of additive interaction between the exposure and each mediator, indicating 

the indirect effects were equal across all levels of the mediator. Table 2.6 details the results of mediation of 

the gender depression gap across cohorts by three indicators of gendered social position (measured as ratios 

comparing women to men). In model 1A, an increasing ratio of college degree attainment (i.e., as women 

became more likely to earn a college degree than men) mediated 39% of the gender depression gap across 

cohorts (95% CI= 0.18, 0.78). In model 1B, the female to male employment ratio did not mediate the gender 

depression gap across cohorts, nor did the female to male housework ratio (model 1C). 

In the analysis estimating the gender gap in high-CESD symptoms, findings were generally similar 

to the models estimating CESD score differences. The risk of high-CESD symptoms decreased across 

cohorts overall (see Supplementary Table 2.4), among both women (RD=-0.32; 95% CI= -0.42, -0.23) and 

men (RD=-0.17; 95% CI=-0.27, -0.08) (see Supplementary Table 2.5).  

 

DISCUSSION 

 

This study leveraged change over time to test whether gendered social position influences the 

gender depression gap. There were four central findings: 1) the gender depression gap decreased by an 

average of 0.18 points between each 10-year birth cohort from 1955 to 1994; 2) the decreasing pattern in 

the gender depression gap was due primarily to decreasing CESD scores among women; 3) relative to men, 

women’s social position, indicated by college completion, employment rates, and the division of housework 

improved across cohorts; 4) changes in female-to-male education ratios appeared to explain up to 39% of 

the observed changes in the gender depression gap. 
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To my knowledge, this is the first cohort analysis of the adult depression gap in cohorts born after 

1975 in the US. Previous studies are based on samples with cohorts born from 1905-1975, which are 

substantially earlier than the 1955-1994 cohorts represented in the present study. Among them, some 

reported similar trends of a narrowing gender depression gap among younger cohorts.39,122 In the 

Epidemiologic Catchment Area study, researchers found that gender differences in DSM-III depression risk 

had been decreasing across 1905-1965 birth cohorts.71,72,123 In contrast, other studies of cohort effects in the 

depression gap have reported no effects or an increasing gap. For example, the National Comorbidity Study 

Replication found no evidence of change in the gender gap in DSM-III-R depression across 1936-1975 

birth cohorts.40 Using longitudinal data from the Americans’ Changing Lives study, Yang and Lee found 

evidence that the depression gap increased across cohorts born in 1915 to 1955.124 In a repeated cross-

sectional study, the depression gap appeared to narrow from 2005-2014, among young adults ages 18-25.38 

Compared with much of the existing literature, the findings of this study describe trends in gendered social 

position among more recently born cohorts through the end of the 20th Century. 

Alongside the narrowing gender depression gap, gender ratios in college degree attainment, 

employment, and the division of housework also narrowed or changed direction in the case of college 

degree attainment, highlighting three meaningful trends in the improvement of women’s social position. 

The college ratio reversed from majority male in the 1955 cohort to majority female in the 1975 and 1985 

cohorts, driven by a near doubling in women’s college completion rates, from 21% to 38%. The 

employment ratio narrowed due both to increases in employment among women and to decreases among 

men. Despite this, women in the youngest cohort were still less likely to be employed than men. The 

decreasing housework ratio across cohorts was mostly due to women doing less housework, rather than 

men doing more. Levels among men increased from the 1955-1965 cohorts, but remained relatively stable 

thereafter. This suggests that the amount of unpaid work is decreasing overall, replaced by both 

technological improvements that reduce labor demand,237 and by paid domestic workers.61,238 Therefore, 

while women’s share of housework has decreased, the trend toward equity has not come from substantial 

increases in housework by men.  
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I found additional evidence to partially support the hypothesis that changes in women’s social 

position relative to men, specifically gender ratios of college completion, mediated changes in the gender 

depression gap and depression scores among women. Increases in women’s college completion, relative to 

men, mediated 39% of the gender gap in CESD scores across cohorts. Researchers have reported similar 

associations in cross-national comparisons of the depression gap and gendered social position.239–242 In one 

such study, Seedat and colleagues found that the depression gap was lower among countries with greater 

gender equity, based on an aggregated measure of women’s education, employment, marital timing, and 

use of birth control.243 The findings in the present study were robust to the adjustment in the base rates for 

each mediator, and mediation of cohort differences was specific to women’s depression scores in stratified 

models. Results suggest that women may gain additional mental health benefits due to an increasing parity 

in gendered social position, distinct from the benefits afforded by absolute increases in women’s socio-

economic status. This highlights the importance of relative measures of social position between men and 

women.183,244 The results of the mediation analysis in this study suggest that gender parity in education 

attainment is beneficial the depression gap. This finding is supported by previous research that has shown 

that parity in educational attainment between men and women signals a more equal opportunity 

structure,245,246 which may act to decrease the depression gap through social stress pathways.247,248  

In contrast, changes in employment ratios did not mediate the CESD cohort effects. While 

employment opportunities expanded for women, a gap in the employment ratio remained. This gap 

highlights one of many persistent barriers to equal participation in the labor market60,249–252 that may negate 

any positive effects of expanded opportunities overall. In addition, the effects of trends toward equity in 

housework at the population level did not mediate the observed decreases in the depression gap. Most 

studies of the effects of the division of housework on depression have focused on comparing housework 

levels between men and women within (heterosexual) marriages.253,254 These studies have found that the 

perception of equity in housework inhibits depression for women in those households.131  

Overall, there was inconsistent support of the hypothesis that changing gender social position 

would partially explain variation in the depression gap. There are several possible conceptual and 
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methodological explanations for these inconsistencies. First, changing gendered social position was 

operationalized with only three indirect indicators. While education, employment, and housework trends 

encompass meaningful changes in gendered social position, additional indicators would likely capture other 

important aspects of the gender landscape that are related to variation in the depression gap. One potentially 

important element is the gendered division of childcare. Time spent on childcare among fathers also 

increased during this period.255,256 Further, this trend may yield unique mental health benefits of expanded 

gender role opportunities for men,131,196,257,258 such as the slight decrease in men’s CESD scores observed 

in this study. Second, education, employment, and housework ratios may have changed due to other 

economic or social causes not measured in this study. If these causes were also related to the depression 

gap, they would cause unmeasured confounding of the mediator-outcome relationship. In order for 

unmeasured confounding to explain why factors such as employment and housework ratios did not mediate 

the interaction between cohort and gender on depression, such unexplained factors would need to be 

positively related to employment ratios as well as the depression gap, while also being negatively related 

to housework ratios and positively related to the depression gap. As an example, trends in multi-

generational family structures have increased since the 1970s,259 which has allowed a greater number of 

women to obtain full-time employment, increasing the employment ratio, and also relieving women of 

some of their domestic labor burden, decreasing the housework ratio.260 At the same time, older cohabitating 

adults (e.g., the parents of middle-aged working adults) may themselves become sources of additional 

domestic labor, increasing depression symptoms among the women who care for them261 and the depression 

gap in turn. I attempted to limit this bias by controlling for unemployment, weekly hours of paid work, and 

marriage rates, however, confounding may still be a source of bias. Third, the mediator values were assigned 

to respondents based on Census-based population averages when respondents were age 20, in order to 

capture the age when the context of gendered social position was most salient for respondents. It may be 

that this assumption was satisfied for education, given college attendance and completion typically occurs 

around age 20, however, employment and housework ratios may be more important for women in their 30s 

and beyond. Unfortunately, I was not able to sufficiently vary the values to correspond with other ages, 
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given the age ranges across cohorts (see below for more details), however, future work should interrogate 

this potential source of measurement error with additional data sources. 

This research should be interpreted in light of several limitations. First, respondents’ birth years 

were not evenly distributed within each cohort. Specifically, no respondent was born in 1955 and 1956, as 

well as from 1966-1971. Therefore, samples sizes for the 1965-74 cohort were much smaller than those of 

other cohorts, and estimates were interpolated over these missing years. When modeled as indicator 

variables, the depression gap clearly decreased among the 1985 and 1995 cohorts, which had coverage 

across all birth years. This supports the main conclusion that the depression gap is decreasing over time. 

Related, the age ranges of each cohort did not completely overlap, and estimates should be interpreted with 

the acknowledgement of off-support inference by age. Future work should seek to replicate this study using 

data with more complete coverage for these particular birth cohorts. Third, depression scores as measured 

in this study refer to short-term (2-week) prevalence, which may not reflect true depression status over the 

2+ year period between interviews. Fifth, depression scores were measured with a symptom scale, which 

may measure sub-threshold depressive symptoms but not diagnostic criteria. Depression is a complex 

construct to measure and, even though the CESD has been widely used as a measure of depression for over 

40 years,207 including in studies of the gender depression gap,54 it is likely a measure of more general 

psychological distress and demoralization. Finally, the focus of this study is almost entirely on the effects 

of changing social context on depression. Men face an excess of externalizing mental health and substance 

use problems,262 and researchers have argued that the gender depression gap simply reflects different 

manifestations of the same stress response, rather than greater psychiatric morbidity among women.263–265 

Indeed, similar methods have been applied to understand historical variation in heavy and disordered 

alcohol use in men and women.266 While the goal of the present study was to focus specifically on 

depression, future work to integrate these two bodies of research, potentially from a trans-diagnostic267 or 

dimensional268 perspective could provide a more comprehensive application of social stress theory to the 

understanding of social context and health. 
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The scope of this analysis was to explore the variation in the gender depression gap in the US 

population overall, but future work might acknowledge and examine heterogeneity in the gender depression 

gap changes across other intersecting social categories. Differences likely exist within and between other 

important categories that were not comprehensively measured in this study, such as racialized status, gender 

identity, and sexual orientation. Each group is influenced by distinct norms and has experienced unique 

social changes during the study period. Future research with detailed attention to these and other groups 

would likely prove an important contribution to the social stress literature from an intersectional 

perspective. 

This study is strengthened by the prospective measurement of depression symptoms, and the 

incorporation of population-representative measures of education, employment, and domestic labor status. 

Prospective study designs may be especially important in cohort analyses, as cohort effects are highly 

sensitive to differential recall bias.269,270 Also, studying the depression gap highlights the importance of 

gendered social position as a social determinant that is not directly observable at the individual-level, and 

examining population changes over time may allow effects of exposures that are ubiquitous in the 

population at any single point in time.  

In this study, I find evidence to suggest that the opportunities and responsibilities dictated by gender 

norms are becoming less restrictive and women’s social position is improving relative to prior cohorts. 

While important gaps remain in understanding these changes, this work highlights several mechanisms 

through which depression risk is reinforced, and identifies opportunities to reduce the depression gap 

between men and women. 
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VII. Bringing home the benefits: Do pro-family employee benefits mitigate the risk of depression 

from competing workplace and domestic labor roles? 

 

INTRODUCTION 

 

During latter half of the 20th Century, women’s participation in higher education and the workplace 

drastically increased in the United States.271 Today, compared with earlier generations, women are more 

likely to earn a college degree245 and be employed full-time.59 Domestic roles changed as well; women now 

spend less time doing housework,61,62 wait longer to marry63 and have children,46 and have fewer children 

overall,66 due in part to increased use of birth control.64,65  

However, in spite of these historic changes, significant gender disparities in workplace and 

domestic labor remain.272 For example, the birth of a child is more disruptive to the employment trajectories 

of working mothers, who are more likely to take parental leave or exit the workforce entirely to raise 

children than working fathers.251,252 Furthermore, working mothers are often regarded as either unreliable 

employees or unreliable mothers,273 while working fathers are rewarded.274 Among men and women with 

similar workplace obligations, women still spend more time on daily domestic labor and childcare.275–277 

This imbalance persists among women who out-earn their male spouse,278 suggesting that these patterns are 

not solely due to intrahousehold socioeconomic differences.  

As a result of these incomplete changes, women are now more likely to hold concurrent workplace 

and domestic roles, which may affect mental health, including depression.47 Depression in the US is 

prevalent, destabilizing, and approximately twice as likely to occur among women than men. Characterized 

by sadness, loss of interest, as well as psychomotor, sleep, and appetite changes, the negative impacts of 

depression on women’s’ lives is widespread. However, there is limited consensus on the impact of 

concurrent role obligations on depression, including whether the effects would be positive or negative. 

Some studies have found that multiple roles reduce depression risk by increasing sources of social support, 

self-complexity, and material resources.35,279–282 Others have found that the potential for conflict- and 

overload-related stress increases with the number of roles, thus increasing depression risk.134–137  



 42 

More specifically, holding multiple roles may have negative effects when the time, energy, and attention 

resources needed to satisfy one role compete with the resources needed to satisfy another role.283  

In this context, employers have increasingly offered employee benefits as a way to address the 

burden from competing roles and to retain employees with children.48 I refer to these as pro-family benefits, 

as they emerged to improve an employee’s ability to manage work-family responsibilities. Pro-family 

benefits include paid family-leave, childcare subsidies, and flexible working schedules, among others. They 

are distinct from other employee benefits that are not intended to buffer the effects of competing roles (e.g., 

retirement pensions, health insurance).284  

Evidence to date suggests that pro-family benefits may mitigate the burden of competing role 

demands, particularly among female employees. Women with access to pro-family benefits are less likely 

to experience work-family conflict,285 competing responsibilities,286 and job dissatisfaction287 and as a result 

are more likely to remain employed,288,289 and maintain pre-childbirth work hours.290  

Pro-family benefits are associated with better physical health291 and general well-being.292 Positive 

mental health effects have also been shown,293 however, the literature on the effect of pro-family employee 

benefits on depression is limited in at least three ways. First, studies typically consider exposure to a single 

policy, such as the availability and length of maternity leave294,295 or work schedule flexibility,296 rather 

than to multiple policies in the same population with attention to the potential cumulative effects of multiple 

benefits. Second, studies have not tested the specificity of the effect of pro-family benefits, by comparing 

them to the effects of policies that are not specifically family-related. Workplace benefits, as a whole, may 

be related to employee mental health through alternative pathways,297–299 so any effect of pro-family policies 

may be a non-specific indicator of a generally positive workplace environment. In effect, the broader 

workplace context may confound any observed association between pro-family benefits and depression. 

Comparing the effects of pro-family benefits to other benefits will attempt to adjust for this source of 

confounding and strengthen the previous theoretical claim that pro-family policies mitigate the negative 

effects of competing roles to reduce depression risk. Third, studies often rely on cross-sectional data300–302 

which are limited due to a lack of temporality. Longitudinal studies are necessary to understand the potential 
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bias from reverse causation and selection. If depression and exposure to competing roles both increase the 

risk of selection out of the workforce, then estimates of the main effect of competing roles and depressive 

symptoms would be spuriously attenuated. Selection bias might also arise if individuals with depression 

and competing roles are less likely to work in jobs with employee benefits. This would also attenuate 

interaction estimates.  

To address the above limitations, the present study examined if the burden of competing workplace 

and domestic roles increased women’s subsequent risk of depression, and considered the extent to which 

that risk was buffered by access to multiple pro-family benefits in the workplace. The study addressed the 

following specific aims: 1) to estimate the relationship between competing roles (working and raising 

children vs. working and not raising children) and depression; 2) to assess whether that relationship varied 

by the presence of any pro-family benefits as well as the number of available benefits; 3) to assess whether 

any observed buffering effect by pro-family benefits was similar to the buffering effects due to non-family-

related benefits; 4) to estimate the potential impact of two important sources of selection bias due to prior 

depressive symptoms and competing role status: selection out of employment and selection out of jobs with 

available employee benefits.  

 

METHODS 

 

Sample 

 

Data were from the National Longitudinal Surveys (NLS), a series of prospective studies of 

employment, education, domestic experiences, and health of American adults. NLS data are processed and 

cleaned by the Bureau of Labor Statistics, which maintains a publicly available repository of data and 

documentation.202 Detailed information for each study has been previously published.200,201,303–306 The 

analytic sample comprised data from the five most recent biennial interviews (2006-2014) of the NLSY79 

and NLSY79 Young Adult samples, ranging from ages 17-57, representing the time when childbearing and 
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full-time employment were most prevalent. The sample included only respondents who were employed at 

each wave, to ensure that the entire sample had the potential to be exposed to employee benefits, and avoid 

structural positivity violations.5 For example, a respondent who reported being employed in 2006, 

unemployed in 2008 and 2010 and employed in 2012 and 2014 would contribute three years of observation 

to the study follow-up. The final analytic sample included 12,239 person-years for 3993 women (mean of 

3.1 observations per respondent). 

 

Measures 

 

Center for Epidemiologic Studies Depression Scale  

 

The primary dependent variable was the Center for Epidemiologic Studies Depression (CESD) 

symptom score. Symptoms were assessed using the 7-item CESD scale,206 in which individuals rate how 

often over the past week they experienced symptoms associated with depression, such as restless sleep, 

poor appetite, and feeling lonely (score range: 0-21, higher scores indicate more symptomatology; all items 

are listed in Supplementary Appendix 2.1).207 A dichotomous CESD score 8 or higher represents high-

CESD symptoms.208 As an instrument to identify individuals with probable depression, the 7-item CESD 

scale has demonstrated high internal consistency,209 good sensitivity, specificity and construct validity,210–

212 in community samples,213 in various age214–217 and gender groups.218 

 

Competing roles  

 

                                                        
5 Respondents who were unemployed, self-employed in an unincorporated business, or enlisted in the military were 
not asked about employee benefits. 
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The independent variable was a measure of competing roles, defined as currently employed with 

at least one child (ages 0-17) living in the home. A person could contribute time as exposed and unexposed 

to competing roles during the study period, e.g., if they had a child (unexposed à exposed) or their child 

turned 18 (exposed à unexposed). The comparison group for those with competing roles was defined as 

those who were currently employed with no children living in the home. 

 

Employee benefits 

 

In the NLS, respondents reported the availability (yes/no) of nine employee benefits in their current 

job at each interview. Benefits were classified as either pro-family or non-family-related, in line with 

previous research, based on their hypothesized potential to alleviate some of the burden and stress due to 

competing workplace and domestic roles.307 Pro-family benefits included: family leave, flexible scheduling, 

and employer-provided childcare. Non-family-related benefits included: dental insurance, medical 

insurance, life insurance, profit sharing, retirement pension programs, and training/educational 

opportunities. Each group of benefits was considered as binary (e.g., any vs. no benefits) and as a count 

variable (0 vs. 1, 2+). Benefits were tested for interaction with competing roles on CESD scores. 

 

Confounding and selection bias 

 

Figure 3.1 presents the analytic model including the structure of confounding and selection bias 

over time. The following variables were considered as confounders of the relationship between competing 

roles and CESD scores: continuous age, continuous education level (highest completed grade), continuous 

number of hours of paid work per week, continuous income, marital status (never, currently, formerly 

married) and race/ethnicity (Hispanic, non-Hispanic Black, other). In addition, several variables were 

considered as confounders of the relationship between employee benefits and CESD scores, including 

demographic (age, education), domestic (number of children (1, 2, 3+), number of children under age 5 (0, 
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1, 2+)), and workplace variables (hours of paid work per week, employer type (government, private sector, 

non-profit), income, and industry (21 categories, see Supplementary table 3.1 for a list of all industries)). 

Additionally, pro-family benefits may be related to CESD scores through alternative pathways not related 

to competing risk. To attempt to isolate the pathway of interest, unconfounded by (unmeasured) general 

workplace quality, non-family-related benefits were also included as confounders of pro-family benefits. 

Because only employed respondents reported the availability of employee benefits, the sample was 

necessarily selected on employment status, which may have introduced selection bias. A sensitivity analysis 

attempted to quantify the magnitude of this source of selection bias by estimating the strength of the 

association between selection out of employment related to CESD symptom scores, high CESD symptoms, 

and competing role status in prior waves. Additionally, to account for potential bias from differential 

selection into jobs with pro-family benefits, I examined the probability of holding a job with pro-family 

benefits based on prior CESD symptom scores or high-CESD symptoms and competing role status. 

 

Imputation 

 

Within the sample of valid respondents, 15% of the outcome data were missing. I used multiple 

imputation with 10 combined datasets for these missing data. Standard errors were corrected to account for 

repeated analyses.203 Imputation models included sex, age, year, and CESD scores from non-missing 

interviews. Imputed model estimates were compared with non-imputed estimates in order to examine the 

robustness of analytic models to the degree of missing data. 

 

Analysis 

 

The distributions of the study variables were summarized as means and standard deviations (SD) 

for continuous variables, or proportions for categorical variables for all available person-time over the study 



 47 

period. ANOVA and chi-squared statistics were used to test whether the means or proportions of each 

variable differed by competing role status. 

The analytic aims were addressed using a series of generalized estimating equations (GEE), to 

account for uneven follow-up periods and the clustering of observations within individuals over time.308 

All models were estimated for both continuous CESD scores and binary high-CESD symptoms, using linear 

and log-binomial models respectively, with cluster-robust standard errors.309 

The first analytic aim was to estimate the relationship between competing roles (working and 

raising children vs. working and not raising children) and depression, and the relationship between any pro-

family benefits and depression. This was accomplished by regressing CESD symptoms on competing roles 

status, both with and without adjustment for confounding variables. The association between pro-family 

employee benefits and CESD symptoms was estimated, in order to test the average effect of benefits on 

CESD symptoms 

The second analytic aim was to assess whether that relationship varied by the presence of any pro-

family benefits as well as the number of available benefits. This was accomplished with two steps: first, a 

model tested for interaction between competing roles and pro-family benefits, to examine whether pro-

family employee benefits buffered the risk of competing roles on CESD symptoms. Interaction was tested 

using cross-product methods in linear models, and using the relative excess risk due to interaction (RERI) 

and 95% CIs310 in the log-binomial models. Interaction was tested both before and after adjustment for non-

pro-family benefits in order to assess the potential confounding due to (unmeasured) general workplace 

quality. This adjustment provided further evidence of the specificity of any buffering effects from pro-

family benefits. I hypothesized the buffering effect of pro-family benefits would be robust to adjustment 

for non-family-related benefits. Second, in addition to directly testing for interaction, models were also 

stratified to examine the magnitude of the risk from competing roles in the presence vs. absence (and count) 

of pro-family benefits.  

The third analytic aim was to assess whether any observed buffering effect by pro-family benefits 

was similar to the buffering effects due to non-family-related benefits. This was accomplished by estimating 
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the depression risk of competing roles, stratified by exposure to non-family-related employee benefits (both 

binary and counts), with adjustment for pro-family benefits. This was done to compare the buffering effects 

of this alternative type of benefits, which may affect the depression risk from competing roles, albeit 

through alternative pathways. 

The fourth analytic aim was to estimate the potential bias due to selection out of employment and 

selection into jobs with available employee benefits, based on prior depressive symptoms and competing 

role status. This aim was accomplished with two sets of GEE models. One set of models regressed 

employment status on lagged CESD symptoms and competing role status, and one set of models regressed 

pro-family benefit status on lagged CESD symptoms and competing role status.  

 

RESULTS 

 

Study means and proportions for all available person-time over the study period by competing roles 

status for all study variables are presented in Table 3.1 and Figure 3.2. Overall, the prevalence of competing 

roles was 61%. Compared to those not in competing roles, women in competing roles were younger (47.1 

(7.4) vs. age 48.9 (3.5)), completed fewer grades in school (13.4 (2.6) vs. 14.8 (2.7) years of school), earned 

less income ($38845 (33691) vs. $50559 (44562)), worked fewer weekly hours for pay (42.5 (7.9) vs. 44.2 

(8.3)), were more likely to have pro-family benefits (85.8% vs. 83.2%) and less likely to have non-family-

related benefits (85.4% vs. 89.1%), and reported higher CESD scores (3.99 (4.1) vs. 3.26 (3.7)) and a higher 

prevalence of high-CESD symptoms (17% (0.4)) vs. 11% (0.3)). Marital status, race/ethnicity, and 

employer type also differed among those with vs. without competing roles.  

 

Aim 1: estimate the relationship between competing roles (working and raising children vs. working and 

not raising children) and depression, and the relationship between any pro-family benefits and depression 

 The effects of competing roles and pro-family benefits on CESD scores and high-CESD symptoms 

are presented in Table 3.2. After adjustment, women in competing roles reported a 0.56-point higher CESD 
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score (95% CI= 0.15, 0.97) and a 62% greater risk of high-CESD symptoms, compared with women not in 

competing roles (95% CI= 1.17, 2.25).  

Women with any available pro-family benefits reported a 0.83-point lower CESD score (95% CI= 

-1.36, -0.31) and a 28% lower risk of high-CESD symptoms (RR=0.72; 95% CI= 0.57, 0.91), compared 

with women without pro-family benefits (see Table 2).  

 

Aim 2: assess whether that relationship varied by the presence of any pro-family benefits as well as the 

number of available benefits 

Table 3.3 presents interaction tests and stratified analysis of the effects of competing roles on CESD 

scores and high-CESD symptoms in the absence vs. presence of any pro-family benefits and the number of 

available benefits. In the linear models, the interaction between pro-family benefits and competing roles 

was associated with CESD scores, both unadjusted (B=-0.51, p=0.017) and adjusted (B=-0.44, p=0.023). 

In the binary models, there was no evidence of additive interaction, before or after adjustment for non-

family-related benefits (RERI= -0.81 (95% CI= -2.18, 0.56) and RERI= -1.05 (95% CI= -2.8, 0.89) 

respectively) (see footnote a in table 3.3).  

In the absence of any available pro-family benefits, those in competing roles reported 6.1 point 

higher CESD scores (95% CI=1.14, 11.1), compared with those not in competing roles. In contrast, among 

women with access to any pro-family benefits, there was no association between competing roles and CESD 

scores (difference=0.44; 95% CI=-0.2, 1.0). In examining the number of benefits, no association was found 

among those reporting exactly one pro-family benefit (CESD score difference= 1.1; 95% CI= -0.08, 2.26) 

or 2 or more pro-family benefits (CESD difference= -0.01; 95% CI= -0.87, 0.86). The results were similar 

in models estimating the risk of high-CESD symptoms. The confidence intervals were appreciably wider 

among those without (vs. with) pro-family benefits because of the low prevalence of no pro-family benefits. 

 

Aim 3: assess whether any observed buffering effect by pro-family benefits was similar to the buffering 

effects due to non-family-related benefits 
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Table 3.4 presents the effects of competing roles on CESD scores and high-CESD symptoms 

stratified by the absence vs. presence of any non-family-related benefits and the number of available 

benefits. Women in competing roles without any non-family-related benefits reported 3.59 point higher 

CESD scores than those not in competing roles (95% CI=1.24, 5.95) while among women with access to 

these benefits, there was no association between competing roles and CESD symptoms. No association was 

found among those with exactly one non-family-related benefit (CESD difference= 2.09; 95% CI= -0.26, 

4.44) and 2 or more benefits (CESD difference= 0.44; 95% CI= -0.73, 1.62). The results were similar in 

models estimating the risk of high-CESD symptoms. Compared with the dataset with no imputation, 

multiply imputed model estimates were not meaningfully different, although standard errors were slightly 

smaller overall. The confidence intervals were appreciably wider among those without (vs. with) non-

family-related benefits because of the low prevalence of no non-family-related benefits. 

 

Aim 4: estimate the potential impact of two important sources of selection bias due to prior depressive 

symptoms and competing role status: selection out of employment and selection into jobs with available 

employee benefits 

Table 3.5 estimates the magnitude of bias due to selection out of the workforce at each interview, 

based on the CESD score and competing role status in the prior interview. The risk of becoming 

unemployed among those exposed to competing roles in the prior interview ranged from 1.051 in 2012 

(95% CI=1.034, 1.068) to 0.997 in 2006 (95% CI=0.98, 1.014). The risk of becoming unemployed based 

on prior CESD scores was effectively null at every wave. The patterns among those with high-CESD 

symptoms were similar to the models of CESD scores. Selection into jobs with pro-family benefits vs. jobs 

without pro-family benefits was also considered. The risk of reporting available pro-family benefits among 

those exposed to competing roles in the prior interview ranged from 1.025 in 2012 (95% CI=0.983, 1.068) 

to 0.96 in 2006 (95% CI=0.932, 0.989). The risk of reporting available pro-family benefits based on prior 

CESD scores was effectively null at every wave. The patterns among those with high-CESD symptoms 

were similar to the models of CESD scores. Overall, selection risks were small due to competing roles and 



 51 

null due to prior CESD scores, suggesting that the results were not substantially influenced by selection 

bias. 

 

DISCUSSION 

 

The present study examined the effect of competing gender roles on women’s depression and 

whether that effect was buffered by the availability of pro-family employee benefits. There were four central 

findings: 1) among women in the workplace, those with competing gender roles reported a higher CESD 

score and a greater risk of high-CESD symptoms than those without competing roles; 2) the depression risk 

from competing roles was attenuated in the presence of pro-family benefits, supporting the buffering effects 

hypothesis; however, 3) the depression risk from competing roles was also attenuated in the presence of 

non-family-related employee benefits, suggesting that access to employee benefits in general, regardless of 

whether pro-family or not, is associated with reduced depressive symptoms among women in competing 

roles; 4) there was no evidence that the effects were attributable to selection out of employment or into jobs 

with pro-family benefits. 

Popularized as a result of the ‘Second Shift’ faced by women,271 the mental health effects of holding 

competing roles is still an active area of research in the current social context. Holding multiple roles can 

be good for mental health and well-being,35,279,280,311 however, the present study found that competing roles 

were associated with increased depressive symptoms, suggesting that the competition for the resources 

needed to satisfy both workplace and domestic labor roles is adverse for mental health.47 These findings are 

concordant with previous studies that have shown a detrimental effect of excessive role demands.134–

137,311,312 This competition has likely been increasing over time, as trends show that Americans work longer 

hours overall and earn a wage premium for overwork (more than 50 hours of work per week),249 and women 

spend more time providing care to their children,255 even into adulthood.313 

In this context, workplace benefits intended to help employees balance competing domestic and 

workplace demands48,314 have become more widely available.315 The buffering effects of pro-family 
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employee benefits in this study are generally concordant with previous research, and extend the evidence 

base to documenting benefits for depression symptoms. Access to paid family leave increases the use of 

preventative health care,316 and decreases fatigue, anxiety, and depressive symptoms among new 

mothers.317 The use of flexible working policies improves mother-child bonding during early childhood,318 

decreasing the mother’s depression risk in turn.319 Research on the impact of the availability of employer-

provided or subsidized child care on employee mental health is very limited, though there is indirect 

evidence of positive mental health effects of this specific benefit. Increasing the affordability of childcare 

increases employee retention, which likely reduces the depression risk associated with job turnover.320,321 

The presence of non-family-related employee benefits also reduced the depression risk from 

competing roles, suggesting that the attenuation of stress from competing roles is not limited to benefits 

designed to specifically address role competition among working women with children. There are several 

potential explanations for these broader positive effects. First, the availability of personal health insurance 

improves access to preventive care and treatment for those at risk for depression, including new mothers.322 

Second, access to pensions and other retirement benefits decreases job changes and associated stress,299 and 

may provide financial security among parents, who may be particularly concerned about future financial 

burdens. Third, jobs with a wide array of employee benefits are good jobs; they signal greater occupational 

prestige,298 and are associated with higher employee self-esteem and general satisfaction297 than jobs 

without benefits. All of these characteristics could potentially reduce stress and subsequent depression risk, 

related to competing roles. Though I did attempt to account for alternative explanations by adjusting model 

estimates for work hours, income, industry, and employer type, the non-specific nature of these effects 

highlights a broader positive impact of workplace policies to reduce depressive symptoms among women 

with children.  

The analytic sample was restricted to employed respondents, which would cause selection bias if 

employment status was related to competing roles and depression. While I could not avoid this selection, 

given the study design, I attempted to account for the potential magnitude of the bias in a sensitivity 

analysis. To the extent that these selection pressures are measured and captured in the short-term (i.e., 2-
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year lags), the magnitude of selection bias in this study appeared to be minimal. Also, it is also possible 

that healthier individuals may be more likely to select into jobs with more benefits, though related evidence 

to date suggests that selection effects are secondary and are not likely to explain the results of this study.323 

Indeed, the sensitivity analysis of selection into jobs with pro-family benefits found minimal evidence of 

bias. 

This research should be interpreted in light of several limitations. First, employee benefits were 

measured based on self-reported availability. There is evidence that employees’ knowledge of their 

workplace benefits is underestimated,324 which would introduce measurement error in these variables. If 

the error is entirely random, this may have attenuated model estimates. On the other hand, it is plausible 

that employees with children (i.e., those with competing roles) would report the availability of family leave 

policies more accurately than those without children.324 If recall was independent of depressive symptoms, 

then interaction estimates may also be attenuated. Regardless, the buffering effects estimated in this study 

may be best defined as the effect of the awareness of employee benefits, and future research should utilize 

a more objective measure of benefits (e.g., Human Resource data) to clarify this potential measurement 

issue. Second, the NLS does not directly measure the amount of time spent providing childcare among 

respondents. However, since women still provide the majority of childcare on average,275–277 the presence 

of a child in the home would likely be a valid proxy for increased domestic labor responsibilities. 

Nonetheless, it is important to acknowledge that time spent on childcare has been increasing among 

fathers.255,256 The mental health effects among women (and men) who experience more equitable or male-

dominated domestic labor arrangements may be positive,325 or negative,326 but more research is needed in 

the face of changing childcare trends. Third, depression scores as measured in this study refer to short-term 

(2-week) prevalence, which may not reflect true depression status over the 2+ year period between 

interviews, or capture depression incidence. While the longitudinal design did establish temporality at each 

interview, a study with earlier age of follow up and ascertainment of incident depression cases would help 

to further understand the risk of competing roles. Fourth, the CESD is a symptom scale, not diagnostic 

criteria. Depression is a complex construct to measure and, even though the CESD has been widely used as 
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a measure of depression for over 40 years,207 it is likely a measure of more general psychological distress 

and demoralization. 

Despite these limitations, this study is strengthened by the use of a large study of women, covering 

a wide age range that likely captured the peak period in the lifecourse where employment and raising 

children were most likely to be in competition. Also, including a wide array of employee benefits allowed 

for an examination of cumulative buffering effects of multiple benefits on competing roles and CESD 

scores, and a comparison of the effects with those of non-family-related benefits. From this comparison, I 

found evidence that both pro-family and non-family-related employee benefits may buffer the depression 

risk from competing workplace and domestic roles.  

In conclusion, patterns of women’s participation in the workplace and domestic labor suggest that 

the gender revolution is incomplete, and competition from dual workplace and domestic labor roles may 

represent a risk for depression for women. Working women with children inevitably face overlap in the 

responsibilities that both roles demand, and though workplace benefits may help to attenuate that risk, more 

fundamental social changes are needed to address the residual gender inequalities in paid and unpaid labor 

roles in the United States today.  
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VIII. Conclusion 

 

There is a large literature across disciplines aimed at understanding the causes of the depression 

gap, defined as differences in depression prevalence between men and women. Women consistently report 

higher depression risk and more average symptoms than men, which has led many to study genetic or 

hormonal hypotheses, as reflective of static biological differences between men and women. To date 

however, no consistent evidence has been presented to support a biological explanation for the depression 

gap. On the contrary, studies have reported meaningful variation in the magnitude of the depression gap 

over place and time, patterns which align with hypotheses that the depression gap is a product of the social 

environment and may covary with the social context of gender. Social stress theory has been used as a 

framework to potentially understand the social causes of the depression gap.28,35,36 Social stress theory 

highlights women’s disadvantaged social position relative to men, positioning gender differences in socio-

economic opportunities as social stressors,28 while also acknowledging how gender socialization teaches 

women to respond to stressors in depressogenic ways from an early age.29–34 

This dissertation applied social stress theory to better understand the social causes of the depression 

gap, doing so with three related aims. The first aim was to summarize the evidence for variation or stability 

in the depression gap in recent decades, through a systematic review and meta-regression of depression gap 

studies over time and by age. The second aim examined the evidence for a changing depression gap across 

birth cohorts, and tested the extent to which any changes over time were mediated by changing gender 

differences in education, employment, and housework rates, three indicators of broader trends in gendered 

social position through the 21st Century. Finally, acknowledging that broad social changes may be uneven 

and incomplete, the third aim examined whether women in the workforce with competing domestic labor 

roles were at increased risk of depression, and whether pro-family workplace benefits buffered the effects 

of competing roles. The following sections summarize the key findings of the dissertation, synthesize 

results across aims where applicable, and discuss the strengths and limitations. The final section highlights 

the overall contributions of this dissertation to understanding the etiology of the depression gap, and 
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proposes future research directions to mitigate future gender disparities in depression and mental health 

more broadly. 

The systematic review of the depression gap literature identified an overall excess of depression 

among women compared with men from 1982-2017. This pattern was found in studies that measured the 

gap both as differences in mean symptom levels and those based on a diagnostic threshold. In this study, 

the summary depression gap in diagnostic studies was twice as high for women as men, in line with the 

summary statistic that is often cited when referring to the depression gap in the literature. However, the 

main hypothesis of this dissertation was that there would be meaningful variation in the magnitude of the 

depression gap over time, which was not supported by the results of the meta-regression. Overall there was 

no evidence of change in the depression gap over time, however, patterns varied by age group. Among 

adults ages 20 and older, the depression gap did not change over the study period. However, the depression 

gap increased over time among respondents ages 10-19, compared to the reference group of respondents 

ages 60 and older. This is contrary to the expectation of a decreasing depression gap for girls and women 

of all ages, given the hypothesis that gendered social position reflects broader changes in norms and the 

process of gender socialization in the overall population. 

The aim 1 analysis also identified variation in the magnitude of the depression gap across 

depression instruments, particularly among studies measuring differences in depression symptoms. 

Compared with the Center for Epidemiologic Studies Depression scale (CESD), the depression gap was 

higher when measured with the 9-item Patient Health Questionnaire (PHQ-9) (SMD=0.16; 95% CI=0.06, 

0.25), and ‘other’ instruments (e.g., the Mental Health Inventory Depression subscale) (SMD=0.14; 95% 

CI=0.14, 0.22). The diversity of instruments used in depression gap studies underscored the heterogeneity 

in the definition and operationalization of the depression construct itself. In addition to major depressive 

disorder, studies estimated the depression gap using measures of major depressive episode,14 psychological 

distress,52 or more specific measures of somatic or internalizing behaviors.53 Diagnostic depression was 

measured using DSM-III, DSM-IV, and DSM-5 definitions, each of which represent one snapshot of an 

evolving conceptualization of the depression construct over time, according to the main authoritative body 
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on mental illness in the US. The conflation of these tools as interchangeable measures of the depression 

gap may obscure what makes these related constructs distinct, and may hinder efforts to understand the 

relationship between gender, stress, and mental health. Testing differences through measurement invariance 

methods may highlight important differences in the salience, type, or timing of certain aspects of depression 

for men and women.327–329 For example, women are more likely to endorse the somatic symptoms of 

depression than cognitive/affective symptoms,330–332 therefore scales with more somatic symptoms of 

depression would likely estimate a different depression gap than scales with more cognitive symptoms. 

When ignored, these issues represent a potential source of bias across depression gap studies.333 Accounting 

for them, however, may offer an opportunity to better understand differences in the etiology and experience 

of depression for women and men. 

Aim 2 reported evidence of variation in the depression gap across four 10-year birth cohorts born 

from 1955-1994 and followed from 1992-2014. The results suggested that the depression gap had narrowed 

across birth cohorts, specifically that the gap was smaller among those born from 1985-1994 than those 

born in prior decades since 1955. Further, evidence of inter-cohort changes in depression symptoms 

stratified by gender showed that decreases in the gap were primarily due to decreasing depression symptoms 

among women.  

Overall, aims 1 and 2 characterized time trends in different ways, but both offered insight into how 

the depression gap has changed over time. In aim 1, there was no evidence of change in the depression gap 

over time, however, patterns varied by age group. The age by time effects suggested that the depression 

gap is not changing among adults ages 20 and older, but that depression disparities may be increasing 

among adolescents. The birth cohort effects in aim 2 also corresponded to age (assigned by birth cohort) 

by time effects. The results of this analysis suggested the depression gap was decreasing among young- and 

middle-aged adults in subsequent birth cohorts, highlighting broad population trends toward a decreasing 

depression gap. Taken together, the results of these studies highlight evidence that the depression gap may 

be expanding and contracting for different age groups. There are at least two potential explanations for 

these differences. First, age and time differences between the analytical samples may limit the ability to 
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directly compare results. The age range in the aim 2 sample with the greatest overlap between birth cohorts 

(i.e., the most complete range to test cohort effects) was approximately ages 20-50. This was more limited 

than the age range of the aim 1 sample, which included respondents ages 10-99. Therefore, the aim 2 sample 

could not estimate trends among adolescents or respondents older than age 51. Further, the most recent 

birth cohort was born from 1985-1994, substantially older than the adolescent age group in the aim 1 

sample, which was born from 1998-2007. It is possible that increasing depression gap trends have only 

emerged very recently, and might eventually be replicated using aim 2 methods, when depression scores 

are measured in the youngest NLS respondents. Second, the way that age groups were defined to create the 

aim 1 meta-analytic sample age-related might have introduced non-differential measurement error, biasing 

estimates of age trends toward the null. Third, the unit of analysis and sample sizes differed between aims. 

As a meta-regression, the unit of analysis in aim 1 was an independent depression gap estimate, which 

yielded a sample size of 76 diagnostic-based and 68 symptoms-based estimates. These small sample sizes 

are common in meta-analytic and meta-regression studies, and may limit the power to identify a statistically 

meaningful effect, especially when models include additional covariates. In contrast, the unit of analysis in 

aim 2 was the individual, and included a sample size of 13,666 individuals. The a priori statistical power of 

this analysis was very high and sufficient to identify the hypothesized trends in the depression gap by birth 

cohort (see appendix 1). Short of conducting a post-hoc power calculation for aim 1, which can yield biased 

estimates and misleading interpretations of null findings,334 it is plausible that the lower statistical power of 

aim 1 may partially explain the lack of evidence of change over time.  

Finally, these divergent findings may simply highlight the limitations of the overall theoretical 

framework of gendered social position and social stress to explain the depression gap. Other theories may 

be better suited to reconcile and predict the observed age and time trends. One potential approach might be 

to focus more explicitly on the accumulation of resources that may be deployed to prevent health 

problems.335 This accumulation is often differential across social group identities, and may vary across age 

and historical time. Applied to the depression gap, adolescent girls may have relatively few resources (e.g., 

social capital, coping strategies) to prevent depression, while as adults, changes over time have increased 
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women’s resources and their depression risk in turn. Alternatively, the depression gap may reflect social, 

historical, and biological processes that are too complex to be explained by a single unifying theory. 

Developing and testing alternative explanations represents an important step to test of the validity of social 

stress theory in explaining the depression gap and predicting variation by age and time. Additional inquiries 

to build on the findings of this dissertation are discussed in more detail below. 

The increase in the depression gap in adolescents warrants further scrutiny. Available literature has 

confirmed through multiple data sources that depressive symptoms have been increasing in adolescence, 

especially among girls.141,142,336 Hypotheses about why the depression gap emerges in adolescence have 

focused on social and relational factors, such as psychosocial stressors, trauma, and interpersonal conflict 

among peers, which become more prevalent in adolescence.139,140 Girls are more likely to experience 

harassment and bullying,337 social isolation as a result of friend conflict.338 Further, these negative 

experiences may be exacerbated by depressogenic coping strategies such as rumination and internal versus 

external attribution of negative experiences, which are more commonly utilized by girls.143,144 Some 

scholars have advanced the hypothesis that digital media, including social media, is a new risk factor for 

mental health problems,150 particularly among girls.148,150 The use of digital and social media among 

adolescents has exponentially increased in the last ten years, thus if it is a cause of mental health problems, 

particularly among girls, it is a viable hypothesis to explain the change in the depression gap. However, the 

relationship between social media use and depression is inconsistent.151,152 A recent review reported 

positive, negative, and no relationship between time spent using social networking sites and depression.339 

A more general review reported that eight studies found that time using social networks increased the risk 

of depression, however, twice as many found no effect.340 It is likely that the relationship between social 

media use and depression is complicated, and multifaceted. Future research is needed to better understand 

the type, duration, and nature of social media use among adolescent boys and girls, in order to fully 

characterize its role in emerging depression gap trends. 

In addition to estimating cohort effects in the depression gap, aim 2 tested specific ways through 

which the depression gap might be changing as mediated through three indicators of social position, which 
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have been changing over time, differentially by gender. There was evidence that increasing parity in 

education levels mediated 39% of the overall decreasing trend in the gap, supporting the hypothesis that 

decreasing relative differences in education levels signal a more equal opportunity structure for women. By 

contrast, trends in employment and housework differences did not mediate the gap. In these two indicators, 

the degree of convergence between men and women has been relatively less complete, which may partially 

explain the lack of an association. Based on census data, aim 2 showed that trends in education have been 

much more favorable for women than trends in employment. Women have achieved a higher average 

education level than men for over 20 years, however, women still report lower employment rates than men, 

and experience numerous additional sources of workplace-related stress and discrimination.188,252,341 

Housework ratios decreased from 4.41 in the 1955-64 cohort to 1.84 in the 1985-94 cohort; this residual 

disparity in domestic labor may act to reinforce the depression gap. These trends emphasize the importance 

of power and opportunity differentials by gender as fundamental causes of health,335 and highlight 

potentially positive and negative (or null) consequences for the depression gap through social stress 

pathways.27 

While aim 2 identified decreasing trends in the depression gap, due in part to increasing parity in 

social position, it was important to acknowledge the potential negative consequences of shifting workplace 

and domestic gender roles that may increase women’s depression and widen the depression gap.342,343 Aim 

3 examined this hypotheses, framing the incomplete nature of changes in gendered social position, 

specifically the lack of parity in domestic labor roles, as a depression risk for women. The results showed 

that women in competing workplace and domestic roles reported an average of 0.56 more depressive 

symptoms compared with women who were not in both roles (95% CI: 0.15, 0.97). Access to employee 

benefits buffered the risk of competing roles, such that the effect of competing roles was not associated 

with greater depression symptoms among women with access to these benefits. However, similar patterns 

were identified among women with access to pro-family and non-family-related employee benefits, 

suggesting that the buffering effect on competing roles was not limited to benefits designed to specifically 

address role competition among working women with children. While these results do suggest that greater 
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access to these policies would decrease depression among women, a more fundamental and equitable 

intervention would seek to achieve gender parity in domestic labor roles, and reduce the source of role 

competition for women. Fortunately, there is evidence showing how this might be achieved, by making 

pro-family employee benefits less gendered. An intervention in Sweden showed that targeted policies to 

incentivize new fathers to take family leave appear to benefit maternal postpartum depression risk.344 

However, even when they are available, men’s utilization of these types of policies is low,324,345 

emphasizing that significant barriers remain in changing social norms about domestic labor roles for 

working men and women.  

Overall, this dissertation provided evidence of variation to support the hypothesis that the 

depression gap is not a result of fixed biological mechanisms that differ by gender. Rather it is meaningfully 

related to the normative social environment, through which gender roles, responsibilities, and opportunities 

available to women and men are defined and reinforced. Aim 1 found evidence that the current social 

context might be increasing the depression gap for adolescents, and aim 2 showed that the depression gap 

has been decreasing in subsequent birth cohorts from 1955 to 1994, driven mostly by women’s decreasing 

depression levels relative to men. These trends were partially explained by increases over time in the 

average education level of women vs. men. Aim 3 found that, among women in the workplace, those with 

competing gender roles reported more CESD symptoms than those without competing roles, and that the 

depression risk from competing roles was buffered by access to both pro-family and non-family-related 

employee benefits, suggesting that access to employee benefits in general reduced depressive symptoms 

among women in competing roles. 

The conclusions of this dissertation should be considered in light of several limitations. First, 

depression in Aims 2 and 3 was measured using the CESD scale, which may yield an incomplete picture of 

depression. Even though the CESD has been widely used as a measure of depression for over 40 years,207 

and is correlated with diagnostic depression measures, it is more likely a measure of general psychological 

distress and demoralization.52 Further, even assuming it is an indirect measure of depressive symptoms, 

CESD items were measured for the past 2-weeks, and did not query incidence, duration, or severity of 
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symptoms. Given the limited assessment of depressive symptoms, CESD scores may be an imprecise 

measure of an individual’s most valid depression status, as symptoms likely fluctuate greatly over the 2+ 

year period between study interviews. On the other hand, the CESD exhibits a strong trait component,346 

suggesting that within-individual variation between interviews may be minimal. Also, though the analytical 

aims did use the longitudinal nature of the data to establish temporality during the study periods, prevalent 

CESD symptoms were measured and thus studies could not account for prior depression levels. Incidence 

studies with diagnostic measures would add to the findings of this dissertation with a more complete picture 

of depression. 

Second, cohort analyses are always limited by incomplete data capture on the oldest and youngest 

age groups across cohorts, and were additionally limited in NLS given the age ranges of participants. An 

ideal cohort analysis utilizes groups of individuals born in different years but followed for the same period 

of their lives (e.g., from age 10-50), such that there is complete coverage for individuals at all ages. In aim 

2, the age range of interest was defined as early- to middle-adulthood (approximately ages 18-50), chosen 

to represent the period in life when education, employment, and housework were most salient for 

individuals and relative gender differences in them were most influential for depression. However, the 

analysis was limited by incomplete overlap in ages across birth cohorts. Therefore, model estimates were 

partially based on the interpolation of data for both the youngest ages (15-20) and the oldest ages (40-50). 

This issue is rarely discussed in cohort analysis studies, but should be considered as a limitation and was 

examined with sensitivity analyses. Specifically, in aim 2, cohort trends were examined in a subset of the 

sample with complete overlap in ages, and findings were similar to those found overall. This suggested that 

the overall findings were robust to these off-support data issues. 

One consistent source of tension in completing this dissertation was whether and how to account 

for intersectionality in the depression gap. The central questions of this dissertation likely have different 

answers and implications for women based on other intersecting social group identities, such as 

race/ethnicity, sexual orientation, and socio-economic status. It would be easy enough to acknowledge these 

differences and include additional stratified analyses to test and present these additional sources of 
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heterogeneity. However, doing so in a responsible way would have required extensive theoretical framing 

to inform thoughtful and transparent hypotheses about expected variation across these groups. Not doing 

so would increase the likelihood that results would be misinterpreted and could potentially reinforce well-

worn stereotypes about social causes of health disparities. This extensive framing was beyond the scope of 

this dissertation and thus no stratified analyses were presented. Future work that thoughtfully integrates 

intersectionality theory may reveal important differences across diverse social groups, and may yield insight 

into hypotheses that are supplemental to those examined in this dissertation, with implications for the 

mental health and social stress literature. 

Overall this dissertation leveraged variation over time to examine the etiology of the depression 

gap. It attempted to do so while avoiding too narrow a scope that is often found in etiological studies based 

on stress pathways. These studies are often oriented through a socio-medical lens, which frames depression 

as a consequence of abnormal conditions or exposures.177 Socio-medical approaches to the depression gap 

often focus on the effect of stress, arguing that an excess of stress might explain an excess of depression. 

This approach is often limited by shifting the focus to stress (e.g., stressful life experiences), and away from 

gender as a fundamental determinant of depression. This dissertation sought to avoid these limitations by 

maintaining the focus on gender as the exposure, linking the depression gap with the historic subordination 

of women into positions of less power and opportunity than men.263 This dissertation showed that the 

depression gap was partially mediated by the relative social position of men and women, which supports 

the notion that differences in depression reflect social disparities that would attenuate as socio-economic 

conditions evolve to become more egalitarian.58 

This dissertation did employ a socio-medical approach by focusing on solely on depression as an 

outcome. Studying the effect of stress on a single outcome is often too narrow a scope to understand the 

relationship between stress and mental health.27 That is, without considering externalizing disorders that 

are more common in men than women, such as antisocial behavior and substance abuse, it is not clear 

whether the depression gap reflects a true mental health disparity by gender, or is simply a difference in the 

way that stress is expressed.263 From this perspective, this dissertation represents the initial foundation of a 
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much broader future inquiry into the consequences of changing gendered social position for the mental 

health of both women and men. As an alternative to traditional nosology, future work might be informed 

by transdiagnostic267 and hierarchical347 frameworks of psychopathology, which may offer a more 

comprehensive model to understand the relationship between gender, social roles, and mental health. 

The implications of this dissertation for science and public health depend on the lens used to 

understand the social causes of the depression gap. The gap may be understood through a socio-medical 

lens, as described above, or through a sociological lens, as one of many consequences of a normative system 

of social organization. The latter positions the depression gap as a consequence of a social system that 

functions as intended, conferring advantages to some groups at the cost of disadvantage to others.177 This 

dissertation has strengthened my belief that a sociological approach best describes the conditions relevant 

to the social determinants of health and provides a more constructive lens to understand and predict future 

trends in the depression gap. For example, a sociological lens may be useful to understand the age and 

cohort effects identified in this dissertation as the natural process where decreasing depression gap trends, 

due to increased equity in gendered social position, are displaced in adolescence by newly emerging norms 

that will potentially reinforce long-established gender disparities in depression in the future.335 From this 

perspective, a future research agenda would seek to understand the causes of emerging trends in the 

adolescent depression gap, to not only reduce the present and future burden of the depression gap, but to 

understand the fundamental processes through which gendered social position may be reproduced to 

perpetuate disparities in health and well-being in adolescence and beyond. For example, this approach may 

inform a related public health trend of increasing gender differences in suicidal behavior among 

adolescents. Compared with boys, adolescent girls report increasingly higher rates of self-injury,348 as well 

as suicidal planning and attempts.349 They are also more likely to report suicidal ideation as a result of 

bullying.350 These co-occurring trends underscore the urgent need to understand the social conditions of 

adolescence in order to prevent further self-destruction among youth. 
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IX. Tables and figures 

 
Figure 1.1. Literature search and study selection flowchart 
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Table 1.1. Studies of gender differences in diagnostic depression, measured as prevalence ratios 

 
Author BL 

Year 
PR SE Age 

Min 
Age 
Max* 

N Men N 
Women 

Interview & 
instrument 

Study 
design  

Data source  Recall 
period 

Kessler et al, 1993351 1990 3.15 1.455 15 24 1010 990 CIDI DSM-III-R C National Comorbidity 
Survey (NCS) 

2 

 1990 1.50 0.249 25 34 1231 1207 CIDI DSM-III-R C NCS 2 

 1990 1.89 0.284 35 44 1108 1086 CIDI DSM-III-R C NCS 2 

 1990 1.52 0.299 45 54 740 726 CIDI DSM-III-R C NCS 2 

Alaimo et al, 2002102 1991 2.28 0.968 15 16 365 389 DIS C National Health & Nutrition 
Epidemiologic Survey 
(NHANES) III 

3 

Dawson & Grant, 1997352 1992 1.60 0.065 18 99 17819 25043 AUDADIS DSM-
IV 

C National Longitudinal 
Alcohol Epidemiologic 
Survey (NLAES) 

2 

Kessler et al, 201014 2001 1.58 0.196 18 34 1375 1658 CIDI DSM-IV C National Comorbidity 
Survey Replication (NCS-R) 

2 

 2001 2.73 0.483 35 49 1342 1522 CIDI DSM-IV C NCS-R 2 

 2001 1.48 0.247 50 64 854 1068 CIDI DSM-IV C NCS-R 2 

 2001 1.71 0.297 65 99 564 894 CIDI DSM-IV C NCS-R 2 

Center for Behavioral 
Health Statistics and 
Quality (CBHSQ), 200487 

2004 2.62 0.131 12 17 11363 10938 CIDI DSM-IV C National Survey of Drug 
Use and Health (NSDUH) 

2 

CBHSQ, 200588 2005 2.96 0.154 12 17 11378 11156 CIDI DSM-IV C NSDUH 2 

 2005 2.09 0.104 18 25 10697 10444 CIDI DSM-IV C NSDUH 2 

 2005 1.69 0.096 26 49 7823 9132 CIDI DSM-IV C NSDUH 2 

 2005 2.00 0.260 50 99 3142 3420 CIDI DSM-IV C NSDUH 2 

CBHSQ, 200689 2006 2.81 0.151 12 17 11718 11153 CIDI DSM-IV C NSDUH 2 

 2006 1.81 0.096 18 25 9158 11526 CIDI DSM-IV C NSDUH 2 

 2006 1.73 0.100 26 49 7431 8606 CIDI DSM-IV C NSDUH 2 

 2006 1.67 0.217 50 99 2888 3804 CIDI DSM-IV C NSDUH 2 

CBHSQ, 200790 2007 2.59 0.135 12 17 11524 10909 CIDI DSM-IV C NSDUH 2 

 2007 1.97 0.100 18 25 10645 11542 CIDI DSM-IV C NSDUH 2 

 2007 1.72 0.097 26 49 7770 9114 CIDI DSM-IV C NSDUH 2 

 2007 1.67 0.214 50 99 2857 3509 CIDI DSM-IV C NSDUH 2 

CBHSQ, 200891 2008 2.91 0.155 12 17 11517 11029 CIDI DSM-IV C NSDUH 2 

 2008 2.11 0.103 18 25 11166 12039 CIDI DSM-IV C NSDUH 2 

 2008 1.49 0.091 26 49 7440 8936 CIDI DSM-IV C NSDUH 2 

 2008 2.14 0.306 50 99 2996 3613 CIDI DSM-IV C NSDUH 2 

CBHSQ, 200992 2009 2.49 0.129 12 17 11520 11106 CIDI DSM-IV C NSDUH 2 

 2009 1.93 0.096 18 25 11104 11900 CIDI DSM-IV C NSDUH 2 

 2009 1.71 0.104 26 49 7591 8729 CIDI DSM-IV C NSDUH 2 

 2009 1.67 0.213 50 99 3060 3690 CIDI DSM-IV C NSDUH 2 

CBHSQ, 201093 2010 2.71 0.146 12 17 11140 10820 CIDI DSM-IV C NSDUH 2 
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 2010 2.27 0.091 18 25 17283 16788 CIDI DSM-IV C NSDUH 2 

CBHSQ, 201194 2011 2.69 0.138 12 17 12028 11482 CIDI DSM-IV C NSDUH 2 

 2011 1.95 0.077 18 25 17178 17123 CIDI DSM-IV C NSDUH 2 

Verplaetse et al, 2016353 2012 2.01 0.218 18 99 15715 20,386 DSM-V C National Epidemiologic 
Survey of Alcoholism and 

Related Conditions 
(NESARC) 3 

2 

CBHSQ, 201395 2013 2.07 0.405 12 12 1824 1713 CIDI DSM-IV C NSDUH 2 

 2013 3.42 0.523 13 13 1963 1849 CIDI DSM-IV C NSDUH 2 

 2013 4.23 0.550 14 14 2026 1865 CIDI DSM-IV C NSDUH 2 

 2013 3.34 0.366 15 15 1882 1868 CIDI DSM-IV C NSDUH 2 

 2013 2.54 0.260 16 16 1940 1890 CIDI DSM-IV C NSDUH 2 

 2013 2.70 0.283 17 17 1914 1760 CIDI DSM-IV C NSDUH 2 

 2013 1.96 0.095 18 25 10671 11543 CIDI DSM-IV C NSDUH 2 

 2013 1.71 0.251 26 29 1376 1603 CIDI DSM-IV C NSDUH 2 

 2013 1.26 0.171 30 34 1529 1802 CIDI DSM-IV C NSDUH 2 

 2013 1.64 0.269 35 39 1317 1562 CIDI DSM-IV C NSDUH 2 

 2013 1.57 0.237 40 44 1437 1671 CIDI DSM-IV C NSDUH 2 

 2013 1.31 0.194 45 49 1440 1613 CIDI DSM-IV C NSDUH 2 

 2013 1.43 0.282 50 54 837 951 CIDI DSM-IV C NSDUH 2 

 2013 1.54 0.374 55 59 711 909 CIDI DSM-IV C NSDUH 2 

 2013 1.41 0.376 60 64 674 719 CIDI DSM-IV C NSDUH 2 

 2013 3.53 1.399 65 99 1302 1659 CIDI DSM-IV C NSDUH 2 

CBHSQ, 201796 2017 2.59 0.610 12 12 1329 1269 CIDI DSM-IV C NSDUH 2 

 2017 4.04 0.696 13 13 1507 1423 CIDI DSM-IV C NSDUH 2 

 2017 3.63 0.507 14 14 1492 1385 CIDI DSM-IV C NSDUH 2 

 2017 3.68 0.416 15 15 1460 1427 CIDI DSM-IV C NSDUH 2 

 2017 2.46 0.246 16 16 1508 1389 CIDI DSM-IV C NSDUH 2 

 2017 2.20 0.206 17 17 1419 1418 CIDI DSM-IV C NSDUH 2 

 2017 2.10 0.296 18 18 1070 1036 CIDI DSM-IV C NSDUH 2 

 2017 1.90 0.263 19 19 976 1002 CIDI DSM-IV C NSDUH 2 

 2017 1.51 0.180 20 20 973 954 CIDI DSM-IV C NSDUH 2 

 2017 1.59 0.208 21 21 922 984 CIDI DSM-IV C NSDUH 2 

 2017 2.21 0.319 22 22 1000 1033 CIDI DSM-IV C NSDUH 2 

 2017 1.85 0.253 23 23 1006 1155 CIDI DSM-IV C NSDUH 2 

 2017 1.55 0.205 24 24 975 1139 CIDI DSM-IV C NSDUH 2 

 2017 1.48 0.206 25 25 1061 1183 CIDI DSM-IV C NSDUH 2 

 2017 1.83 0.196 26 29 2117 2580 CIDI DSM-IV C NSDUH 2 

 2017 1.36 0.139 30 34 2631 3088 CIDI DSM-IV C NSDUH 2 

 2017 2.06 0.267 35 39 2231 2551 CIDI DSM-IV C NSDUH 2 

 2017 1.91 0.249 40 44 1945 2387 CIDI DSM-IV C NSDUH 2 

 2017 1.67 0.214 45 49 2075 2450 CIDI DSM-IV C NSDUH 2 

 2017 1.30 0.274 50 54 901 1093 CIDI DSM-IV C NSDUH 2 
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 2017 1.64 0.342 55 59 931 1138 CIDI DSM-IV C NSDUH 2 

 2017 1.87 0.448 60 64 948 1013 CIDI DSM-IV C NSDUH 2 

 2017 1.57 0.343 65 99 2077 2381 CIDI DSM-IV C NSDUH 2 

Note: BL=baseline; PR=prevalence ratio; SE=standard error; *When the sample age range was described as all ages (e.g., 18 and up)  
Study design: C=cross-sectional, BL=Baseline interview of a longitudinal study, L=other wave of longitudinal study (BL year)  

Recall period: 2=PY; 3=Lifetime  
Race/ Ethnicity: 1=all; 2=NHW; 3=NHB; 4=Hispanic; 5=other 
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Table 1.2. Studies of gender differences in symptom-based depression, measured as standardized mean differences 

 
Author BL 

Year 
SMD SE Age 

Min 
Age 
Max* 

N 
Men 

N 
Women 

Instrument Study 
design 

Data source  Reten
tion^ 

Recall 
period 

Ferketich et al, 2000100 1982 0.26 0.02 30 99 2886 5007 CESD C National Health & 
Nutrition Epidemiologic 

Survey (NHANES) I 

 1 

Everson-Rose et al, 2004354 1986 0.31 0.02 24 34 333 407 CESD BL American's Changing 
Lives Survey (ACLS) 

 1 

 1986 0.23 0.05 35 44 228 363 CESD BL ACLS  1 

 1986 -0.01 0.02 45 54 168 222 CESD BL ACLS  1 

 1986 0.08 0.05 55 64 251 434 CESD BL ACLS  1 

 1986 0.12 0.05 65 74 239 526 CESD BL ACLS  1 

 1986 0.23 0.05 75 99 139 307 CESD BL ACLS  1 

Inaba et al, 2005355 1994 0.27 0.05 28 39 1372 1413 CESD BL Natl Survey of Families 
and Households 2 
(NSFH-2) 

 1 

 1994 0.22 0.05 40 49 1013 987 CESD BL NSFH-2  1 

 1994 0.38 0.05 50 59 594 716 CESD BL NSFH-2  1 

 1994 0.29 0.04 60 78 856 1220 CESD BL NSFH-2  1 

Marmorstein et al, 2009109 1995 0.12 0.02 12 12 262 329 CESD BL Add Health  1 

 1995 0.22 0.02 13 13 1039 1218 CESD BL Add Health  1 

 1995 0.3 0.02 14 14 1319 1472 CESD BL Add Health  1 

 1995 0.34 0.02 15 15 1778 1883 CESD BL Add Health  1 

 1995 0.31 0.02 16 16 2061 1991 CESD BL Add Health  1 

 1995 0.19 0.02 17 17 1981 1940 CESD BL Add Health  1 

 1995 0.21 0.05 18 18 1512 1427 CESD BL Add Health  1 

 1995 0.34 0.05 19 19 237 159 CESD BL Add Health  1 

Neumark-Sztainer et al, 
2000110 

1997 0.26 0.04 10 10 239 267 CDI C Commonwealth Fund 
Survey of Adolescent 

Girls & Boys 

 1 

 1997 0.02 0.02 11 11 254 305 CDI C Commonwealth Fund 
Survey  

 1 

 1997 0.04 0.05 12 12 386 461 CDI C Commonwealth Fund 
Survey  

 1 

 1997 0.29 0.05 13 13 420 484 CDI C Commonwealth Fund 

Survey  

 1 

 1997 0.22 0.05 14 14 370 462 CDI C Commonwealth Fund 
Survey  

 1 

 1997 0.31 0.02 15 15 361 503 CDI C Commonwealth Fund 
Survey  

 1 

 1997 0.32 0.04 16 16 399 497 CDI C Commonwealth Fund 

Survey  

 1 

 1997 0.25 0.02 17 17 314 372 CDI C Commonwealth Fund 
Survey  

 1 
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Mumford et al, 2013105 2000 0.48 0.02 15 15 815 765 MHI-D L 
(BL=1997) 

National Longitudinal 
Survey of Youth 1997 

(NLSY97) 

88 1 

 2000 0.33 0.02 16 16 819 774 MHI-D L 
(BL=1997) 

NLSY97 88 1 

 2000 0.29 0.05 17 17 811 773 MHI-D L 
(BL=1997) 

NLSY97 88 1 

 2000 0.22 0.02 18 18 766 767 MHI-D L 

(BL=1997) 

NLSY97 88 1 

 2000 0.23 0.05 19 19 657 681 MHI-D L 
(BL=1997) 

NLSY97 88 1 

Song et al, 2011106 2005 0.3 0.04 21 64 167 188 CESD C ---  1 

 2005 0.21 0.02 21 64 187 225 CESD C ---  1 

 2005 0.11 0.04 21 64 939 1124 CESD C ---  1 

Shiovitz-Ezra et al, 2009356 2005 0.23 0.05 57 64 521 484 CESD C National Social Life, 
Health, and Aging Project 
(NSHAP) 

 1 

 2005 0.16 0.04 65 74 543 537 CESD C NSHAP  1 

 2005 0.09 0.05 75 85 373 499 CESD C NSHAP  1 

Haroz et al, 2014117 2006 0.16 0.14 11 12 95 99 CESD-10R C Growing up with Media  1 

 2006 0.49 0.10 13 14 201 191 CESD-10R C Growing up with Media  1 

 2006 0.11 0.11 15 17 192 172 CESD-10R C Growing up with Media  1 

 2009 0.47 0.06 13 14 585 785 CESD-10R C Growing up with Media  1 

 2009 0.27 0.05 15 17 856 1096 CESD-10R C Teen Health and 

Technology 

 1 

 2009 0.22 0.04 18 18 954 1404 CESD-10R C Teen Health and Tech  1 

 2006 0.25 0.14 18 18 94 106 CESD-10R C Teen Health and Tech  1 

Wang et al, 2010357 2006 0.29 0.05 11 11 1164 1186 Depressive 
feelings and 
behaviors 

(DFB) 

C Health Behavior in 
school-aged children 
(HBSC) 

 1 

 2006 0.44 0.02 12 12 892 951 DFB C HBSC  1 

 2006 0.49 0.02 13 13 789 997 DFB C HBSC  1 

 2006 0.51 0.02 14 14 721 742 DFB C HBSC  1 

 2006 0.59 0.02 15 15 793 804 DFB C HBSC  1 

Oksuzyan et al, 2010118 2006 0.13 0.02 50 54 640 1013 CESD L 
(BL=1992) 

Health and Retirement 
Study (HRS) 

85* 1 

 2006 0.05 0.05 55 59 1051 1472 CESD L 
(BL=1992) 

HRS 85* 1 

 2006 0.1 0.05 60 64 936 1463 CESD L 

(BL=1992) 

HRS 85* 1 

 2006 0.11 0.05 65 69 1537 1879 CESD L 
(BL=1992) 

HRS 85* 1 
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 2006 0.12 0.05 70 74 1267 1560 CESD L 
(BL=1992) 

HRS 85* 1 

 2006 0.16 0.02 75 79 906 1128 CESD L 
(BL=1992) 

HRS 85* 1 

 2006 0.11 0.02 80 84 647 917 CESD L 

(BL=1992) 

HRS 85* 1 

 2006 0.04 0.04 85 89 344 649 CESD L 
(BL=1992) 

HRS 85* 1 

 2006 0.04 0.02 90 99 142 379 CESD L 
(BL=1992) 

HRS 85* 1 

Thibodeau et al, 201498 2008 0.29 0.02 18 29 550 500 PHQ-9 C NHANES 2008  1 

 2008 0.34 0.05 30 39 431 447 PHQ-9 C NHANES 2008  1 

 2008 0.3 0.05 40 49 391 452 PHQ-9 C NHANES 2008  1 

 2008 0.23 0.02 50 59 418 400 PHQ-9 C NHANES 2008  1 

 2008 0.29 0.05 60 69 434 459 PHQ-9 C NHANES 2008  1 

 2008 0.25 0.05 70 99 483 482 PHQ-9 C NHANES 2008  1 

Bushman et al, 2012107 2011 0.14 0.05 18 90 251 549 CESD C -  1 

Gettler et al, 201699 2011 0.14 0.04 20 60 1505 933 PHQ-9 C NHANES 2011-2012  1 

Margraf et al, 2016113 2013 -0.12 0.14 18 99 1252 1786 DASS-D BL Bochum Optimism and 
mental health  

 1 

Note: BL=baseline; SMD=Standardized mean difference; SE=standard error; *When the sample age range was described as all ages (e.g., 18 and up), upper bound was coded as 99. 

^ if sample was not cross-sectional or BL longitudinal; Study design: C=cross-sectional, BL=Baseline interview of a longitudinal study, L=other wave of longitudinal study (BL year)  
Race/ Ethnicity: 1=all; 2=NHW; 3=NHB; 4=Hispanic; 5=other; HHANES estimates were stratified by three Hispanic groups: a=among Mexican Americans; b=Puerto Ricans; c=Cuban 
Americans. 
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Table 1.3. Distributions of all variables used in meta-regression models 
 

 Diagnostic studies (n=76) Symptom studies (n=68) 

   

Year Mean (SD) 2010 (6.9) 2001 (7.8) 

Year range 1990, 2017 1982, 2013 

Age groups n (%) 

All* 3 (3.9) 6 (8.8) 

10-19 27 (35.5) 33 (48.5) 

20-39 24 (31.6) 4 (5.9) 

40-59 11 (14.5) 9 (13.2) 

60+ 11 (14.5) 16 (23.5) 

Symptom period   

Prior-year 74 (97.4)  

Lifetime 2 (2.6)  

Instrument   

DSM-III/III-R 4 (5.3)  

DSM-IV/IV-R 71 (93.4)  

DSM-5 1 (1.3)  

CESD  42 (61.7) 

CDI  8 (11.8) 

PHQ-9  7 (10.3) 

Other  11 (16.2) 
 
Note: SD=Standard Deviation; DSM=Diagnostic and Statistical Manual; CESD=Center for Epidemiologic 
Studies Depression scale; CDI=Children’s Depression Inventory; PHQ-9=Patient Health Questionnaire; * 
studies were not included to estimate age effects  
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Table 1.4. Meta-regression model estimates  
 

 Diagnostic depression gap  
PR (95% CI) 

Symptom-based depression gap  
SMD (95% CI) 

 Model 1a Model 2a** Model 1b Model 2b* 

Intercept 2.35 (1.51, 3.68)  2.22 (1.78, 2.66)  0.27 (0.17, 0.38)  0.26 (0.09, 0.44)  

Study Year 0.97 (0.89, 1.06) 0.84 (0.68, 1.04) -0.03 (-0.05, 0) -0.03 (-0.06, 0.01) 

Age (ref=60+)     

10-19 1.44 (1.19, 1.74) 0.42 (0.13, 1.42) 0.08 (0, 0.15) 0 (-0.26, 0.26) 

20-39 0.92 (0.76, 1.11) 0.49 (0.14, 1.71) -0.01 (-0.1, 0.09) 0.12 (-0.12, 0.36) 

40-59 0.85 (0.66, 1.08) 0.66 (0.18, 2.46) -0.04 (-0.14, 0.05) -0.07 (-0.3, 0.15) 

Age 10-19 x study year  1.27 (1.0, 1.61)  0.05 (0.01, 0.09) 

Age 20-39 x study year  1.14 (0.89, 1.45)  -0.03 (-0.09, 0.03) 

Age 40-59 x study year  1.06 (0.82, 1.36)  0.02 (-0.04, 0.08) 

Diagnostic-depression instrument (ref=DSM-IV)    

DSM-III/IIIR 0.88 (0.54, 1.44) 0.71 (0.4, 1.25)   

Other instrument 0.74 (0.31, 1.76) 1.01 (0.41, 2.44)   

Symptom-based depression instrument (ref=CESD)    

CDI   -0.07 (-0.17, 0.02) -0.06 (-0.17, 0.04) 

PHQ-9   0.13 (0.02, 0.23) 0.15 (0.04, 0.27) 

Other instrument   0.15 (0.06, 0.23) 0.13 (0.04, 0.22) 

 
Note: * adjusted for all model 1 variables; PR=prevalence ratio; SMD=standardized mean difference; CI=confidence interval; DSM=Diagnostic and 
Statistical Manual; CESD=Center for Epidemiologic Studies Depression scale; CDI=Children’s Depression Inventory; PHQ-9=Patient Health 
Questionnaire
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Figure 1.2. Funnel plot of studies measuring the diagnostic depression gap  

 
Note: PR = Prevalence ratio. Egger’s Test intercept=-0.266 (95% CI=-1.78, 1.24).  

The trim-and-fill procedure imputed no studies to balance the funnel plot 
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Figure 1.3. Funnel plot of studies measuring the symptom-based depression gap  

 
Note: SMD=standardized mean difference. Egger’s Test intercept=-1.19 (95% CI=-3.5, 1.1) 
The trim-and-fill procedure imputed 23 studies to balance the funnel plot. Balanced random 
effects SMD=0.27 (95% CI=0.24; 0.30). Prediction interval=-0.026, 0.57; I2 = 0.960 (95% 
CI=0.955, 0.964) 
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Figure 2.1. Conceptual diagram of the relationship between gender and depression predicted by social 
stress theory 
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Table 2.1. The source population, birth year range, interview waves, sample sizes, gender distributions, 
and mean attrition rates per wave for the National Longitudinal Survey samples that comprised the study 
sample. 
 

Sample name 
Source population 

Birthyear 
range 

Year range 
of study 
interviews 

N at first 
interview (% 
women) 

N at last 
interview 

Attrition 
per wave 

NLSY79      

US rep. adults in 1979 
1957-
1965 

1992-2014 12686 (49.5%) 7231 4.8% 

NLS YA      

Children of NLSY79 mothers 
age 15+ 

1972-
1999 

1994-2014 980 (52%) 5735 * 

 
Note: rep=representative, BL=baseline; *The sample increases over time because participants are 
recruited as they turn age 14. See supplemental table 2.1 for sample sizes of the NLS YA by age at each 
interview wave. 
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Table 2.2. Person-years of observation for each birth cohort overall and stratified by gender in the study 
sample. 
 

N (%) Total Men Women 

Total 47,646 (100) 24,221 (50.84) 23,425 (49.16) 

Birth Cohort    

1955-1964 22,575 (47.4) 11,561 (51.21) 11,014 (48.79) 

1965-1974 1444 (3) 754 (52.22) 690 (47.78) 

1975-1984 12,935 (27.2) 6456 (49.91) 6479 (50.09) 

1985-1994 10,692 (22.4) 5450 (50.97) 5242 (49.03) 

 
Note: no respondents were born in 1955-56 and 1966-71
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Table 2.3. Descriptive Statistics of analytic variables averaged across cohorts, overall and stratified by 
gender 

  Total   Men Women 

  Mean (SD) Range Mean (SD) Mean (SD) 

Birth year 1972 (12.2) [1957, 94] 1972 (12.19) 1973 (12.17) 

CESD score 4.09 (4.0) [0, 21] 3.63 (3.69) 4.57 (4.24) 

High CESD score 0.17 (0.37) [0, 1] 0.13 (0.34) 0.2 (0.4) 

% College degree or more †  0.28 (0.05) [0.08, 0.42] 0.27 (0.03) 0.28 (0.08) 

College ratio* 0.98 (0.21) [1.31, 0.76]   

% employed† 0.63 (0.04) [0.32, 0.86] 0.72 (0.03) 0.54 (0.04) 

Employed ratio* 0.93 (0.4) [1.77, 0.57]   

Housework hrs/wk ‡ 14.1 (7.56) [4.4, 34.5] 8.1 (1.92) 20.3 (6.11) 

Housework ratio* 2.94 (2.62) [1.8, 3.6]   

Paid work hrs/week** 31.2 (10.3) [17.1, 47.8] 40.8 (4.07) 21.4 (2.62) 

Unemployment rate 0.06 (0.02) [0.04, 0.10] 0.06 (0.17) 0.05 (0.14) 

Marriage rate 0.58 (0.05) [0.52, 0.68] 0.58 (0.04) 0.55 (0.04) 

 
*Ratio comparing women to men; **Among employed persons; † source: Current Population Survey 
historical data; ‡ source: 1965-66 Americans’ Use of Time Study; 1975-76 Time Use in Economic and 
Social Accounts; 1985 Americans’ Use of Time; 1995 Electric Power Research Institute (EPRI) Study; 
2003-2008 American Time Use Study 
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Table 2.4. Hierarchical mixed model results estimating CESD score differences for birth cohort, gender, 
and their interaction 
 Model 1* Model 2* Model 3* 

 CESD score difference (95% CI) 

Fixed Effects    

Intercept 3.76 (3.36, 4.17) 3.48 (3.06, 3.91) 3.54 (3.13, 3.96) 

Cohort (ref=1955) -0.15 (-0.2, -0.09) -0.09 (-0.14, -0.05) -0.10 (-0.14, -0.05) 

Gender (ref=men) 0.96 (0.86, 1.06) 1.10 (0.98, 1.24) 1.14 (1.0, 1.29) 

Cohort x gender (ref=1955)†    

1965-74  -0.25 (-0.76, 0.26)  

1975-84  -0.36 (-0.63, -0.1)  

1985-94  -0.54 (-0.79, -0.28)  

Cohort x gender (ref=1955)   -0.18 (-0.26, -0.1) 

Random effects     

Intercept 5.48 5.43 5.46 

Residual 10.3 10.3 10.3 

Fit statistics    

BIC 236575 236598 236568 

Log Likelihood -118239 -118230 -118231 
 
Note: all continuous variables are mean centered; *adjusted for age polynomials and cohort mean age; 
†modeled as indicator variables 
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Table 2.5. Hierarchical mixed model results estimating CESD score differences for birth cohort, stratified 
by gender 
 
 Women* Men* 

 CESD score difference (95% CI) 

Fixed effects   

Intercept 5.03 (4.74, 5.32) 3.91 (3.67, 4.15) 

Cohort (ref=1955) -0.41 (-0.63, -0.19) -0.05 (-0.08, -0.02) 

Random-effects variance   

Individual intercept 6.68 4.3 

Residual 11.42 9.22 

Fit statistics   

BIC 130756 129079 

Log likelihood -65343 -64504 
 
Note: all continuous variables are mean centered; *adjusted for age polynomials and cohort mean age 
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Figure 2.2. Predicted CESD scores by age, stratified by gender and cohort 
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Table 2.6. Hierarchical mixed model results estimating the mediation of the gender gap in CESD scores 
across cohorts by indicators of gendered social position 
 
 Model 1A Model 2A Model 3A 

Fixed Effects parameters CESD score difference (95% CI) 

Intercept 3.63 (3.26, 3.99) 5.93 (3.25, 8.61) 6.92 (4.94, 8.9) 

Cohort (ref=1955) -0.49 (-0.66, -0.32) -0.47 (-0.75, -0.19) -0.47 (-0.77, -0.17) 

Gender 1.11 (0.98, 1.24) 1.11 (0.97, 1.24) 1.02 (0.82, 1.23) 

Gender x cohort -0.11 (-0.18, -0.04) -0.26 (-0.34, -0.18) -0.20 (-0.31, -0.09) 

College ratio* -0.13 (-0.21, -0.05)   

Employed ratio*†  0.42 (-0.60, 1.44)  

Housework ratio*   -0.03 (-0.15, 0.10) 

Mediation analysis    

Avg. mediated effect -0.07 (-0.1, -0.04) 0.08 (-0.04, 0.22) 0.02 (-0.13, 0.17) 

% mediated 0.39 (0.18, 0.78) -0.45 (-1.54, 0.26) -0.108 (-0.26, 0.04) 

Random-effects variance 
   

Individual intercept 4.95 5.37 5.39 

Residual 9.82 10.18 10.22 

Fit statistics 
   

BIC 138036 234429 232961 

Log likelihood -68952 -117145 -116406 

 
Note: all models adjusted for age polynomials and cohort mean age; *The ratio of base rates comparing 
women to men; †Adjusted for number of hours worked per week 
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Figure 3.1. Directed acyclic graph representing the hypothesized structure of confounding and selection 
bias 

 

 

 
 
Note: CR = competing roles; PFB = pro-family benefits; NFB = non-family-related benefits; Emp = 
employment status; Dep = CESD scores; C = age; education; income; work hours; marital status; 
race/ethnicity; W = age, work hours; # of children; children<5; income; education; employer type; industry; 
U = unmeasured variable representing an alternative pathway between PFB and CESD scores; solid lines 
represent sources of potential confounding; dashed lines represent sources of potential selection bias 
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Table 3.1. Study variable means and percentages for all available person-time from 2006-2014, overall and stratified by competing roles status 
(n=12,239) 
 

Mean (SD) Total Competing roles No competing roles P-value 

Number of children living in household 1.88 (1.31) --- --- --- 

Age 47.4 (6.95) 47.1 (7.38) 48.9 (3.51) <.0001 

Highest grade completed 13.62 (2.66) 13.4 (2.6) 14.83 (2.67) <.0001 

Income 40715 (35904) 38845 (33691) 50559 (44562) <.0001 

Hours of paid work per week 42.8 (7.95) 42.5 (7.85) 44.2 (8.33) <.0001 

High CESD symptoms 0.16 (0.37) 0.17 (0.38) 0.11 (0.31) 0.0015 

CESD score 3.90 (4.1) 3.99 (4.14) 3.26 (3.74) 0.001 

Percentage      

Competing roles 61.0  --- --- --- 

Any pro-family benefits 83.6 85.8 83.2 0.0047 

Any non-family-related benefits 86.0 85.4 89.1 <.0001 

Both benefit types available 80.9 80.4 83.8 0.0004 

Marital Status     

Never married 17.2 13.4 37.3 <.0001 

Currently married 50.4 53.0 36.5  

Formerly married 32.5 33.6 26.2  

Race/ethnicity     

Hispanic 19.5 20.5 14.3 <.0001 

NH Black 33.1 33.6 30.6  

Other 47.4 46.0 55.1  

Employer type     

Government 27.0 27.1 27.2 <.0001 

Private sector 57.8 60.4 60.9 
 

Non-profit 15.3 12.5 11.9 
 

Note: CESD=Center for Epidemiologic Studies Depression scale 
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Figure 3.2. Prevalence of competing roles (employed with children living in the home) from 2006-2014 
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Table 3.2. CESD symptom score differences and the risk of high-CESD symptoms among time spent in competing roles vs. not in competing roles 
and women with any vs. no pro-family employee benefits, between 2006-2014 
 

 CESD score difference (95% CI) RR of high-CESD symptoms (95% CI) 

 Unadjusted Adjusted Unadjusted Adjusted 

Competing roles 0.72 (0.32, 1.12) 0.56 (0.15, 0.97)a 1.59 (1.18, 2.14) 1.62 (1.17, 2.25)a 
Any pro-family employee benefits 
(ref=none) -0.70 (-1.07, -0.33) -0.83 (-1.36, -0.31)b 0.69 (0.59, 0.81) 0.72 (0.57, 0.91)b 

 
Note: Competing roles are defined as working with children living in the respondent’s household (ref=working with no children living in the 
household); CESD=Center for Epidemiologic Studies Depression scale; CI=Confidence Interval 
a adjusted for year, age, race/ethnicity, hours of paid work per week, employer type, industry, education  
b adjusted for year, industry, employer type, and hours of paid work per week 
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Table 3.3. CESD symptom score differences among women in competing roles vs. not in competing roles, stratified by the availability (any vs. 
none) and a count of pro-family employee benefits, between 2006-2014 
 

Availability of pro-family benefits CESD score difference (95% CI)*a RR of high-CESD symptoms (95% CI)*b 

No benefits 6.1 (1.14, 11.1) 2.62 (1.15, 5.97) 

Any benefits (ref=none) 0.44 (-0.21, 1.0) 1.38 (0.87, 2.19) 

One benefit (ref=none) 1.1 (-0.08, 2.26) 1.67 (0.88, 3.17) 

Two or more benefits (ref=none) -0.01 (-0.87, 0.86) 1.04 (0.6, 1.81) 

 
*adjusted for age, race/ethnicity, hours of paid work per week, employer type, industry, education, number of children, children under 5, non-
family-related benefits 
Note: Competing roles are defined as working with children living in the respondent’s household (ref=working with no children living in the 
household); CESD=Center for Epidemiologic Studies Depression scale; CI=Confidence Interval. Interaction test: H0: competing roles x benefits=0;  
a Interaction B=-0.51, p=0.017 without adjustment for non-family-related benefits; B=-0.44, p=0.023 with adjustment for non-family-related benefits 
b RERI= -0.81 (95% CI= -2.18, 0.56) without adjustment for non-family-related benefits; RERI= -1.05 (-2.8, 0.89) with adjustment for non-family-
related benefits 
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Table 3.4. The risk of high-CESD symptoms among women in competing roles vs. not in competing roles, stratified by the availability of any (any 
vs. none) and a count of non-family-related employee benefits, between 2006-2014 
 
 

Availability of non-family-related benefits CESD score difference (95% CI)* RR of high-CESD symptoms (95% CI)* 

No benefits 3.59 (1.24, 5.95) 3.15 (1.45, 6.83) 

Any benefits (ref=none) 0.57 (-0.61, 1.74) 1.38 (0.87, 2.19) 

One benefit (ref=none) 2.09 (-0.26, 4.44) 3.11 (0.87, 11.11) 

Two or more benefits (ref=none) 0.44 (-0.73, 1.62) 1.17 (0.81, 1.69) 

*adjusted for age, race/ethnicity, hours of paid work per week, employer type, industry, education, number of children, children under 5, pro-family 
benefits 
Note: Competing roles are defined as working with children living in the respondent’s household (ref=working with no children living in the 
household); CESD=Center for Epidemiologic Studies Depression scale; CI=Confidence Interval.  
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Table 3.5. The risk of being unemployed and reporting available pro-family benefits, based on prior 
CESD symptom score, high CESD symptoms, and competing role status 
 

RR (95% CI) 
Unemployed  
(ref= employed) 

Any pro-family benefits 
(ref= no pro-family benefits) 

Competing roles  

2004 1.038 (1.028, 1.047) 0.96 (0.932, 0.989) 

2006 0.997 (0.98, 1.014) 0.958 (0.927, 0.989) 

2008 1.049 (1.033, 1.065) 0.997 (0.96, 1.035) 

2010 1.021 (1.008, 1.033) 0.997 (0.961, 1.034) 

2012 1.051 (1.034, 1.068) 1.025 (0.983, 1.068) 

CESD score  

2004 0.991 (0.988, 0.993) 0.996 (0.993, 1.0) 

2006 1.007 (1.005, 1.009) 0.997 (0.993, 1.001) 

2008 0.997 (0.994, 1.0) 0.998 (0.995, 1.002) 

2010 0.998 (0.996, 1.001) 0.996 (0.992, 1.0) 

2012 0.998 (0.995, 1.001) 0.997 (0.992, 1.002) 

High CESD-symptoms  

2004 0.938 (0.916, 0.96) 0.996 (0.993, 1) 

2006 1.058 (1.034, 1.081) 0.997 (0.993, 1.001) 

2008 1.011 (0.983, 1.038) 0.998 (0.995, 1.002) 

2010 1.009 (0.984, 1.034) 0.996 (0.992, 1) 

2012 1.021 (0.991, 1.051) 0.997 (0.992, 1.002) 

Note: CESD=Center for Epidemiologic Studies Depression scale RR=risk ratio, CI=Confidence Interval 
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XI. Supplementary material 

 

 
Supplementary Table 1.1. Analytic dataset for diagnostic studies 

 
Author Study BL 

year  
Age group N Men N Women Instrument recall Women 

D+ 
Men 
D+ 

Alaimo et al, 2002102 1991 1 365 389 0 3 34 14 

Assari et al, 2015358 2003 1 563 605 4 2 24 25 

Avenevoli et al, 2015111 2002 1 843 809 4 2   

 2002 1 883 1004 4 2   

 2002 1 966 1044 4 2   

 2002 1 1088 1130 4 2   

 2002 1 1173 1183 4 2   

CBHSQ, 200487 2004 1 11363 10938 4 2 1433 568 

CBHSQ, 200588 2005 4 3142 3420 4 2 226 104 

 2005 2 7823 9132 4 2 959 485 

 2005 1 10697 10444 4 2 1243 610 

 2005 1 11378 11156 4 2 1484 512 

CBHSQ, 200689 2006 4 2888 3804 4 2 236 107 

 2006 2 7431 8606 4 2 921 461 

 2006 1 9158 11526 4 2 1187 522 

 2006 1 11718 11153 4 2 1316 492 

CBHSQ, 200790 2007 4 2857 3509 4 2 218 106 

 2007 2 7770 9114 4 2 975 482 

 2007 2 10645 11542 4 2 1247 585 

 2007 1 11524 10909 4 2 1298 530 

CBHSQ, 200891 2008 4 2996 3613 4 2 217 84 

 2008 2 7440 8936 4 2 786 439 

 2008 2 11166 12039 4 2 1397 614 

 2008 1 11517 11029 4 2 1379 495 



 

 

1
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CBHSQ, 200992 2009 4 3060 3690 4 2 221 110 

 2009 2 7591 8729 4 2 838 425 

 2009 2 11104 11900 4 2 1261 611 

 2009 1 11520 11106 4 2 1299 541 

CBHSQ, 201093 2010 1 11140 10820 4 2 1288 490 

 2010 2 17283 16788 4 2 1981 899 

CBHSQ, 201194 2011 1 12028 11482 4 2 1389 541 

 2011 2 17178 17123 4 2 1866 962 

CBHSQ, 201395 2013 4 674 719 4 2 51 34 

 2013 3 711 909 4 2 71 36 

 2013 3 837 951 4 2 88 54 

 2013 4 1302 1659 4 2 63 14 

 2013 2 1317 1562 4 2 136 70 

 2013 2 1376 1603 4 2 165 83 

 2013 3 1437 1671 4 2 152 83 

 2013 3 1440 1613 4 2 135 92 

 2013 2 1529 1802 4 2 157 106 

 2013 1 1824 1713 4 2 103 53 

 2013 1 1882 1868 4 2 394 119 

 2013 1 1914 1760 4 2 343 138 

 2013 1 1940 1890 4 2 357 144 

 2013 1 1963 1849 4 2 222 69 

 2013 1 2026 1865 4 2 339 87 

 2013 1 10671 11543 4 2 1339 630 

CBHSQ, 201796 2017 3 901 1093 4 2 77 49 

 2017 2 922 984 4 2 171 101 

 2017 3 931 1138 4 2 92 46 

 2017 4 948 1013 4 2 74 37 

 2017 2 973 954 4 2 184 124 
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 2017 2 975 1139 4 2 177 98 

 2017 1 976 1002 4 2 174 89 

 2017 2 1000 1033 4 2 180 79 

 2017 2 1006 1155 4 2 189 89 

 2017 2 1061 1183 4 2 157 95 

 2017 1 1070 1036 4 2 175 86 

 2017 1 1329 1269 4 2 89 36 

 2017 1 1419 1418 4 2 362 165 

 2017 1 1460 1427 4 2 388 108 

 2017 1 1492 1385 4 2 263 78 

 2017 1 1507 1423 4 2 206 54 

 2017 1 1508 1389 4 2 335 148 

 2017 3 1945 2387 4 2 232 99 

 2017 3 2075 2450 4 2 213 108 

 2017 4 2077 2381 4 2 83 46 

 2017 2 2117 2580 4 2 312 140 

 2017 2 2231 2551 4 2 235 100 

 2017 2 2631 3088 4 2 278 174 

Coyne et al, 2006359 1999 
 

1590 2696 4 2   

 1999 
 

11612 14903 4 2   

Danielson et al, 2005360 1995 1 2020 2003 0 2   

Dawson & Grant, 1997352 1992 
 

17819 25043 4 2 2003 891 

Gavin et al, 2010361 2001 
 

1447 1821 4 2 197 100 

 2001 
 

2038 3396 4 2 299 104 

 2001 
 

2609 3082 4 2 404 211 

Goodwin et al, 2004362 1995 
 

1492 1540 4 2   

Grant, 1995363 1992 
 

17819 25043 4 3 2752 1540 

Hasin et al, 200597 2001 4 927 1255 4 2   

 2001 4 1025 1343 4 2   
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 2001 3 1236 1611 4 2   

 2001 2 1407 2060 4 2   

 2001 3 1603 2004 4 2   

 2001 2 1834 2458 4 2   

 2001 3 1876 2142 4 2   

 2001 2 1989 2661 4 2   

 2001 3 2034 2406 4 2   

 2001 4 2177 3846 4 2   

 2001 2 2410 2789 4 2   

Kessler et al, 1993351 1990 1 1010 990 3 2 37 12 

Kessler et al, 1994364 1990 2 1231 1207 3 2 110 75 

 1990 3 1108 1086 3 2 148 80 

 1990 3 740 726 3 2 82 55 

Kessler et al, 201014 2001 4 564 894 4 2 146 54 

 2001 4 854 1068 4 2 124 67 

 2001 3 1342 1522 4 2 167 54 

 2001 2 1375 1658 4 2 211 111 

Merikangas et al, 2012103 2001 1 2147 2003 0 2   

Oquendo et al, 2001365 1982 
 

582 582 0 2 51 22 

 1982 
 

1832 1832 0 2 62 27 

 1982 
 

4936 4936 0 2 207 59 

Shah et al, 2011101 1991 2 838 927 0 3   

 1991 2 1065 1178 0 3   

 1991 2 1246 1378 0 3   

Toussaint et al, 2008108 1998 
 

563 709 4 2   

Verplaetse et al, 2016353 2012 
 

15715 20386 4 1 367 141 

Zinzow et al, 2009366 2005 1 923 885 0 2   

 2005 1 928 868 0 2   

 



 

 

1
2
7
 

Supplementary Table 1.2. Analytic dataset for symptom-based studies 

 

Author Study 
BL year 

SMD SE Age group N Men N Women Instrument Symptom 
period 

Bushman et al, 2012107 2011 0.08 0.050 
 

251 549 1 1 

Everson-Rose et al, 2004354 1986 0.23 0.048 4 139 307 1 1 

 1986 -0.01 0.021 3 168 222 1 1 

 1986 0.23 0.048 3 228 363 1 1 

 1986 0.26 0.048 4 239 526 1 1 

 1986 0.14 0.050 3 251 434 1 1 

 1986 0.31 0.021 2 333 407 1 1 

Ferketich et al, 2000100 1982 0.26 0.023 
 

2886 5007 1 1 

Gettler et al, 201699 2011 0.14 0.042 
 

1505 933 3 1 

Guarnaccia et al, 1991367 1983 0.23 0.023 2 247 312 1 1 

 1983 0.31 0.042 2 416 659 1 1 

 1983 0.33 0.050 2 1369 1583 1 1 

Hardie et al, 2014104 1992 0.23 0.048 2 725 689 1 1 

 1992 0.13 0.048 2 1116 1046 1 1 

 1992 0.22 0.042 2 1841 1703 1 1 

Haroz et al, 2014117 2006 0.25 0.142 1 94 106 1 1 

 2006 0.16 0.144 1 95 99 1 1 

 2006 0.11 0.105 1 192 172 1 1 

 2006 0.49 0.102 1 201 191 1 1 

 2009 0.47 0.055 1 585 785 1 1 

 2009 0.27 0.046 1 856 1096 1 1 

 2009 0.22 0.042 1 954 1404 1 1 

Henderson et al, 2005112 1995 0.18 0.050 2 692 984 1 1 

 1995 0.1 0.048 2 830 931 1 1 

Inaba et al, 2005355 1994 0.38 0.048 3 594 716 1 1 

 1994 0.29 0.042 4 856 1220 1 1 

 1994 0.22 0.048 3 1013 987 1 1 

 1994 0.27 0.048 2 1372 1413 1 1 

Margraf et al, 2016113 2013 -0.12 0.144 
 

1252 1786 0 1 
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Marmorstein et al, 2009109 1995 0.34 0.048 1 237 159 1 1 

 1995 0.12 0.023 1 262 329 1 1 

 1995 0.22 0.023 1 1039 1218 1 1 

 1995 0.3 0.023 1 1319 1472 1 1 

 1995 0.21 0.050 1 1512 1427 1 1 

 1995 0.34 0.021 1 1778 1883 1 1 

 1995 0.19 0.021 1 1981 1940 1 1 

 1995 0.31 0.023 1 2061 1991 1 1 

Mumford et al, 2013105 2000 0.23 0.048 1 657 681 0 1 

 2000 0.22 0.023 1 766 767 0 1 

 2000 0.29 0.048 1 811 773 0 1 

 2000 0.48 0.023 1 815 765 0 1 

 2000 0.33 0.021 1 819 774 0 1 

Neumark-Sztainer et al, 
2000110 

1997 0.12 0.042 1 239 267 2 1 

 1997 0.02 0.023 1 254 305 2 1 

 1997 0.25 0.021 1 314 372 2 1 

 1997 0.31 0.023 1 361 503 2 1 

 1997 0.22 0.050 1 370 462 2 1 

 1997 0.04 0.050 1 386 461 2 1 

 1997 0.32 0.042 1 399 497 2 1 

 1997 0.29 0.050 1 420 484 2 1 

Ojard et al, 2015116 2005 0.19 0.023 
 

4705 7710 1 1 

 2005 0.29 0.042 
 

8751 8802 1 1 

Oksuzyan et al, 2010118 2006 0.04 0.021 4 142 379 1 1 

 2006 0.04 0.042 4 344 649 1 1 

 2006 0.13 0.021 3 640 1013 1 1 

 2006 0.11 0.023 4 647 917 1 1 

 2006 0.16 0.021 4 906 1128 1 1 

 2006 0.1 0.048 4 936 1463 1 1 

 2006 0.05 0.048 3 1051 1472 1 1 

 2006 0.12 0.050 4 1267 1560 1 1 

 2006 0.11 0.048 4 1537 1879 1 1 
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Seaton et al, 2008368 2002 0.02 0.059 1 563 605 1 1 

Shiovitz-Ezra et al, 2009356 2005 0.09 0.048 4 373 499 1 2 

 2005 0.23 0.048 4 521 484 1 2 

 2005 0.16 0.042 4 543 537 1 2 

Song et al, 2011106 2005 0.3 0.042 
 

167 188 1 2 

 2005 0.21 0.023 
 

187 225 1 2 

 2005 0.11 0.042 4 939 1124 1 2 

Thibodeau et al, 201498 2008 0.3 0.050 3 391 452 3 1 

 2008 0.23 0.021 3 418 400 3 1 

 2008 0.34 0.050 2 431 447 3 1 

 2008 0.29 0.050 4 434 459 3 1 

 2008 0.25 0.050 4 483 482 3 1 

 2008 0.29 0.021 2 550 500 3 1 

Wang et al, 2010357 2006 0.51 0.023 1 721 742 0 1 

 2006 0.49 0.023 1 789 997 0 1 

 2006 0.59 0.021 1 793 804 0 1 

 2006 0.44 0.021 1 892 951 0 1 

 2006 0.29 0.048 1 1164 1186 0 1 

Zemore et al, 2013114 2005 0.09 0.023 
 

383 671 1 1 

 2000 0.11 0.042 
 

464 530 1 1 

 2000 0.13 0.023 
 

514 847 1 1 

 2010 0.1 0.021 
 

517 1078 1 1 

 2010 0.09 0.050 
 

517 936 1 1 

 2005 0.09 0.042 
 

784 826 1 1 

 2005 0.16 0.042 
 

1903 2064 1 1 

 2010 0.15 0.021 
 

1904 2695 1 1 

 2000 0.13 0.042 
 

2306 2599 1 1 



 

 130 

Supplementary Figure 1.1. Forest plot of studies measuring the depression gap as prevalence ratios 
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Supplementary Figure 1.2. Forest plot of studies measuring the depression gap as standardized mean 
differences 
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Supplementary Appendix 2.1. Description of items in the Center for Epidemiologic Studies Depression 
7-item Scale 
 
In the past week: 

1. I did not feel like eating; my appetite was poor 
2. I had trouble keeping my mind on what I was doing 
3. I felt depressed 
4. I felt that everything I did was an effort 
5. My sleep was restless 
6. I felt sad 
7. I could not get going 
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Supplementary Table 2.1. Total Number of Interviews in the National Longitudinal Survey of Young 
Adults by Age (as of December 31st, 2014) 
 
 Number of Young Adult Interviews 

 1 2 3 4 5 6 7 8-9 9-11 

Age group          

15-16  214         

17-18  49 308        

19-20  21 56 371       

21-22  26 23 63 521      

23-24  23 31 48 118 550     

25-26  20 31 31 63 111 642    

27-28  15 19 38 49 82 135 587   

29-30  26 27 38 42 55 91 225 488  

31-32  24 18 40 44 77 92 213 388 81 

33-34  10 28 30 36 40 78 108 197 355 

35-36  6 4 8 13 17 18 31 69 177 

>36  24 39 27 28 47 71 91 169 327 

Total 458 584 694 914 979 1127 1255 1311 940 
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Supplementary Figure 2.1. Directed Acyclic Graph depicting the analytic strategy of this study. 
 

 
 
Note: M base rates are the gender-specific levels of each mediator, from which the ratios were derived. 
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Supplementary Table 2.2. Means and Standard Deviations of study variables by gender and cohort 
 

Birth Cohort 1955-1964  1965-1974  1975-1984  1985-1994  

Gender Men Women Men Women Men Women Men Women 

 
Mean (SD) 

Age 36.2 (5.1) 36.2 (5.2) 30.5 (5.6) 30.7 (5.8) 26.1 (5.6) 26 (5.6) 20.7 (3.8) 20.7 (3.7) 

Age range (28, 51) (28, 51) (20, 49) (20, 49) (14, 39) (14, 39) (15, 29) (15, 29) 

CESD score 3.24 (3.79) 4.38 (4.5) 3.93 (3.86) 4.88 (4.58) 4.1 (3.61) 4.95 (4.1) 3.85 (3.43) 4.44 (3.73) 

High-CESD symptoms 0.12 (0.33) 0.2 (0.4) 0.14 (0.35) 0.24 (0.43) 0.15 (0.36) 0.22 (0.42) 0.13 (0.34) 0.17 (0.38) 

Housework hours/ week 6.9 (2.34) 25 (6.88) 10.1 (0.93) 20.3 (2.57) 9 (0.39) 16.6 (0.28) 9.1 (0.4) 16.6 (0.32) 

Housework ratio*  4.41 (2.46)  1.99 (0.11)  1.85 (0.09)  1.84 (0.08) 

College degree % 0.26 (0.01) 0.21 (0.01) 0.25 (0.01) 0.26 (0.03) 0.33 (0.02) 0.29 (0.02) 0.29 (0.01) 0.38 (0.01) 

College degree ratio*  0.82 (0.06)  1.02 (0.05)  1.23 (0.05)  1.2 (0.02) 

Employed % 0.8 (0.02) 0.41 (0.01) 0.74 (0.01) 0.5 (0.03) 0.73 (0.01) 0.58 (0.01) 0.68 (0.01) 0.55 (0) 

Employed ratio*  0.6 (0.04)  0.72 (0.03)  0.79 (0.01)  0.82 (0) 
 
SD=Standard deviation; CESD=Center for Epidemiologic Studies Depression scale; *Ratio of women to men; a ratio >1 means women comprise 
the majority  
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Supplementary Table 2.3. Significance testing the fit of models with nested polynomial age terms 
 

 

Model 1. Linear 
age 

Model 2.  
M1 + age2 

Model 3.  
M2 + age3 

Random effects    

Individual intercept 5.68 5.68 5.68 

Residual 10.21 10.22 10.21 

Model fit statistics    

BIC 236853 236853 236848 

Log Likelihood -118423 -118422 -118418 

ANOVA testing model fit vs. model A*   

Chi-squared statistic  1.89 7.13 

p-value  0.169 0.008 
 
*null hypothesis=the more parsimonious model is a better fit of the data 
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Supplementary Table 2.4. Hierarchical mixed model results estimating the risk of high-CESD symptoms 
for birth cohort, gender, and their interaction 
 
 Model 1* Model 2* 

Fixed-effects parameters RD (95% CI) 

Intercept -2.83 (-2.95, -2.70) 0.08 (0.065, 0.096) 

Cohort (ref=1955) -0.25 (-0.32, -0.18) -0.013 (-0.025, -0.002) 

Gender (ref=men) 0.63 (0.56, 0.69) 0.075 (0.066, 0.084) 

Cohort gender interaction (ref=men)  -0.007 (-0.013, -0.001) 

Random-effects variance   

Individual intercept 1.85 0.03 

Residual 7.51 0.11 

Fit statistics   

BIC 69399 65804 

Log likelihood -34665 -32845 
 
Note: all continuous variables are mean centered; *adjusted for age polynomials and cohort mean age 
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Supplementary Table 2.5. Hierarchical mixed model results estimating cohort effects in the risk of high-
CESD symptoms stratified by gender 
 
 Women* Men* 

Fixed Effects parameters RD (95% CI) 

Intercept -1.51 (-1.61, -1.41) -2.27 (-2.38, -2.16) 

Cohort (ref=1955) -0.32 (-0.42, -0.23) -0.17 (-0.27, -0.08) 

Random-effects variance  

Individual intercept 1.85 1.85 

Residual 7.63 7.69 

Fit statistics   

BIC 38137 31292 

Log likelihood -19042 -15619 

Note: all continuous variables are mean centered; * adjusted for age polynomials and cohort mean age 
 
 



 

 139 

Supplementary Table 3.1. Distribution of industries in the total analytic sample 

 n %  
  

1. Agriculture, Forestry, Fishing, and Hunting 48 0.4 

2. Mining 17 0.14 

3. Utilities 67 0.56 

4. Construction 172 1.44 

5. Manufacturing 1044 8.74 

6. Wholesale Trade 276 2.31 

7. Retail Trade 932 7.8 

8. Transportation and Warehousing 423 3.54 

9. Information 267 2.23 

10. Finance and Insurance 783 6.55 

11. Real Estate and Rental and Leasing 186 1.56 

12. Professional, Scientific, and Technical Services 500 4.18 

13. Management, Administrative and Support, and Waste 
Management Services 

409 3.42 

14. Educational Services 1519 12.71 

15. Health Care and Social Assistance 2774 23.22 

16. Arts, Entertainment, and Recreation 126 1.05 

17. Accommodations and Food Services 492 4.12 

18. Other Services (Except Public Administration) 366 3.06 

19. Public Administration and Active Duty Military 1013 8.48 

20. Armed Forces (for CPS) 12 0.1 

21. No code 813 6.64 
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Methodological Appendix 
 
Hierarchical Mixed Modeling 
 
 Model specification and model fitting 
  

Hierarchical mixed models allowed for the specification of random intercepts to compare intra- vs. 
inter-individual CESD scores at baseline, and random slopes to compares CESD score changes over 
time. To determine the best initial model, I tested the fit of three models with random intercepts estimating 
the association between age and CESD score. Each model contained an additional age polynomial and 
model fit was assessed using log likelihood, BIC, and chi-squared test statistics. The best-fitting model 
contained linear, quadratic and cubic age terms (chisq=7.13, p-value=0.008) (see supplementary table 
2.3). This model was then compared with a model that additionally estimated random slopes for 
individuals. The random slopes variance accounted for less than 1% of the total model variance and thus 
was deemed not meaningful. The random intercepts accounted for 33-36% of the total model variance in 
all models. Therefore, all subsequent models only include a random intercept to account for the intra-
individual variation in initial CESD scores. 
 

Mediation 
 

The mediation analysis proceeded in two steps. First, we specified two statistical models: the 
mediator model estimated the conditional distribution of the mediator given the exposure and the set of 
observed covariates (model 2), and the outcome model estimated the conditional distribution of the 
outcome given the observed exposure, mediator, and covariates (model 3).  

 
[2]   M" = γ%% + γ%'G" + γ%)C" + γ%+cohA" + γ%0GC+ A12(γ'% + γ''G" + γ')C" + 	w'2)	 + e12 +w%2 

 
[3]   CESD12 = M" +∑ γ'<< Z<2 + 	w'2)	 + e12 + w%2 

 
Where G is gender, C is birth cohort, A is age, and cohA is the mean age within each cohort, to 

account for inter-cohort differences in age. In equation 1, γ%% is the estimated CESD score with all 
covariates at their reference levels, γ%' is the mean gender difference in CESD score, γ%) is the mean 
cohort difference in CESD scores, γ%+ is a covariate to adjust for mean age differences across cohorts, 
γ%0 is the between-cohort differences in the gender differences in mean CESD scores, γ'% is the expected 
change in CESD score with age, γ'' is the between-cohort gender differences in CESD score changes, 
γ') is the change with age between cohorts. In addition to the notation described for equation 1, M" is one 

parameter each for education, employment, and housework ratios, and Z is confounders of the mediator-
outcome association. Similar models were run for subsamples of women and men. The random 
coefficients include: e12 which is the within-individual variation in CESD scores, w%2	is the between-person 
variation in initial CESD score, and w'2 is the between-individual variation in changes in CESD scores by 
age, after controlling for cohort differences. All variance terms are assumed e12~N(0,σ)),	w%2	~N(0, rD%), 
and w'2	~N(0, rD'). The assumptions necessary for unbiased estimation of mediation models include no 
residual confounding of either the mediator-outcome pathway and the exposure-outcome pathway. The 
DAG in Supplementary Figure 2.1 details the covariates that were included in each model.  

 

 


