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ABSTRACT

To improve re-use of time/frequency slots in a cellular radio system, it is desirable for the

average interference levels seen by all users to be made approximately equal. We provide con-

structions based on orthogonal latin squares that guarantee different sets of users will interfere in

successive slots. We illustrate how this may be combined with convolutional coding to provide

large performance improvement with low decoding delay in a slow hopped system.

I. Introduction

In mobile cellular radio, the dominant impairments are multipath fading and interference from

other mobiles. In a conventional time division multiple access system (TDMA), mobiles are

assigned slots which they keep from frame to frame, with the interfering mobiles assigned slots in

the same way. As interference levels vary widely between slots due to such factors as shadowing

and geographic proximity, some mobiles suffer from persistently poor signal to interference ratios

(which we shall refer to as C/I). Systems are generally designed for 90% and 99% worst case con-

ditions. Therefore, the result of this uneven interference distribution is overly conservative restric-

tions on frequency re-use between cells, and thus reduced capacity.

If instead slot assignments were arranged such that different interferers were encountered in

successive frames or slots and repetition or channel coding used to provide averaging, then the

worst case error statistics would improve. In [1] random hopping over eight frequencies was used

to average over different interferers and channel conditions. As a result, all frequencies could be

re-used between cells. In [2], a combination of coding, explicit frequency re-use restrictions, and

slow frequency hopping was employed. Both yielded capacities similar to that of the direct

sequence spread spectrum code division multiple access (CDMA) system analyzed in [3]. Here

we provide a specific construction of the hopping patterns which when combined with convolu-

tional coding leads to improved performance, without restrictions on frequency re-use between
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cells. Performance for our slow-hopped example is similar to that obtained in [4], but with lesser

complexity. In that system, long rate-1/2 convolutional codes and hopping patterns with low

cross-correlation were employed. In section II we describe our model of the propagation environ-

ment and discuss the need for randomization of interferers in TDMA or hybrid frequency hopped

TDMA. In section III we describe our construction, which is based on orthogonal latin squares.

To achieve any benefits with this technique, channel coding must be used. We discuss the basic

coding tradeoffs in section IV, and illustrate them with two related computer simulated examples.

We demonstrate significant gain with low delay (20-40 ms) and modest complexity. In section V

we present our conclusions.

II. The interference environment

We follow the simplified propagation model presented in [3], and focus on the reverse or up-

link of mobile to base station. This choice is arbitrary for synchronous systems, but assists in

comparison of results in the literature. Mobiles are assumed to be uniformly distributed on an infi-

nite plane, with base stations arranged in a uniform hexagonal pattern. Power drops with the

fourth power of distance. In addition, there is independent log-normal shadowing for each track.

The received power level for a mobile m at distance d from a base station is then

where Pm is the mobile’s transmit power, andξ is a Gaussian random variable with zero mean and

standard deviationσ=8. The mobiles are assigned to the base station with the minimum propaga-

tion loss.

One practical power control strategy is to attempt to make the power level received at the base

station approximately the same for all mobiles in the cell. The specific level depends on the mar-

gin required against additive white Gaussian noise, but we shall assume the power level to be

unity, since all powers and interference levels will scale. Let cell 0 be our reference cell, i.e., the

set of mobiles communicating with base station 0. Then the interference power encountered at the

base station of cell 0 from a mobile belonging to cell i is
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where

ri = distance of mobile to base station i

r0 = distance of mobile to base station 0

ξ0, ξi = shadowing random variables for tracks to base stations 0 and i respectively.

Shadowing can be assumed to be constant over the short run. With this propagation model and

channel assignment strategy, most of the interference encountered in cell 0 is generated in the two

surrounding rings of cells.

Note that shadowing significantly reduces the geographic isolation of cells. Computations per-

formed over the first two complete rings with only fourth power propagation loss and with power

controlled for equal received levels at the home base stations indicate that a regular frequency re-

use pattern of 1/3 improves C/I by close to 13 dB compared to use of all frequencies in all cells.

However, when shadowing is included in the model the improvement shrinks to 7 dB. This com-

pares to a gain of 4.8 dB which might be obtained just by reducing the density of users in all cells

by this same fraction. This may be intuitively explained as follows. With shadowing, the hexago-

nal cell geometry breaks down and some mobiles may wander far outside these nominal bound-

aries. In particular, mobiles belonging to the second ring of cells may wander much closer to the

base station for cell 0. At the same time, the interference power due to such mobiles is upper

bounded by 1, since otherwise they would be handed off to cell 0. With only attenuation with dis-

tance, most interference power originated in the region of the first ring of cells near the boundary

with cell 0, with interference power near 1. Shadowing merely smears out this region. Thus, the

probability of large interference power increases signficantly for mobiles assigned to the second

ring of cells, while not increasing at all for the first ring of cells. The end result is that it does not

matter much for the average C/I whether a reduction in mobile density is achieved through

explicit frequency re-use patterns or through limits on numbers within each cell, with full fre-

quency re-use. The advantage of the latter approach is that the limits can easily be made adaptive,

and no frequency use planning is required.

For a system with frequency re-use of 1, by symmetry, whether one assumes there to be three

perfect 120˚ sectors or ordinary cells with 1/3 the density of mobiles the interference levels will

be the same. Consequently, all our computations will be performed assuming no sectorization; the

only normalization required to directly compare our results to a sectorized system is to multiply

the number of mobiles by 3.

Our simulations assume non-standard narrowband ( < 20 kHz) systems. Consequently, a rea-
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sonable worst-case model for the short term channel conditions is Rayleigh fading, i.e., the signal

is multiplied by a complex Gaussian, with variance in each dimension equal to half the computed

long-term power. We suppose that transmission is divided into time or frequency slots. Time slots

may hop in position within the frame or in frequency from frame to frame. Usually we assume

that fading is independent from slot to slot for any given user, which may be achieved by some

combination of delay and frequency agility. We further assume that the slots are short, so that the

signal level is constant over the slot (including Rayleigh fading).

In such a system, if mobiles in nearby cells share the same pattern of frequency hops then

diversity is obtained against multipath fading in both the desired signal and interference. How-

ever, because of the long-term propagation conditions outlined above, the average C/I will vary

widely between different mobiles, resulting in poor 90% and 99% worst case statistics. If coding

across the slots were employed, and different sets of interferers were encountered in successive

slots, then a channel code would provide diversity protection against these long-term interference

levels, improving the error performance. In addition, there would be less variation in the error per-

formance of the users. In the next section, we outline how to achieve maximum interferer diver-

sity for a given frame length, while in section IV we quantify the performance advantage obtained

with such schemes.

III. Latin squares

A latin square of order n is an n x n matrix with entries from a set R of n distinct elements, say

R={0,1,...,n-1} such that each row and column contains every element of R exactly once. Two

Latin squares are said to be orthogonal if the n2 ordered pairs (i,j), where i and j are the entries

from the same position in the respective squares, exhaust the n2 possibilities, i.e., every ordered

pair occurs exactly once.

If n is prime, then there is a simple construction for a family of n-1 mutually orthogonal latin

squares. For a = 1,...,n-1 we define an n x n matrix {a} by setting

{a} ij  ≡ ai+j (mod n)

It is easy to verify that each matrix is a latin square: for fixed i, the numbers ai+j, j=0,...,n-1 are

distinct, and for fixed j, the numbers ai+j, i=0,..,n-1 are distinct, in both cases assuming modulo

arithmetic. It remains to verify that if a≠ b, then the matrices {a} and {b} are orthogonal. This

amounts to showing that for all c,d = 0,1,...,n-1, there is a unique solution (i,j) to the linear system
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c ≡ ai + j

d ≡ bi + j

This follows from the fact that the determinant of this linear system is a-b, which is non-zero

(mod n).

If n is prime, then the residues modulo n form the finite field of order n. The above construc-

tion extends to finite fields of prime power order in the natural way: now R is the set of field ele-

ments, and for every non-zero field element a, we define a matrix {a} with the ijth entry {a}ij  =

ai+j, where addition and multiplication take place in the field.

There is a rich combinatorics literature that relates mutually orthogonal latin squares, projec-

tive planes, and planar ternary rings. We refer the read to Hughes and Piper [5] for more informa-

tion.

Examples

For n=5, the construction described above produces 4 mutually orthogonal latin squares, as

listed in Figure 1. Notice that the matrices {2}, {3}, {4} can all be obtained from {1} by permut-

ing rows. These row permutations are all powers of P2: , and  which follows

from 4≡ 22 (mod 5) and 3≡ 23 (mod 5).

For n=8, the construction makes use of the finite fieldF8 which results from appending a root

of the primitive polynomial p(x) = x3+x+1 to {0,1}. The elements of the field, and the resulting

matrices and listed in Figure 2. Again note that every matrix is obtained from {1} by permuting

rows using some power of the permutation P2. This will be true in general because every field has

a primitive element. In this example, 2 represents x, and the powers of x exhaust the non-zero

field elements.

Implementation

The above construction may be used in a synchronous cellular radio system. That is, the tim-

ing of the slot boundaries must be aligned across cells, with guard bands potentially required for

large cells to account for propagation delays from nearby cells. Each cell is assigned a matrix {a}

in the set of n-1 mutually orthogonal latin squares. Then up to n users can be accomodated in any

P4 P2
2= P3 P2

3=
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cell, each user being assigned a field element. For example, suppose n=8, a=5, and a user is

assigned the element 7. We might interpret the rows as frequency slots and the columns as time

slots for a frequency hopped system. Then at time 0, frequency 3 is transmitted, at time 1 fre-

quency 6 is transmitted, etc. Except for other cells which also are assigned matrix {5} there will

be at most one collision with any particular user at any given time/frequency pair over the 8 slot

duration of the frame. If a regular re-use pattern of 7 cells is used for the matrices, then the signals

from users sharing the same hopping patterns will be heavily attenuated. In this way, each user

suffers collisions from an ensemble of users occupying the nearby cells, rather than with one

dominant interferer. Obviously, with a larger value of n, the re-use distance increases and the ran-

domization of interference hits is more complete. Also, the rows might be reinterpreted as time

slots in a frame, and the columns as frame positions within a superframe for a pure TDMA sys-

tem.

The construction allows each mobile to quickly generate its own time/frequency hopping pat-

tern given minimal information transfer from the base station. The only information required,

given that n and the primitive polynomial p(x) are known, is the matrix number, a, and the field

element, e. Then if i is the row number, the column corresponding to i is just j≡ e + ai (mod p(x)).

Hence, the overhead involved in communicating the hopping pattern is negligible. Note that we

cannot get every possible value of n using this construction. However, primes and prime powers

are dense for moderate n, affording a wide range of choices.

A very similar construction has recently been proposed by Wyner [6] using a combinatorial

configuration constructed by Roche [7] for use in wideband multi-tone systems, to assure that

users in nearby cells interfere in at most one tone.

IV. Coding strategies

There are several ways in which orthogonal latin squares may be used in a wireless system to

improve capacity. The straightforward approach would be to use repetition coding and use some

combining strategy such as maximal ratio combining or slot selection. This will take advantage of

the averaging of interference levels made possible by the technique. However, it is very wasteful

of bandwidth. A more fruitful approach which we outline below is use channel coding in combin-

iation with interleaving to spread information over multiple slots. With the proper choice of

decoding metric, the channel coder then effectively performs diversity combining to find the most

likely transmitted sequence. This realizes the diversity gain inherent in the latin squares technique

and in addition yields a coding gain. The use of channel coding with the latin squares technique
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results in an interference-limited system. That is, C/I is determined by the fraction of slots occu-

pied, rather than by explicit spatial frequency re-use restrictions. In the following, we outline the

consequences of this for channel code selection, and then discuss some of the tradeoffs for chan-

nel code design, slot duration, and metric choice for a low-delay system. The section is concluded

with two illustrative examples.

Trellis coding alternatives

In conventional convolutional coding, every bit is encoded and extra symbols are transmitted

to accomodate the redundancy introduced by the encoder. If the same energy is allocated to each

information bit transmitted, the interference power is not changed in the system. Nevertheless, the

usual bandwidth expansion penalty is paid against AWGN, and there is a price in signal to inter-

ference ratio, as follows. Consider a rate-1/2 code. An uncoded system with the same throughput,

bandwidth, and energy would use half the slots with twice the power, and produce the same inter-

ference. Thus, the redundancy introduced in coding degrades the signal to interference ratio by 3

dB as for additive white noise. However, because there is coding gain, the coded system can actu-

ally operate at a much lower power level, or alternatively tolerate an increased level of interfer-

ence, i.e., allow more users.

In trellis coded modulation the redundancy of the encoder is accomodated in expansion of the

signal constellation. Clearly both bandwidth and interference are unaffected by such schemes.

However, the distance between signal points in the signal constellation shrinks, resulting in a

power penalty against both noise and interference. This penalty is much more severe than that

obtained with ordinary convolutional coding, and should be paid only if bandwidth expansion is

not possible, as for example in TDMA systems. Define the efficiencyη as the time-bandwidth

product occupied by active mobiles divided by the time-bandwidth product of the system. For the

propagation environment outlined in section II, a system withη = 1 would have a signal to inter-

ference ratio of 3 dB. Clearly the number of users must be drastically reduced to permit an

uncoded system to operate. On the other hand, coded systems can operate at very low signal to

noise ratios. Rate 1/n codes can successfully operate at lower SNR with the same number of states

as n gets larger, although the coding gain against AWGN (which includes the rate-reduction pen-

alty) is to first order independent of n (see [8]). For the same energy per transmitted bit, use of a

rate 1/n code improves the signal to interference ratio per bit by the factor of n, the same effect as

reducing the occupancy in an uncoded system by the factor n. However, channel codes provide

gain, and so presuming that there remain open slots, the number of users can actually be increased

relative to the uncoded system. This tradeoff is different from bandwidth-limited systems, where
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use of convolutional coding implies a reduction in the number of users, if the frequency re-use is

not changed. Thus, convolutional codes provide a more favorable gain/complexity tradeoff in this

application than TCM, and increase the number of users permitted to be simulataneously active.

The question is now how to use convolutional codes to obtain coding gain and diversity pro-

tection with moderate decoding delay and complexity. To make matters more concrete, we

assume that a slow-hopped system employing differential quadrature phase shift keying (DQPSK)

is used. The intended application is compressed speech at 8 kb/s. An uncoded system might be

operated at 4 kbaud, occupying a bandwidth of 5 kHz. The symbol duration is 250µs, which is

very large compared to either the delay spread or group delay variation of the typical mobile chan-

nel. A convolutional code will be used, with interleaving across slots. In 20 ms, 80 symbols are

transmitted. To achieve reasonable frequency diversity in 20 ms and keep the decoding and inter-

leaving delay reasonable, we must hop every few symbols.

For coding to realize the maximum interference and frequency diversity, the signal to interfer-

ence ratio for successive symbols should be uncorrelated. This implies that coding must be inter-

leaved across slots. For a delay constraint of 20 ms and slot duration of m ms, the truncation depth

of the Viterbi decoder can be no more than 20/m. Indeed, it can be less if each code branch corre-

sponds to several channel symbols. For example suppose we use a rate-1/2 code for 8 kb/s speech,

and modulate using DQPSK at 8 kbaud. If slots consist of 8 symbols, then each slot lasts 1 ms and

a truncation depth of 20 is permitted. The full minimum distance of the 32 state code is obtained

with a truncation depth of 19 [8], while codes with larger minimum distance will not provide sig-

nificantly better performance unless the truncation depth is increased. Thus, complexity is limited

by delay unless shorter slots are used. An alternative to the rate-1/2 code is the 32 state rate-1/4

code with minimum distance 18. Keeping 8-symbol slots but now signalling at 16 kbaud, there

are a total of 320 symbols in 20 ms, or 40 slots. Each code branch corresponds to symbols in two

successive slots. Therefore by decreasing the rate of the code, diversity can be increased. There is

little cost in complexity since there are still the same number of states and branches entering each

state, and branches are processed at the same speed. Moreover, the truncation depth in branches is

a less severe function of minimum distance for rate-1/4 codes [9], so that roughly the same depth

vs. number of states tradeoff is obtained. The branch computations are more complicated since

demodulation must be accomplished at twice the speed, and there is less flexibility in increasing

the number of mobiles when the interference from nearby cells is lighter. Rate-1/2 and rate-1/4

codes will be compared in the simulated examples.

Decoding Metrics
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Any diversity combining device benefits from channel state information, i.e., knowlege of the

signal and interference levels. Accurate information is quite difficult to obtain in mobile radio. If

short slots are used, the interference estimate will be poor; if longer slots are used, the signal and

interference statistics change over the slot duration. We now consider how to estimate the channel

state information, and how the quality of the estimates influence the choice of decoder metric. We

start with neither a phase reference nor knowlege of the signal power. Signal power may be esti-

mated as the average power over the slot. The mean squared error may be obtained by computing

the minimum distance between any pair of received points and the allowable phase transitions in

the signal set. Let the set of received channel symbols over the slot be {ri, i=1,2,...,N}. Then the

estimate of the signal power

Let the set of transmitted signals be {xj, j=1,..4} corresponding to four phases on the unit circle,

with x1 corresponding to a phase of 0. There are four allowable phase transitions in DQPSK

between times i and i+1. The estimate of the squared error assuming phase transition j is given by

eij = min {(rni - x1ejθ)2 + (rni+1 - xj ejθ)2}

θ
where rni is the power-normalized received signal and the minimization is performed over all pos-

sible starting phasesθ. The squared error estimate ei for the phase transition between times i and

i+1 is then found by minimizing over the xj, so that the estimated mean squared error is given by

The estimate of C/I is then /  . For example, consider a phase transition of 90 degrees. The ref-

erence points lie on the unit circle with a phase difference of 90 degrees, but with unknown start-

ing angle. If this were the true transition, then the most likely starting angle would be the one that

minimizes the squared distance between the (ordered) received sequences and the reference

points. The distances can be tabulated for any combination of quantized and power-normalized

received signal points for each allowable transition. The decision is for the transition with the

least distance, and the estimate of the squared error is a value from the table. This procedure over-

estimates C/I because if errors actually occur we record the distance to the erroneous rather than

the true symbol, and also because the total power includes the interference.

The C/I determined for the slot may be used to weight decisions. For example, it could be

Ŝ
1
N

ri
2

i 1=

N

∑=
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Ŝ Ê
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used make a decision for antenna selection diversity or to weight the values for maximal ratio

combining. It may also be used with a “soft” decoder metric. The squared distances for each

allowable transition can be divided by  for the slot to form the branch metrics for a rate-1/2

code, or part of the branch metric for lower rates. This is not the optimal metric even if the C/I

estimate is good; however the maximum likelihood metric requires a set of look-up tables to

cover the range of C/I, which is very broad. This metric has the virtue of relative simplicity of

implementation and includes both distance and signal to interference ratio information. It is in the

spirit of a metric proposed by Ketchum and Wallace [10] for use with Reed-Solomon codes and

QPSK, which while also not maximum likelihood, performed quite well in simulations.

We have conducted computer simulations of the 32-state rate-1/2 and rate-1/4 codes with this

soft metric, and hard decision decoding with a slot erasure threshold (based on the estimate of C/

I). We have considered two cases: 1) a benevolent genie supplies perfect C/I estimates and 2) C/I

is estimated as above with a slot duration of 17 symbols. Representative results are presented in

Table 1. The simulations assume separate decoders, interleaved across slots. There are twenty

slots per frame in the case of rate-1/2 codes, and forty per frame for rate-1/4 codes. Here the inter-

ference hopping patterns were randomly generated with the provision that they hit users in cell 0

in only one slot per frame, roughly equivalent to the effect of the constructions of section III. We

see that the channel state information is extremely valuable, particularly in attempting to achieve

low error rates. With perfect channel state information, soft decisions outperform hard decisions

in all cases. However, the estimates obtained in practice are so poor that hard decision decoding

with a 4 dB erasure threshold actually performs better for lower error rates for the rate-1/4 code.

Because the gap in performance between known and estimated C/I is so large we have investi-

gated the possibility of estimating C/I from a known training sequence for each slot. Accounting

for the overhead involved, the results are worse than for estimating it from the data. It would

appear that a very large number of symbols are required to get a useful estimate of the interference

power. Consequently, a hard decision metric is a reasonable choice, given the considerable reduc-

tion in decoder complexity. However, the relative merits of hard and soft decisions depend on the

code, the antenna diversity scheme, and the rate of change of the channel.

Example 1

In this example, we consider DQPSK modulation. Each user gets 40 slots per frame, each

time/frequency slot consisting of one reference symbol and 16 information-bearing symbols. The

slots hop in frequency throughout the frame, and we assume that fading is independent in succes-

Ê
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sive slots. Coding is across slots, accomplished using a rate-1/4 code, which selects two symbols

in successive slots for each branch. Preceding the decoder there may be two-branch antenna selec-

tion diversity. It was found that performance was best using the criterion of the largest C/I esti-

mate, rather than largest power estimate or combining using either of these criteria. Simulations

were conducted over multiple user sets, for a variety of efficiencies. The figure of merit is the frac-

tion of mobiles that experience a bit error rate in excess of 10-3 for a given use of time and band-

width.

In Figure 3 we plot the results for the assumption that antenna selection diversity is employed,

and no randomization of hopping patterns between cells, labelled as curve 1. We plot call block-

ing probability versus number of 8 kb/s users per 1.25 MHz bandwidth, to assist in comparing to

the CDMA results of [3]. We have removed the gain due to voice activity factor from the latter.

All results assume equal loading. Note that 1.25 MHz is not wide enough for the assumption of

independence of fading levels to be valid. For example, the CDMA calculations assume only

diversity of order 2 for this bandwidth. Our system would have to hop over a wider bandwidth for

the independence assumption to be valid, and obviously a direct sequence spread spectrum system

could also make use of a wider bandwidth to improve diversity. It is clear in any case that perfor-

mance of the slow-hopped system is inferior at the design target of 1% blocking probability.

However, the picture changes when a method such as latin squares is employed. In Figure 3

we also plot results for single and dual antenna branch selection, in curves 2 and 3 respectively.

Dramatic gains are evident. Even without antenna diversity, the system gives roughly the same

performance as CDMA at the target of 1% blocking probablity. The system with antenna diversity

achieves nearly double the capacity. While it is true that this improvement is achieved assuming a

wider hopping bandwidth, in addition our scheme has lower decoding delay and complexity.

Decoding delay in this example is roughly 40 ms. It can be reduced at some cost in efficiency

by reducing the number of symbols per slot to 8. The computer simulation results indicate roughly

a 20% reduction in capacity for 1% blocking probability.

Also of interest is the increase in the number of users when the surrounding cells are more

lightly loaded. In CDMA, the main limiting factor is the interference within the cell, which will

cause the error rate to rise with the number of users. However, for a syncrhonous hopped system

what limits the number of users in any given cell is the interference they cause in other cells. Con-

sequently, the decision to increase the number of users must come from the network rather than

through internal quality of service measurments. For example, if there are no calls in all the sur-
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rounding rings of cells, capacity increases to the limit ofη=1. However, even if the immediate

neighbors have reduced loading, the allowable capacity increase depends on the loading of their

neighbors, and the relative power we may assign to calls in the various cells. Thus, while this sys-

tem shares with CDMA the characteristic of “soft” capacity, optimum management of this capac-

ity will be more intricate.

Example 2

In example 1, it was assumed that Rayleigh fading was independent in successive frequency

hops. This presumes that hopping takes place over a very wide bandwidth. We now consider what

happens when fading is static and wideband (relative to the hopping bandwidth). This might be

the situation for example in a relatively narrowband microcellular system, with communication

by pedestrians. Fading would in this case be very slow compared to the signaling interval, afford-

ing the receiver time to learn both the signal and interference levels. Hopping might take place in

either time or frequency, the only purpose being to randomize the interference levels, to improve

code performance.

For such situations, it has been suggested that a simple way to make better use of the diversity

antenna of a receiver is to adaptively select which antenna to use for transmission based on occas-

sional measurements of signal strength [14]. Power control is then performed based on the

antenna actually selected. Thus, selection diversity may be used in transmitting, with optimal

combining used in reception. We assume that power control tracks shadowing but not Rayleigh

fading.

When good estimates of signal strength and interference power can be made, soft decision

decoding and antenna diversity combining using C/I estimates significantly outperform rival tech-

niques. Simulations were run assuming perfect channel knowlege, and using transmit antenna

selection diversity and receive antenna combining. Under these conditions, with the rate-1/4 code

and time hopping, all slots could be used in every cell, and still meet a 10-3 criterion for 1% out-

age. The outage probability followed a steep curve. By contrast, for TDMA, the outage probabil-

ity curve is fairly flat, already achieving 6.5% outage with full occupancy but declining to 1%

outage only when half the slots were left vacant. Both results indicate higher capacity than in

Example 1, reflecting the value of the perfect channel state information, and transmitter selection

diversity. It is clear that here as well coding and interleaving when combined with latin squares

significantly improves performance over using coding alone.
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V. Conclusion

The propagation model outlined in section II is too simple to be useful in predicting outage

values in actual systems, and in any case we have made numerous idealizing assumptions (e.g.,

perfect power control). However, while the relative improvement due to use of schemes similar to

the very simple method of latin squares in section III may vary, we still expect dramatic improve-

ment. Regardless of the propagation environment, different interferers will have different power

levels. The use of latin squares to govern hopping in either frequency or time decreases the depen-

dence of C/I across slots, allowing error correcting codes to realize more of their diversity benefit

in synchronous systems.

Systems which combine coding with latin squares are interference-limited rather than band-

width-limited, in common with CDMA. That is, capacity is limited by the interference generated

by adding more users, rather than in the number of slots allocated. This is true whether time-hop-

ping or frequency-hopping or some combination is employed. Thus, any technique which reduces

interference or decreases the minimum C/I threshold for reliable operation directly increases the

capacity (e.g., coding, antenna diversity, sectorization, voice activity). However, frequency hop-

ping would be preferred in practice over time hopping since it affords less delay and provides the

possibility of realizing frequency diversity without equalization.

Our results demonstrate that low-rate convolutional codes of very modest complexity may be

used to achieve significant gain with low delay. A topic for further research is consideration of

other codes. In particular, Reed Solomon codes may be attractive in situations where C/I estimates

are poor, negating the soft decision advantage of convolutional codes. A recent study for fre-

quency-hopped FSK indicates that convolutional codes are favored for the correct choice of met-

ric [.], but further research with a variety channel models is required to make a definite

conclusion.

We are investigating one further possible use of latin squares in combination with coding. In

this study, we have assumed that coding should be used to average the interference. However,

time- or frequency-hopped systems may also be used to avoid interference. We are investigating

distributed algorithms which dynamically select the M slots with best estimated C/I out of the N

slots available in a frame. Thus, for the slots with the worst interference no signal is sent. Prelim-

inary results indicate further improvement in capacity.
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