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This paper discusses over-the-air (OTA) test setup for multiple-input-multiple-output (MIMO) capable terminals with emphasis
on channel modelling. The setup is composed of a fading emulator, an anechoic chamber, and multiple probes. Creation of
a propagation environment inside an anechoic chamber requires unconventional radio channel modelling, namely, a specific
mapping of the original models onto the probe antennas. We introduce two novel methods to generate fading emulator channel
coefficients; the prefaded signals synthesis and the plane wave synthesis. To verify both methods we present a set of simulation
results. We also show that the geometric description is a prerequisite for the original channel model.

1. Introduction

To meet the increased consumer demand on high data
rate applications—such as music and video downloading,
web browsing, and multimedia sharing—multiantenna tech-
nology will be widely utilized in mobile terminals near
future. New standards such as the 3rd Generation Partner-
ship Project (3 GPP) High Speed Downlink Packet Access
(HSDPA), Long Term Evolution (LTE), LTE-Advanced, and
IEEE 802.16 m specify multiple antenna technology also at
mobile terminal, and IEEE 802.11 n and 802.11 ac specify
multiple antennas in Wireless Local Area Network (WLAN)
devices. Multiple-input-multiple-Output (MIMO) technol-
ogy in wide sense covers any multi antenna technique,
such as spatial multiplexing, beam forming, and spatial
diversity. MIMO offers significant increases in data through-
put, quality of service (QoS), and cell coverage without
additional bandwidth or transmit power. Communication
performance is improved by exploiting the characteristics of
the propagation channel in which the device is operating.

In MIMO systems, spatial correlation plays a key role.
It depends on both antenna and propagation characteristics.
Neither can determine the correlation alone. Therefore, it is
necessary to include both antenna and propagation effects
at the same time when testing multiantenna terminals.
MIMO over-the-air (OTA) testing provides solution for that
demand. Due to the complexity of multiple antenna setups,

flexible, fast, and accurate testing solution is needed to speed
up the development process and to ensure the real perfor-
mance of the terminal. Foegelle [1] identified the need for a
new approach for OTA testing of multiantenna terminals to
complement the existing OTA test methodologies for single
antenna terminals.

Recently, several different MIMO OTA test methodolo-
gies have been proposed in research and standardization
forums. European Cooperation in Science and Technology
(COST) action COST2100 [2] has been finished and the final
report will be published soon [3]. Follower of COST2100,
new COST IC1004 action continues the work, and the final
results are expected in year 2015 [4]. 3GPP MIMO OTA
Study Item is almost finished, and the work will potentially
continue in a Work Item [5]. CTIA [6] discusses MIMO
OTA as well. In all of these groups, three fundamentally
different categories of methodologies have been proposed.
The methodologies in the first category are based on
anechoic chamber and a number of probe antennas, in
which the signals are controlled by for example a fading
emulator. The second category provides angular dispersion
of multipath signals via a reverberation chamber. The power
angular spectrum is 3D uniform. By using an external
fading emulator, longer delay spread can be achieved.
Third, multistage methodology is based on a number of
measurement steps to evaluate the OTA performance. In the
first stage the complex antenna pattern is measured by a
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traditional anechoic chamber-based antenna measurement
system, single-input-single-output (SISO) OTA. The second
stage combines the antenna pattern information and the
channel model to calculate the MIMO correlation matrices
and antenna power imbalances, which are implemented in
a channel emulator to make a conductive measurement or
theoretical capacity calculation. The two first MIMO OTA
methodologies provide a possibility to measure the true
mobile terminal performance without using artificial cabling
in the test setup. On the contrary, conductive test requires
an RF cable connection, which affect the terminal RF and
antenna performance.

MIMO OTA testing based on an anechoic chamber and a
fading emulator (the first methodology) enables true evalu-
ation of the end-user experience of the final product against
realistic radio channel conditions. It also makes it possible
to change the channel model (scenario) flexibly via software,
for example signal angle-of-arrival (AoA) and angle spread
are controllable. All critical parts of the mobile terminal
design (antennas, RF front end, baseband processing) are
tested at once. In traditional conductive testing, as in LTE
conformance tests, only certain baseband processing is tested
with predefined correlation characteristics, which omits the
antenna effect in testing.

Anechoic chamber-based MIMO OTA enables to test
off-the-shelf products (i.e., end products) in equivalent
radio propagation conditions to provide unquestionable
comparisons between the devices under test. In practice, the
performance differences between “golden samples” and mass
products may be large, thus there is a need for end device test
system that can be used for mass production device testing
without any cable connections.

This paper describes the anechoic chamber and fading
emulator-based MIMO OTA test methodology. In Section 2
the overall system is described. Section 3 discusses and pro-
poses channel models for MIMO OTA. Section 4 describes
how the desired channel model is mapped onto the limited
number of probe antennas. Two novel methods, namely,
prefaded signals synthesis and plane wave synthesis, are
explained. Section 5 shows simulation results, and Section 6
concludes this paper.

2. Anechoic Chamber and Fading
Emulator-Based System

The MIMO OTA test setup, originally described in [7],
is based on a fading emulator, an anechoic chamber and
a number of OTA antennas. The purpose of the setup is
to reproduce time variant electromagnetic field around the
device under test (DUT) imitating the target MIMO radio
channel model, as accurately as possible. The idea is to
apply widely approved channel models like TGn model [8],
SCM(E) [9], WINNER [10], or IMT-Advanced [11] on a
radiated testing of DUT performance.

The components of OTA performance test setup are
illustrated in Figure 1. DUT is in the centre of the anechoic
chamber, in an area called test zone or test area, and
transmitting antennas are arranged, for example, uniformly
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Figure 1: Fading emulator and anechoic chamber based MIMO
OTA test set-up.
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Figure 2: Convolution of Tx signal and radio channel impulse
response data in the fading emulator.

around the DUT in two or three dimensions. Each of the
transmitting antennas is connected to an output port of
the fading emulator. Typically a power amplifier, between
a fading emulator output and an OTA probe, is required
to compensate path loss between the OTA probe and DUT.
The communication tester (BS emulator) creates the test
signal, which is fed to the multichannel fading emulator. The
emulator creates the multipath environment including path
delays, Doppler spread and fast fading. A fading emulator
performs convolution of Tx signals with channel model
impulse responses as described in Figure 2. The channel
models containing directions of departures and arrivals are
mapped to emulator so that model allocation corresponds
to physical antenna installation in the chamber. Phantom
heads, hands, and so forth can be easily added to the
measurement. DUT is assumed to be in the far field region
of the OTA antenna radiation.

In the actual MIMO OTA test of a multiantenna terminal
an appropriate performance metric, for example throughput,
is collected as a figure of merit. DUT may be rotated
around one, two, or three rotation axis and the final
performance may be the average performance over different
DUT orientations. The performance averaged over a number
of DUT orientations is effectively different to, for example,
the performance in 3D isotropic scattering environment of a
reverberation chamber. From mathematics it is well known
that in general case an average of function values is different
to a function value of averaged function argument.
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Figure 3: Ring of OTA antennas and the test zone.

Typically both downlink and uplink transmissions are
required in the measurement. An uplink communication
antenna is located inside the anechoic chamber so that it
does not cause interference problems to downlink. A proper
uplink antenna would be a circularly polarized antenna with
high directivity. The antenna is connected to a base station
(BS) emulator with a coaxial cable. In the simplest case
no fading or multipath effects are emulated in the uplink.
In time division duplex (TDD) systems the uplink radio
channel should be reciprocal to downlink, but TDD case
is not discussed in this paper. A system diagram for TDD
MIMO OTA test setup is presented in [12].

OTA antennas must be dual-polarized if also polarization
dimension of the radio channel is considered. Both elements
of a single OTA antenna, radiating orthogonally polarized
signals, have to be connected to different fading emulator
outputs. This will guarantee independent fading on different
polarizations as specified, for example in SCM and WINNER
channel models [10, 13]. An example layout of eight dual-
polarized OTA antennas is illustrated in Figure 3 with
uniformly spaced probes on a circle, resulting to angular
spacing ∆θ = 45◦.

The example layout in Figure 3 is of 2D setup. Most of the
standardized radio channel models are two dimensional (2D)
in the sense that they use only geometrical xy-coordinates
(azimuth plane) [14]. Elevation dimension has been left out
because the power angular spectrum is typically confined
close to the horizon. The MIMO OTA setup can be extended
to 3D by installing antennas on, for example, cylindrical
or spherical formation. A 3D addendum for IMT-advanced
channel models is given in [14].

The number of required OTA antennas has been dis-
cussed in [15, 16] and in various COST 2100 contributions.
The final formula is still missing, but the number depends on
the DUT size, the centre frequency, the channel model, the

OTA antenna locations, and the acceptable error level. The
following rule of thumb is given in [15]:

K = 2

⌈
πD

λ

⌉
+ 1, (1)

where K is a number of OTA antennas, [·] denotes round up
operation, D is diameter of the test area as in the Figure 3,
and λ is the wavelength.

In a practical setup there may be unintentional reflec-
tions of transmitted downlink signals from other OTA
antennas. Preliminary measurements of [17] indicate that
the reflections are not a serious problem for the field
synthesis. The average scattering level was 35 dB below the
line-of-sight path power with a directive Vivaldi type of
OTA antenna design. In the measurement the observed
frequency range was 1.35–7.25 GHz and the distance from
OTA antenna to the centre of the test area was at minimum 1
metre.

3. Geometric Channel Models

There exists a high variety of different kinds of MIMO
radio channel models. An overview of models is given in
[18]. MIMO radio channel models typically have to cover
all the four dimensions of the radio channel, namely, time,
frequency, space, and polarization. Thus the models are time
variant, wideband, double directional, and polarimetric. The
two most popular classes of MIMO channel models are so-
called geometry-based models and correlation matrix based
models. Models for example in [10, 11, 13] belong to the
geometric family and in [8] to the family of correlation
matrix based models. In many cases also the correlation
matrix based models have geometric description as an initial
starting point. This is the case also in TGn model.

Geometry based modelling enables separation of propa-
gation and antennas. Antenna geometries and field patterns
can be defined independent of propagation parameters.
Channel realisations are generated with the geometrical
principle by summing contributions of rays (plane waves)
with specific small scale parameters like for example delay,
power, angle of arrival (AoA), and angle of departure
(AoD). Superposition results to correlation between antenna
elements and temporal fading with geometry-dependent
Doppler spectrum [10].

A widely approved concept in spatial channel modelling
is the concept of “cluster.” A number of rays constitute a
cluster. In a common terminology the cluster is understood
as a propagation path diffused in space, either or both in
delay and angle domains. Typically a cluster is composed of a
fixed number of rays (sub paths) and has a specific shaped
power angular spectrum, for example, Laplacian function,
defined by nominal AoA/AoD and angular spread of arrival
and departure (ASA/ASD). A physical propagation mecha-
nism creating clusters is reflection, scattering, or diffraction
on a limited sized object in the physical environment, for
example on a corner of a building. A cluster can be composed
of, for example, a high number of scattering points on
surface of a building. Each scatterer has characteristics like
AoA, AoD, and complex attenuation coefficients. A single
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ray of geometric model represents scattering (or reflection
or diffraction) on a single scattering point.

A geometry-based channel model can be composed
from the following propagation parameters: cluster powers,
delays, nominal arrival and departure angles, and angle
spreads of clusters on both arrival and departure ends, and
cluster cross-polarization power ratios (XPRs). In addition,
information of the receiver and transmitter antenna arrays
including both array geometry and antenna field patterns is
required. (Note that Rx antennas are not specified in MIMO
OTA.) Also either the terminal velocity vector or the cluster
Doppler frequency components have to be defined.

In the following we define a system model for horizontal
plane (2D) MIMO radio channel based on [10, 13]. Transfer
matrix of the MIMO channel is

H(t, τ) =
L∑

l=1

Hl(t, τ). (2)

It is composed of antenna array response matrices Ftx(Tx),
Frx(Rx), and impulse response matrices hl for rays l as
follows:

Hl(t, τ) =

∫∫
F
T
rx

(
ϕ
)

hl

(
t, τ,φ,ϕ

)
Ftx

(
φ
)
dϕdφ. (3)

The channel impulse response of the lth ray is a 2 × 2
polarimetric matrix

hl

(
t, τ,φ,ϕ

)

=

⎡
⎣α

VV
l (t) αVH

l (t)

αHV
l (t) αHH

l (t)

⎤
⎦δ(τ − τl)δ

(
φ − φl

)
δ
(
ϕ− ϕl

)
.

(4)

Now we introduce the clustered structure of a propagation
channel and replace ray index l with cluster index n and
cluster sub path index m. The channel coefficient for a
channel from Tx antenna element s to Rx antenna element
u for the cluster n can be modelled as

Hu,s,n(t, τ)

=

M∑
m=1

⎡
⎣Frx,u,V (ϕn,m)

Frx,u,H(ϕn,m)

⎤
⎦
T

A

⎡
⎣Ftx,s,V

(
φn,m

)

Ftx,s,H

(
φn,m

)
⎤
⎦

· exp
(
j2πνn,mt

)
δ(τ − τn),

(5)

where νn,m is the Doppler shift of sub path n,m and 2 × 2
polarization matrix of scattering coefficients is

A =

⎡
⎣α

VV
n,m αVH

n,m

αHV
n,m αHH

n,m

⎤
⎦. (6)

For example, the coefficient αHV
n,m contains phase rotation

and attenuation for vertically polarized incident wave and
horizontally polarized scattered wave of ray m of cluster
n. Coefficients α are modelled as time invariant in cluster
based geometric models. Phases are typically random and
amplitudes are determined by the XPR. Random phases

result always to elliptical polarization. For a line-of-sight path
with linear polarization the off-diagonal elements of A are
zeros and diagonal elements have equal phase.

The presented 2D model can be extended to 3D, by
interpreting angles ϕ and φ as composed of azimuth and
elevation components like, for example, ϕ = (ϕaz, ϕel).
Elevation angular parameters to extend the model are;
elevation angle of arrival (EoA) and departure (EoD), and
elevation angle spread of arrival (ESA) and departure (ESD).

Cross-polarization power ratio (XPR) has different def-
initions. Here we follow and clarify the definition of [10],
where XPR is a pure propagation parameter. XPR for
vertically polarized Tx signals is

XPRV =
SVV

SHV
=

∣∣αVV
∣∣2

|αHV |
2 , (7)

respectively, XPR for horizontally polarized Tx signals is

XPRH =
SHH

SVH
=

∣∣αHH
∣∣2

|αVH |
2 , (8)

where

(a) SVV is the coefficient for scattered power on V-
polarization and incident power on V-polarization of
an interacting object (cluster),

(b) SVH is the coefficient for scattered power on V-
polarization and incident power on H-polarization
of an interacting object (cluster),

(c) SHV is the coefficient for scattered power on H-
polarization and incident power on V-polarization of
an interacting object (cluster),

(d) SHH is the coefficient for scattered power on H-
polarization and incident power on H-polarization
of an interacting object (cluster).

Even though XPRV and XPRH are defined separately, it is
often assumed that XPRV = XPRH . This is the assumption,
for example, in [10, 11].

3.1. Channel Model Prerequisites for MIMO OTA. Geometric
description of the propagation and the separation of anten-
nas and propagation are essential requirements for the basic
radio channel model to be reconstructed to a MIMO OTA
test setup. Pure correlation matrix models are not realizable
with a MIMO OTA setup, because they don not fulfil these
prerequisites. At least the DUT end of the channel model
has to be specified by angular propagation parameters. If
some antenna characteristics are embedded to the channel
model, which is the case in pure correlation matrix-based
model, the model itself assumes some DUT antennas. Thus it
is not feasible to measure the real DUT antenna performance
anymore.

TGn channel model [8] is a correlation matrix-based
model, but it contains also geometric description. It is pos-
sible to reconstruct TGn model to MIMO OTA environment
with specified Tx (base station) antenna correlation matrices
and specified, nongeometry-based, Doppler spectra. This
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can be done with the method of prefaded signals, but not
with the method of plane wave synthesis. Both methods are
discussed in the next section.

The clustered modelling principle of many MIMO
channel models is a benefit for the method of prefaded
signals. It is not a prerequisite, but it makes the method more
efficient. With clustered channel models the individual rays
are not essential, but the clusters they compose. In other
words, it is not necessary to create a high number of rays
with specific characteristics, but instead to model the sum
effects, like spatial correlation, Doppler spectrum, power
delay profile, XPR, and so forth, accurately.

4. Synthesis of Propagation Environment

This section describes two alternative methods to generate
channel impulse response data (see Figure 2), to a fading
emulator, to create desired radiated propagation environ-
ment within the test volume. The methods are prefaded
signals synthesis and plane wave synthesis. Both methods can
create statistically equal radiated propagation environment
within the test volume. The plane wave synthesis has a point
of view in individual rays (plane waves) while the prefaded
signals synthesis focuses on clusters. The basic component
created by the plane wave synthesis is a single plane wave with
a specific angle of arrival, Doppler shift and magnitude. With
the prefaded signals synthesis the basic component is a single
cluster with parameters like nominal AoA, ASA, Doppler
spectrum, and XPR. Methods are described in details in the
following sub-sections.

4.1. Prefaded Signals Synthesis. Idea of the prefaded signals
synthesis is to transmit Rayleigh or any other kind of
faded signals separately from multiple OTA antennas. Fading
sequences are created independently for each cluster. Clusters
are mapped to OTA antennas based on cluster power angular
spectrum (PAS) and OTA antenna directions. A single cluster
is composed by a number of OTA antennas. Each OTA
antenna contributing to the cluster has independent fading
coefficient sequences with identical statistics. For example
Doppler spectra of fading patterns of different OTA antennas
are identical for a single cluster. Discrete PAS of the single
cluster is formed by allocating power weights on top of OTA
antennas i.i.d. fading patterns.

As a summary, Doppler spectrum, amplitude distribu-
tion, and Tx antenna and directional characteristics are
created to the prefaded sequences. XPR and Rx direc-
tional characteristics are created by allocating i.i.d. prefaded
sequences to a set of OTA antennas with specific power
weights.

The principle of creating clusters, applying a number
of OTA antennas, by superposition of independent fad-
ing patterns with direction-dependent powers approximate
physical reality. We may consider OTA antennas as subareas
of an scattering object creating the cluster. It is assumed that
each subarea contributes to the cluster fading patterns with
identical statistics. Assuming uncorrelated scattering (US)
the subareas create independent fading patterns. Thus we

can create the cluster effect with a set of spatially separated
OTA antennas as far as the DUT antenna aperture is small
with respect to the OTA antenna angular distance. More
precisely, the angular resolution of DUT antenna array has
to be smaller than ∆θ in Figure 3.

This approach has at least one unrealistic element. In
a real environment the Doppler spectrum should be angle
dependent within the cluster. With the proposed method
the Doppler spectrum is equal on all the OTA antennas
composing the cluster. This effect may be observed by a
DUT with directional antenna in the case of cluster with a
high angular spread. We assume that this effect has negligible
effect on DUT performance.

Details of creating fading patterns and power weights are
described in the following. Here we present purely geometry-
based method of creating Rayleigh fading coefficients. Any-
how it is possible to apply some other method too, as far
as the Rx side directional and polarization characteristics
are known. For example, noise filtering method can be
applied for Rayleig fading. Also, for example, fluorescent
light effects of TGn model can be included in the prefaded
coefficients. The Doppler spectrum may be based on some
other definition than geometric.

4.1.1. Per Antenna Fading Patterns. On the prefaded signals
synthesis the fading coefficients are generated based on (5).
Now the Rx antenna is unknown, thus Frx is substituted by
an ideal OTA antenna pattern. The approximation is valid
if we use OTA antennas with a high polarization isolation
and a flat radiation pattern to the direction of the test zone.
A Rayleigh fading pattern for cluster n for a channel from
Tx (BS) antenna s to vertically polarized element of OTA
antenna k is

HV
k,s,n(t, τ)

= γn

M∑
m=1

⎡
⎣1

0

⎤
⎦
T

A

⎡
⎣Ftx,s,V

(
φn,m

)

Ftx,s,H

(
φn,m

)
⎤
⎦

· exp
(
j2πνn,mt

)
δ(τ − τn)

√
gk,n,

(9)

where γn is an amplitude of cluster n, A is a polarization
matrix and, gk,n is an antenna power weight. The fading
pattern for the horizontally polarized element is obtained
by changing Rx antenna pattern of (9) to [Frx,k,V Frx,k,H] =
[0 1] as

HH
k,s,n(t, τ)

= γn

M∑
m=1

⎡
⎣0

1

⎤
⎦
T

A

⎡
⎣Ftx,s,V

(
φn,m

)

Ftx,s,H

(
φn,m

)
⎤
⎦

· exp
(
j2πνn,mt

)
δ(τ − τn)

√
gk,n.

(10)

Antenna power weights determine, together with OTA
antenna directions, a discrete power angular spectrum to the
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test area, as will be discussed subsequently. The polarization
matrix

A =

⎡
⎢⎢⎢⎢⎢⎣

exp
(
Φ

VV
n,m,k

)

1 + 1/κVn,m

exp
(
Φ

VH
n,m,k

)

1 + κHn,m

exp
(
Φ

HV
n,m,k

)

1 + κVn,m

exp
(
Φ

HH
n,m,k

)

1 + 1/κHn,m

⎤
⎥⎥⎥⎥⎥⎦

(11)

is composed of random, independent and identically
distributed initial phases Φ ∼ Uni(0, 2π), and cross-
polarization power ratios κV and κH for vertically and
horizontally transmitted signals, respectively.

With a Rayleigh fading channel it is commonly assumed,
for example in [10], that polarization components are
independently fading [19] and polarization is practically
always elliptical [20]. In the existing geometric channel
models the XPR is specified, but the actual polarization states
are not controlled. In MIMO OTA the propagation channel
XPR is determined by coefficients κ in (11). Strengths
of radiated vertically and horizontally polarized fields are
determined by channel coefficient HV

k (t) and HH
k (t).

The radio channel dimensions, like delay, Doppler,
polarization, and Tx side spatial characteristics, are modelled
by other terms of (9) than gk,n. For DUT antennas, the
essential dimension is Rx side PAS denoted as P(Ω), defined
as power P received from direction Ω. OTA antennas power
weights gk,n determine PAS around the test area. A method is
discussed in the following to form a discrete PAS, with power
weights, such that the resulting field follows the continuous
PAS specified by the channel model.

4.1.2. Antenna Power Weights. Purpose of the MIMO OTA
system is to create a specific propagation environment within
the test area. A channel model specifies continuous PAS on
RX side, which may be composed of a number of spatial
clusters with PAS Pn(Ω). Typically Pn(Ω) is defined by a
nominal AoA and a root mean squared (rms) angular spread.
The shape of Pn(Ω) may follow, for example, uniform,
Gaussian, or Laplacian functions. With a limited number of
OTA antennas we can only approximate the continuous PAS.

A straight forward method to obtain power weights
would be to define gk,n = Pn(θk), where θk is direction of the
kth OTA antenna. This is not an optimal method, because it
does not consider, for example, the size of the test area. This is
analogous to a conventional filter design, where the method
of sampling continuous impulse response does not produce
optimal filter coefficients with a limited number of taps. A
method to optimally utilize limited OTA antenna resources
is needed.

The power angular spectrum is a Fourier transform pair
with the spatial correlation function [21]. Instead of directly
sampling the continuous PAS, it is beneficial to determine
the discrete PAS by utilizing the spatial correlation function.
Our proposed method to find optimal power weights is to
sample the test area with an virtual array of ideal isotropic
antennas. The target is to find power weights that minimize
the mean squared error between theoretical correlations and

correlations resulting from a discrete PAS, between elements
of the virtual array.

Let us spatially sample the test area with a number of
virtual antennas such that the antennas compose M pairs.
Theoretical correlation between mth pair (u, v) of antenna
elements can be determined according to [20], omitting
polarization, as

ρm =

∫
Fu(Ω)F∗v (Ω)P(Ω)dΩ√∫

|Fu(Ω)|2P(Ω)dΩ ·
∫
|Fv(Ω)|2P(Ω)dΩ

, (12)

where ()∗ denotes complex conjugate operation, Fu and
Fv are complex radiation patterns of antennas u and v,
respectively, with a common phase center. For virtual
antennas the amplitude |Fu(Ω)| ≡ 1. Phase is determined
by the wavelength and relative positions of elements u and v.

Respectively, the correlation for mth antenna pair (u, v)
with discrete PAS composed byK OTA antennas in directions
Θ and with power weights G is

ρ̃m(Θ, G) =

∑K
k=1 Fu(θk)F∗v (θk)gk√∑K

k=1 |Fu(θk)|2gk ·
∑K

k=1 |Fv(θk)|2gk
, (13)

where Θ = {θk}, θk ∈ [0, 2π] is a vector of OTA antenna
directions and G = {gk}, gk ∈ [0, 1], is a vector of OTA
antenna power weights. The cost function to be minimized
with respect to weights G for fixed directions Θ is defined as

Eρ(Θ, G) =
M∑

m=1

∣∣ρm − ρ̃m(Θ, G)
∣∣2
. (14)

Optimal vector of OTA antenna power weights G for (9)
and (10), minimizing (14), can be solved applying some
numerical optimization method. Polarization is omitted
from the described method, because we assume identically
shaped PAS for both vertical and horizontal polarizations.
The assumption is aligned, for example, with [10, 13].

4.2. Plane Wave Synthesis. This section describes a method to
generate channel impulse responses, to the system depicted
in Figure 2, applying the plane wave synthesis. Components
of the setup are shown in Figure 1. At first we describe
the creation of a single static plane wave, from an arbitrary
direction, with complex antenna weights. Then the method
is extended for creation of frequency and spatially selective
fading radio channel model.

The plane wave synthesis for MIMO OTA is an extension
to disciplines of acoustics and electromagnetic plane wave
synthesis [22]. The following principle is applied in the plane
wave synthesis; a closed curve in 2D case or a closed surface
in 3D determines the field within the curve/surface when
no sources are present inside [22]. In other words, the right
target field is generated inside the test zone, if such a field
is generated, that the components of both the electric and
magnetic fields tangential to the surface of the test zone field
are equal to those of the target field [15].

Nyquist sampling of at least two samples per wavelength
on edge of the test zone, implies an approximation of
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rm
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Figure 4: A single plane wave from AoA ϕ observed in location rm.

required probe numbers [15]. A waveform, observed within
a test zone as a single plane wave from an arbitrary direction
(angle of arrival AoA), can be created if the angular sampling
by OTA antennas is dense enough. This is approximated by
the rule of thumb of (1).

4.2.1. Single Static Plane Wave. As in Figure 4 a plane wave
from an arbitrary AoA ϕ is created by setting appropriate
complex antenna weights gk to the CW (continuous wave
on carrier frequency) transmitted from OTA antenna k, k =
1, . . . ,K . Each OTA antenna may contribute by radiating
waves. Superposition of waves within the test area is then
observed as a single plane wave with a specific AoA ϕ.
Weights gk can be obtained, for example, by a numerical
optimization. The numerical optimization may, for example,
minimize the difference between the target field and the
resulting field on the edge of the test area or some other
sampling points within the test area. There are various
procedures to perform the optimization. Here we present a
method based on matrix inversion. The presented method is
for vertically polarized (z-polarized) fields only, but it can be
extended to any polarizations.

Weights gk for a single plane wave can be obtained by
solving OTA antenna weight vector G from the following
matrix equation

FG = T, (15)

where:

(a) F = {αm,k} ∈ CM×K is a transfer matrix of
coefficients from kth OTA antenna to mth location
rm;

(b) G = {gk} ∈ CK×1 is a vector of OTA antenna complex
weights;

(c) T = {ez(rm)} ∈ CM×1 is a vector of complex target
field values in locations rm (of a plane wave with AoA
ϕ);

(d) rm is a location vector, pointing from the origin to
mth sample point.

The transfer coefficient from kth OTA antenna to mth
location rm is composed of path loss term L and a phase term
as

αm,k = L
(
dk,m

)
exp
(
− j
∥∥∥β
∥∥∥dk,m

)
, (16)

where dk,m = ‖θk + rm‖ is the distance from the kth OTA
antenna to mth location, θk is a vector from kth OTA antenna
to centre of the test area, β is the wave vector pointing from

AoA direction as in Figure 4, ‖β‖ = 2π/λ0, and λ0 is the
wavelength at fc. The target field for a plane wave is

ez(rm) = E0 exp
(
− jβ • rm

)
, (17)

where field strength E0 ≡ 1 for the target field and • denotes
the scalar product operation.

When both F and T are constructed the vector G can be
solved. If M = K , the solution can be computed by matrix
inversion

G = F
−1

T. (18)

In some cases M > K sample points within the test area may
be specified. This leads to an overdetermined optimization
problem. In this case the target is to minimize squared L2
norm [23]

min
G
‖FG− T‖, (19)

which results to solving G by the pseudo inverse

G =
(

F
H

F

)−1
F
H

T. (20)

Creation of vertical polarizations in 2D MIMO OTA
configuration can be done with the discussed principles. For
other polarizations or 3D environment the coefficient G have
to be determined for three orthogonal polarizations instead
of just one polarization. The mathematics to derive the cost
function and the optimization for the multipolarized case is
excluded from this paper.

4.2.2. Doppler Shift. In the previous we described how to find
channel coefficients to create a single static plane wave with
an arbitrary AoA. Now we introduce Doppler shift to the
plane wave to enable time variant radio channels. A virtual
motion of DUT creates Doppler shifts to plane waves. The
Doppler shift to a plane wave with AoA ϕ resulting from
virtual motion to direction ν, as illustrated in Figure 4, is

ωd = −β • ν. (21)

The Doppler shift can be introduced to the plane wave by
multiplying Doppler frequency component ωd (= 2π fd) to
the complex weights. That is by making the complex weights
time dependent as follows:

wk(t) = gk exp
(
− jtωd

)
. (22)
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Now the received field on an arbitrary location m within the
test area, neglecting the path loss, is

Ez(t, rm)

=

K∑

k=1

wk(t) exp
(
− j

(∥∥∥β
∥∥∥dk,m + tωc

))

=

K∑

k=1

gk exp
(
− j

∥∥∥β
∥∥∥dk,m

)
exp
(
− jt(ωd + ωc)

)
.

(23)

Even though the complex weights wk(t) are time depen-
dent, the AoA dependent part (gk) has to be determined only
once. Temporal behaviour is generated by multiplying fixed
weight with rotating phasor as in (22).

4.2.3. Power Angular Spectrum. A specific power angular
density function can be formed within the test zone by
introducing a number of plane waves with an appropriate
AoA and magnitude. The AoA range may be, for example,
sampled uniformly, as in Figure 5(a), with Q plane waves.
Appropriate powers Pq, q = 1, . . . ,Q, can be allocated to
plane waves according to the target PAS. Another option is to
fix powers and sample the angular space nonuniformly such
that the target PAS is created as illustrated in Figure 5(b). In
both cases each plane wave q has a specific AoA ϕq and power
Pq. Also the Doppler shift ωd,q will be unique for each plane
wave depending on AoA and velocity vector of the virtual
motion, as specified in (21).

Now the the complex weight of kth OTA antenna will be
a sum of contributions to Q plane waves as follows:

wk(t) =
Q∑
q=1

√
Pq gk,q exp

(
− jtωd,q

)
, (24)

where gk,q is solved separately for each plane wave q by
minimization of (19).

4.2.4. Delay Dispersion. Delay dispersion is straightforward
to implement in the fading emulator-based setup. Assuming
uncorrelated scattering (UC) the fading of each discrete delay
component is independent. Thus channel coefficients for
different delay taps are generated applying same principles
as when creating a single plane wave and an arbitrary power
angular spectrum.

Polarization characteristics, Tx (base station) antenna
effects, and Tx side spatial characteristics can be included
in the channel impulse responses generated with the plane
wave synthesis. Description of the method to model the
mentioned effects is excluded from this paper, but the
principle is similar to the prefaded signals synthesis.

5. Simulation Results

Measurement and simulation results to verify the concept
of anechoic chamber and fading emulator-based multiprobe
MIMO OTA setup are reported in numerous COST 2100,
COST IC1004 and 3GPP contributions. Paper [24] presents

experimental and simulated results applying the prefaded
signals method. Verification of a created radio channel
with all its dimensions and characteristics is an extensive
task. Here we show only a selection of simulation figures
to demonstrate the two channel synthesis methods. The
simulated characteristics are spatial correlation function
(SCF), XPR, Doppler power spectrum (DPS), and temporal
correlation function (TCF). Power delay profile (PDP) is
excluded from the simulations, because creation of PDP is a
trivial task with a digital fading emulator. Although the XPR
simulation result illustrates a special case of a PDP.

In the simulations we had 16 uniformly spaced OTA
antennas with 22.5◦ angular spacing. OTA antennas were
assumed as omnidirectional vertically polarized probes
with an isotropic radiation pattern. Additional horizontally
polarized probes, co-located with vertically polarized OTA
probes, were present in the XPR simulation. Transmitter
antenna (base station) was assumed as ideal omnidirectional
vertically polarized element. In XPR case the target channel
model contained nine equal power clusters, with 200 ns
spacing in delay, and XPRs from −20 dB to + 20 dB with a
5 dB increment. In the other cases the channel model was a
single cluster model with AoA = 10◦ and ASA = 15◦. The
direction of travel was 40◦ and sampling was four samples
per wavelength. At total 50, 000 samples was simulated. An
exception was the Doppler power spectrum and the temporal
correlation, where 20 samples per wavelength and 250, 000
samples was used to make the curves smoother.

5.1. Spatial Correlation. Figure 6 depicts the theoretical
spatial correlation function for a Laplacian function shaped
PAS and SCF calculated from channel impulse responses
generated with the plane wave synthesis (PWS) and the
prefaded signals synthesis (PFS). A time series of channel
impulse responses for each OTA antenna was generated with
the both methods. Then the field Ez(t, rm) over time, along
a segment of line of locations rm was composed. Correlation
between locations was calculated as the correlation between
field coefficients Ez(t, rm) in different locations over time.
The examined correlation is an absolute value of a complex
correlation coefficient. The simulation setup was similar to
the measurement reported in [24].

Spatial correlation is an appropriate measure of the
spatial dimension. Power angular spectrum observed by a
DUT is inherently discontinuous and any power cannot be
received from directions in between probes. Thus AoA or
PAS estimation is not necessarily a meaningful technique
to evaluate the created PAS. On the other hand, spatial
correlation, as a fourier transform pair of PAS [21], is a
continuous function and a good metric to assess the created
spatial field.

The PWS curve (solid red) follows well the theoretical
curve (blue circles) up to the simulated 1.5 wavelength spatial
separation, as we can observe from the Figure 6. The PFS
curve (solid green) follows the theoretical curve up to the
simulated 1.2 wavelength spatial separation and deviates
slightly after that. Anyhow the theoretical correlation on the
area of deviation is low, 0.2, or below, and the deviation
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Figure 5: Uniform (a) and non-uniform (b) sampling of Laplacian function shaped PAS.
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Figure 6: Simulated spatial correlations with 16 probes, AoA = 10◦,
and ASA = 15◦.

should have only marginal effect on, for example, channel
capacity. We may conclude that the both channel mapping
methods are capable of creating spatial radio channel
characteristics according to the target model in the simulated
case.

5.2. XPR. The polarization dimension is evaluated by inves-
tigating XPR values. With this type of geometric models
the exact polarization state is not specified, as discussed
earlier. Thus it is not feasible to simulate and compare
polarization states. In the simulation a nine-cluster target
model was defined, with different per cluster XPR values. The

average power, received by an ideal vertically polarized DUT
antenna, is the simulation result. Because Tx (base station)
antenna was also vertically polarized ideal element, we get
the simulated XPR directly by observing the Rx power and
compensating out the path loss.

The simulated XPR values, achieved with the PFS
method, and the target values are presented in the Figure 7.
Also the deviation between target and simulation per cluster
XPR values is shown. The maximum deviation in this
simulation was below 0.2 dB. In practical measurement
the antenna nonidealities typically preclude this accurate
results. The PWS method was excluded from the polarization
simulation.

5.3. Doppler and Temporal Correlation. Simulated Doppler
spectra from channel fading patterns generated with the PWS
method (solid red) and the PFS method (solid green) are
shown in Figure 8. The both spectra have similar spiky shape.
Due to the nature of ray based geometric modelling it is
difficult to compare the Doppler spectra directly. Especially
any numerical comparison is practically impossible. Equiv-
alent to the angular dimension, it is beneficial to transform
spiky Doppler spectrum to a continuous domain of temporal
correlation function.

TCF is a Fourier transform pair with the Doppler
spectrum [21]. The transformation results to continuous
function, which can be directly compared to a theoretical
TCF. Such a comparison is depicted in the Figure 9, where
real values of the complex temporal correlation coefficient
are plotted. Temporal separation (delay) ∆τ in the figure has
a normalized unit of 1/2 fmax, where fmax is the maximum
Doppler frequency component of the fading pattern. We can
observe that the main lobe of the correlation resulting from
both PWS (solid red) and PFS (solid green) methods follows
almost perfectly the theoretical correlation (blue circles).
PWS curve starts to deviate at the second peak of TCF while
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PFS curve has excellent match over the range of simulated
∆τ.

In the simulation we created clusters by a set of plain
waves having uniform arrival angles. Arrival angles deter-
mine Doppler shifts by relation ν = fmax cos(ϕ − θv). The
selection of 1◦ uniform angular sampling was probably not
the optimal choice for creating accurate TCF. Some other
angular sampling may have been better. Anyhow, the exact
Doppler modelling is not the main focus of our contribution.
The topic of defining parameters for a sum of rays based
on temporal modelling is widely investigated by Pätzold, for
example, in [25].

6. Discussion

In this paper we discussed the multiprobe MIMO OTA test
system. We presented two alternatives to create radio prop-
agation environment to MIMO OTA system, (1) prefaded
approach and (2) plane wave approach. Both approaches
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Figure 9: Simulated temporal correlations with 16 probes, AoA =

10◦, and ASA = 15◦.

are feasible to generate given radio propagation environment
and we conclude the paper to highlight the pros and cons of
each approach.

Benefits of the prefaded signals synthesis are; phase
calibration is not required, simplicity, and possibility to
create non-geometrical Doppler spectra. We recommend
prefaded signals synthesis for standard models with wide
clusters and Rayleigh fading or Ricean fading with a single
LOS component. The LOS component, typically with a linear
polarization state, can be created by rounding its AoA to
the nearest dual polarized OTA probe. For that purpose the
orthogonally polarized OTA antenna elements have to be
colocated.

Main benefits of the plane wave synthesis for MIMO OTA
compared to the prefaded signals synthesis are; support for
LOS paths between OTA antennas, support for controlled
polarization of paths (e.g., linear, circular, elliptic), and
possibly more flexible support for dynamic (non stationary)
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channel models. Plane wave synthesis may also compensate
distortion effect resulting from limited physical dimensions
of an OTA antenna ring. These effects are, for example,
distortion due to varying path loss and curved phase fronts,
as discussed in [26]. A drawback of the plane wave synthesis
is the requirement of phase calibration.

Complex weights gk for the plane wave synthesis are
function of AoA and OTA antenna configuration only. For
a fixed OTA antenna configuration it is possible to pre-
calculate weights gk, for example, for one degree grid of
AoA values. In the actual generation of impulse response
data the weights could be taken from a table and it would
not be necessary to calculate them again. This would be
a remarkable reduction of computing time in the case of
dynamic channel models with time variant AoA and other
propagation parameters.

Simulation results indicate that the spatial, polarimetric,
and temporal dimensions of a target channel model can be
created with the both methods. Delay dimension is a trivial
modelling with a digital fading emulator applying either of
PWS or PFS methods.
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