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Channel Sensing-Order Setting in Cognitive
Radio Networks: A Two-User Case
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Abstract—This paper investigates the sensing-order problem
in two-user multichannel cognitive medium access control. When
adaptive modulation is not adopted, although brute-force search
can be used to find the optimal sensing-order setting of the two
users, it has huge computational complexity. Accordingly, we
propose two suboptimal algorithms, namely, the greedy search
algorithm and the incremental algorithm, which have comparable
performance with that of brute-force search and have much less
computational complexity. It is shown that, with a high proba-
bility, either suboptimal algorithm can reach an optimal point
if a backoff mechanism is used for contention resolution. When
adaptive modulation is adopted, it is observed that the traditional
stopping rule does not lead to an optimal point in the two-user
case. Furthermore, we demonstrate that the adoption of adaptive
modulation affects the optimal sensing-order setting of the two
users, compared with the case without adaptive modulation. These
findings imply that the stopping rule and the sensing-order setting
should be jointly designed from a systematic point of view.

Index Terms—Cognitive radio, multiple access.

I. INTRODUCTION

IN DIFFERENT regions of the world, the majority of the
appropriate wireless spectrum has been licensed to var-

ious applications. Potential spectrum shortage in the future
will bring a big challenge in the development of new wire-
less networks. Recently, a spectrum-agile technology, namely,
cognitive radio [1]–[4], has emerged to alleviate the spectrum
scarcity problem, which is mainly motivated by the significant
underutilization of the licensed spectrum at a time or at a
location. In a cognitive radio network, secondary users (i.e.,
unlicensed users) can get access to the licensed spectrum when
there is no transmission/reception activity of primary users
(i.e., licensed users). This means that secondary users have a
lower priority in the spectrum access, which will guarantee
that primary users are not affected. Due to the lower spectrum
access priority, secondary users should sense possible primary
activities before their own transmissions [5]–[7].

As a number of potential frequency bands (referred to as
channels in the sequel) may be available, a secondary user also
has flexibility in selecting one from the multiple channels to
transmit. This is referred to as multichannel cognitive medium
access control, which has recently received much attention.
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In [8], secondary users cooperate to sense the potential chan-
nels, share the sensing results, and negotiate their transmissions
via a control channel. A partially observable Markov decision
process is used in [9] to model the idle/busy states of each
potential channel. Multiarmed bandit problems are used in [10]
and [11] to model the dynamic channel sensing and selection.
In the research efforts in [9] and [10], a secondary user first
selects a channel to sense and then transmits if the channel is
sensed to be idle or keeps silent for a period if the channel is
sensed to be busy. On the other hand, a secondary user can
sequentially and continuously sense selected channels until one
channel is identified to be idle. In this context, the sensing order
of the channels and the related stopping rule [12], [13] (i.e.,
when to stop sensing and start transmission) are essential. In
[14], the optimal channel-sensing strategy including the sensing
order and the stopping rule is derived for a single-user case,
with an assumption that recall (i.e., the secondary user can go
back to access a previously sensed channel) and guess (i.e., the
secondary user is permitted to access a channel that has not yet
been sensed) are allowed. In [15], it is shown that prohibitive
complexity is needed to obtain the optimal channel-sensing
strategy, and polynomial-complexity algorithms with parameter
ε are given, whose rewards are at most ε less than that of the
optimal strategy. Recall and guess are permitted. In [16], the
optimal sensing-order problem is investigated for a single-user
case where neither recall nor guess is allowed. It is shown that,
in some special scenarios, a simple sensing order does exist.
It can be seen that [14]–[16] all focus on the optimality of a
single user inside a time frame, assuming that the state (e.g.,
free/busy, channel capacity, etc.) of a channel is independent
of other channels’ states, as well as independent of the states
of the same channel in other time slots. In [17], a centralized
coordinator is used to discover the spectrum opportunities for
a cognitive radio network. The optimal channel sensing order
is derived for channels with homogeneous capacities, and it
is shown that the problem of the optimal sensing order for
channels with heterogeneous capacities is NP-hard. In [18], all
the channels have the same free probabilities. Therefore, the
sensing-order problem is not applicable. The optimal stopping
rule is derived.

From the aforementioned discussion, it can be seen that the
optimal sensing-order problem and the related stopping rule
problem are investigated in the literature, either for a single-user
case or in a centralized system, where only one sensing order
(for the single user or for the coordinator) is considered. The
problem is still open for a distributed multiuser case, where the
channel sensing and estimation are performed by the users in a
distributed manner (i.e., each user has a unique sensing order).
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As a follow-up of the research in [16], as well as our first step to
solving the sensing-order problem with multiple users, here, we
target at a cognitive radio network with two secondary users.
The contribution of this paper is twofold. First, for the case
without adaptive modulation, although brute-force search can
be used to find an optimal sensing-order setting of the two users,
it has huge computational complexity. Accordingly, we propose
two low-complexity suboptimal algorithms that have compara-
ble performance with that of brute-force search. It is shown
that the system throughput of either suboptimal algorithm is
close to the maximal throughput obtained through brute-force
search, and the relative difference of the system throughput
(of either suboptimal algorithm) from the maximal throughput
is bounded by 5% in numerical examples. In addition, with
a high probability, either suboptimal algorithm can reach an
optimal point if a backoff mechanism is used for contention
resolution. Second, for the case with adaptive modulation, we
demonstrate that the traditional stopping rule is not optimal in
a two-user case, although it is optimal in a single-user case.
We also demonstrate that the adoption of adaptive modulation
affects the optimal sensing-order setting of the two users. Our
results imply that, unlike a single-user case, the optimal sensing
order and the stopping rule in a two-user case should be jointly
designed from a systematical point of view.

The rest of this paper is organized as follows. Section II
describes the system model. The following four sections are
devoted to the case without adaptive modulation: Section III
gives some examples, Sections IV and V propose two subopti-
mal algorithms, respectively, and Section VI presents numerical
results. Section VII discusses the impact of adaptive modulation
on the optimal system configuration, followed by concluding
remarks in Section VIII.

II. SYSTEM MODEL

Consider a cognitive radio network with a coordinator and
two secondary users,1 i.e., users 1 and 2. For the network, there
are a number N of potential channels, with channel indices
1, 2, . . . , N , respectively. Each user can sense one channel at
a time. Each user has a sensing order, i.e., (a1, a2, . . . , aN ) for
user 1 and (b1, b2, . . . , bN ) for user 2, which are permutations
of (1, 2, . . . , N). The sensing position of a channel with a user
is defined as the position of the channel in the user’s sensing
order. Therefore, channel ak’s (or bk’s) sensing position with
user 1 (or user 2) is k.

Similar to the research in [9], [10], [14], and [16], a slotted-
time structure is adopted here. The network is assumed to
be synchronous, and time is partitioned into slots, each with
unit length. In each time slot, each channel is either occupied
by primary activities for the whole slot duration or free of
primary activity for the whole slot duration. For channel i ∈
N = {1, 2, . . . , N} in a slot, it is free of primary activity with
probability θi ∈ (0, 1), which is referred to as the primary-free
probability of channel i in the sequel. For each channel, the
primary activity state (idle or busy) in a slot is independent
of the states in other slots and is independent of the primary

1By “secondary users,” we mean secondary transmitters.

Fig. 1. Slot structure (when a secondary user stops after its kth sensing).

activity state of any other channel in any slot as well. A
similar assumption is also taken in [14]–[16]. For simplicity of
presentation, we assume that θi ≥ θi+1, ∀i ∈ N \ {N}.

A coordinator exists in the cognitive radio network. The
coordinator keeps scanning the N channels at all times and
estimates the primary-free probability of each channel. Based
on the estimated primary-free probabilities, the coordinator
determines the sensing orders of the two users and announces
the sensing orders to the two users. Note that the primary-
free probabilities may be time varying. Therefore, new sensing
orders will be determined and updated to the two users upon
significant changes in the estimated primary-free probabilities.
In this paper, we are interested in how the coordinator deter-
mines the sensing orders of the two users, with any specific
estimated {θ1, θ2, . . . , θN}.

At the beginning of each slot, a user first sequentially senses
the channels according to its sensing order, until it finds a free
channel and transmits in the channel in the remaining time of
the slot. If a user decides to access a channel (i.e., starts its
transmission if a contention-resolution strategy is not adopted
or starts its channel contention procedure if a contention-
resolution strategy is adopted), we say that the user stops at
that channel. This procedure is repeated in each of the following
slots, i.e., each user repeats sensing the channel(s) and choosing
a channel to transmit in each slot. No recall or guess is allowed.
The slot structure is shown in Fig. 1, in which a user stops
after its kth sensing and starts transmission until the end of
the slot. The fraction of time (in a slot) required for sensing
a channel is denoted by τ . Therefore, each slot consists of a
sensing phase (with maximal duration Nτ ) and a transmission
phase (with minimal duration 1 − Nτ ). If a user stops at the kth
channel in its sensing order, the lengths of the sensing phase
and transmission phase are kτ and 1 − kτ , respectively. The
effectiveness of a slot is defined as the ratio of the transmission
phase length to the slot length. Therefore, if a user stops at the
kth channel in its sensing order, the effectiveness is

ck = 1 − kτ. (1)

Energy detection and feature detection are two popular sens-
ing schemes. The sensing duration for a channel in energy
detection may be less than 1 ms, while the sensing duration
in feature detection may be more than 20 ms [19]. In this paper,
each user may sequentially sense up to N channels in a slot.
Thus, a short sensing duration for each channel is required.
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Therefore, this research is valid only when energy detection is
used in channel sensing.

If the two users simultaneously decide to stop at the same
channel (i.e., the two users sense the same channel in their
kth sensing, find that the channel is primary-free, and decide
to access the channel), one of the following three contention-
resolution strategies will apply.

1) FAIL_THEN_CONTINUE: Each user uses a backoff mech-
anism to avoid possible collision (e.g., similar to the
IEEE 802.11 and its variants [20]–[22], where each user
can pick up a random backoff time before its channel
access2). One user wins in the contention and transmits
in the channel until the end of the slot. The other user
(which fails in the contention) continues to sense other
channels in the slot according to its sensing order.

2) FAIL_THEN_QUIT: Similar to FAIL_THEN_CONTINUE,
the two users use a backoff mechanism to avoid possible
collision, and one user wins in the contention and trans-
mits in the channel until the end of the slot. However,
the other user (which fails in the contention) quits its
subsequent sensings in the slot (i.e., loses its chance to
transmit and earns no reward in the slot). Note that, com-
pared with FAIL_THEN_CONTINUE, FAIL_THEN_QUIT is
not practical. It is adopted here only as an extreme case.

3) COLLIDE: No backoff mechanism is applied. When the
two users simultaneously decide to stop at the same
channel, they both transmit in the channel until the end
of the slot, and thus, a collision happens. In other words,
no user can earn rewards in the slot due to the collision.

If one user decides to stop at a channel, it may select a
transmission rate with or without adaptive modulation. Without
adaptive modulation, the transmission rate of each user is
fixed, which is denoted by R. With adaptive modulation, the
transmitter can select a rate according to its SNR in the channel.

In the following, first, the case without adaptive modulation
is discussed in Sections III–VI, and then, the case with adaptive
modulation is investigated in Section VII.

III. SOME EXAMPLES WITHOUT ADAPTIVE MODULATION

If adaptive modulation is not adopted, a user will decide
to stop at a channel if the channel is sensed to be free. Here,
“a channel is (sensed to be) free” means that the channel is
primary-free and is not occupied by the other user in its prior
sensings in the slot. We define the reward of a user as the
information bits it can transmit at a slot. Therefore, if a user
stops at its kth channel in its sensing order, the reward is

Uk = R · (1 − kτ). (2)

The system throughput is the summation of the two users’ re-
wards, and our objective is to find an optimal sensing-order set-
ting of the two users to achieve the maximal system throughput.

2Similar to the IEEE 802.11, a backoff slot duration can be 20 μs. Therefore,
if the contention window size is bounded (say ≤ 5), the backoff overhead is
also bounded by a value that is much less than the sensing duration. This means
that backoff does not cause significant overhead.

In this section, we use some examples to demonstrate the
factors that affect the optimal sensing-order setting of the two
users. In the examples, a cognitive radio network with N = 4
potential channels is considered. The sensing time for each
channel is τ = 0.1.

Example 1: The primary-free probabilities of the four chan-
nels are θ1 = 0.9, θ2 = 0.8, θ3 = 0.7, and θ4 = 0.6, respec-
tively. FAIL_THEN_QUIT is the contention-resolution strategy.

By brute-force search, we can obtain the optimal sensing-
order setting of the two users, which is (1, 4, 3, 2) for user 1
and (2, 3, 4, 1) for user 2. This setting is reasonable because the
four primary-free probabilities are comparable with each other.
Therefore, if a user picks up a channel to sense, the other user
will pick up another.

Example 2: The primary-free probabilities of the four chan-
nels are θ1 = 0.9, θ2 = 0.8, θ3 = 0.7, and θ4 = 0.1, respec-
tively. FAIL_THEN_QUIT is the contention-resolution strategy.

By brute-force search, the optimal sensing-order setting is
(1, 3, 4, 2) for user 1 and (2, 3, 4, 1) for user 2, which is different
from that in Example 1. This is because θ4 is much less than θ3.
Consider the moment when user 2 is selecting3 its second chan-
nel to sense (among channels 1, 3, and 4, since channel 2 has
been selected as the first channel in the sensing order). User 2
knows4 that the first two channels in user 1’s sensing order are
1 and 3, respectively. From user 2’s point of view at its second
sensing, we observe the following.

1) Channel 1 is always busy, since channel 1 should be
occupied by either primary users or user 1. Therefore,
if channel 1 is selected as user 2’s second sensing, no
reward is earned.

2) Consider the case in which user 2 selects channel 3 as
its second sensing: When both channel 1 and channel 3
are primary-free (with probability θ1θ3), user 2’s reward
at its second sensing is U2; when channel 1 is primary-
busy and channel 3 is primary-free (with probability
(1 − θ1)θ3), user 2’s reward at its second sensing is 0.5U2

(where the term 0.5 means the probability that user 2 wins
the contention with user 1 in channel 3); otherwise, the
reward is zero. On the other hand, when channel 1 is
primary-busy and channel 3 is primary-free, user 1 has
a reward loss (compared with the case where user 2 does
not select channel 3 in its second sensing), given by (1 −
θ1)θ3 · 0.5 · U2. Therefore, if user 2 selects channel 3
in its second sensing, the additional reward to the system
is given by θ1θ3U2 + (1 − θ1)θ3 · 0.5U2 − (1 − θ1)θ3 ·
0.5 · U2 = 0.63U2.

3) Channel 4 is free with probability θ4 = 0.1. If user 2
selects channel 4 in its second sensing, the additional
reward to the system is 0.1U2.

Therefore, user 2 selects the channel with the maximal addi-
tional reward to the system, i.e., channel 3. Both users select
channel 3 as the second channel in their sensing orders. If the
two users both proceed to sense channel 3, one will succeed

3For presentation simplicity, when we say “a user selects a channel,” we
mean that the coordinator selects the channel for the user.

4For presentation simplicity, here, “user 2 knows” actually means that “the
coordinator knows.”
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in the contention, and the other will quit subsequent sensings
in the slot (i.e., lose the chance to sense other channels in the
slot). However, the probability of this event is quite small, i.e.,
(1 − θ1)(1 − θ2) = 0.02 in the example. Therefore, consider-
ing the probabilities and rewards/costs of all events, it is optimal
that both users select channel 3 as their second channel to sense.
In the next section, a detailed procedure is given regarding how
to model the cost when the two users contend in the same
channel and how to determine the sensing orders of the two
users.

Example 3: The primary-free probabilities of the four chan-
nels are the same as those in Example 2, i.e., θ1 = 0.9,
θ2 = 0.8, θ3 = 0.7, and θ4 = 0.1. However, COLLIDE is the
contention-resolution strategy.

By brute-force search, the optimal sensing-order setting is
(1, 4, 3, 2) for user 1 and (2, 3, 4, 1) for user 2, which
is different from that in Example 2. If the optimal sensing-
order setting in Example 2 is applied, although the probability
that both users simultaneously proceed to sense channel 3 is
small, the cost of this event (i.e., no user will gain any reward
in the slot) is significant. A mathematical model for the cost
is given in next section. Therefore, the optimal sensing-order
setting in Example 2 is no longer optimal when COLLIDE is the
contention-resolution strategy.

From the examples, it can be seen that both the primary-
free probabilities of the channels and the contention-resolution
strategy will affect the optimal sensing-order setting.

Generally, brute-force search can be used to find an optimal
sensing-order setting of the two users but with significant
complexity. If the complexity to calculate the average system
throughput with a specific sensing-order setting is O(1), then
the complexity of brute-force search is O((N !)2). This paper
targets at algorithms that have much less complexity and have
comparable performance with that of brute-force search, as
discussed in the following two sections.

IV. GREEDY SEARCH ALGORITHM

From Example 2 in the preceding section, we have the
following observation. For a target user to determine which
channel to sense in its kth sensing, when a channel has already
been in the other user’s prior (≤ k) sensing positions, the target
user should estimate the probability that the channel is accessed
by the other user. From Examples 2 and 3, it can be seen
that the cost should be considered when the two users both
proceed to sense the same channel at the same time. Based on
these observations, we propose a suboptimal algorithm, namely,
the greedy search algorithm, to select the sensing orders of
the two users, i.e., A = (a1, a2, . . . , aN ) for user 1 and B =
(b1, b2, . . . , bN ) for user 2.

The greedy search algorithm consists of N rounds. In the kth
round, we determine ak and bk. When user 1 (or 2) is selecting
ak (or bk) among channels not in its prior sensing positions, the
user estimates the probability that each channel is free of pri-
mary activities and has not been accessed by the other user. The
user also accordingly assigns each channel a reward. Then,
the channel with the maximal reward is selected as ak (or bk).
The detailed selecting procedure is described as follows.

Let A and B denote the channel-selection vectors of users 1
and 2, respectively, which will be updated after each round. Let
A and B denote the sets of channels in A and B, respectively.
Therefore, after the kth round, |A| = |B| = |A| = |B| = k.
Note that A and B have the same elements as A and B,
respectively. The difference is that A and B are sets, while A
and B are vectors.

A. Round-1 Procedure

At the beginning, set A = B = ∅ (empty set). We first select
a1 for user 1. We need to select a channel from Ā = N \ A.
For each channel i ∈ Ā, we denote G

(1)
i (1) as the reward

user 1 can add to the system through sensing channel i in its first
sensing, which is given by G

(1)
i (1) = θiU1, where U1 is given

in (2). In the sequel, we use superscript (·) to represent the user
index and the subscript to represent channel index (except for
ci and Ui, where the subscript i stands for the ith sensing in
a slot).

Then, the first channel to be sensed by user 1 is selected as

a1 = arg max
i∈Ā

G
(1)
i (1)

and after that, we have A = (a1) and A = {a1}.
Next, we select b1 for user 2. We need to select a channel

from B̄ = N \ B. If user 2 also selects a1, it does not add any
reward to the system (compared with the case when user 2
does not select a1), because user 1 has already selected a1.
Therefore, we have

b1 = arg max
i∈B̄\{a1}

G
(2)
i (1)

and after that, we have B = (b1) and B = {b1}.

B. Round-k (∈ {2, 3, . . . , N − 1}) Procedure

At round k ∈ {2, 3, . . . , N − 1}, we should determine which
user we should start with. To achieve a certain level of fairness,5

we start with the user that has a less cumulative reward in the
prior k − 1 rounds, which is given by

θa1U1+(1−θa1)θa2U2+· · ·+
(
Πk−2

i=1 (1−θai
)
)
θak−1Uk−1

for user 1 or

θb1U1 + (1 − θb1)θb2U2 + · · · +
(
Πk−2

i=1 (1 − θbi
)
)
θbk−1Uk−1

for user 2.
Without loss of generality, assume that user 1 has a less

cumulative reward, and thus, we should first select ak from Ā
and then select bk from B̄.

In the sequel, for each user, the primary-free probability of
a channel means the probability that the channel is free of
primary activity, and the free probability of a channel means

5It is hard to achieve strict fairness between the two users in a slot, since
throughput maximization and strict fairness are two conflicting objectives in
a short duration [23], [24]. However, The fairness of the two users can be
guaranteed among a number of slots. This can be achieved, for example,
through switching the sensing orders of the two users after a short period.
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the probability that the channel is free of either primary activity
or the other secondary user’s activity.

1) Selection of ak: To select ak, we need to know the free
probability (from user 1’s viewpoint) of each channel i ∈ Ā.
If i �∈ B, then channel i’s free probability is the same as its
primary-free probability, i.e., θi. However, if i ∈ B, channel i
is free for user 1 at its kth sensing only when there is no
primary activity in channel i (with probability θi) and user 2
does not proceed to sense channel i. To know the probability
that user 2 does not proceed to sense channel i, we first update
the primary-free probability of each channel in B. Note that, for
each channel i, θi is its initially known primary-free probability.
When user 1 proceeds to sense ak, we have more information
that user 1 does not stop at channel a1, a2, . . ., or ak−1. The
information can provide a more accurate estimation of the
primary-free probabilities of the channels. We use the following
example to explain.

As an example, assume that we have N = 6 channels with
the initially known primary-free probability for channel i be-
ing θi. Furthermore, we have determined that (a1, a2, a3) =
(1, 3, 4) and (b1, b2, b3) = (2, 4, 3). Now, we need to determine
a4. When user 1 proceeds to sense channel a4, we know that it
has already sensed channel 3 but has not stopped at channel 3.
Furthermore, if user 2 also senses channel 3, it should be later
than user 1’s sensing of channel 3, because channel 3 is second
in user 1’s sensing order, and third in user 2’s sensing order.
These two facts determine that channel 3 should be occupied
by primary activities, i.e., θ∗3 = 0 in this example. We use
superscript ∗ to denote the updated primary-free probability.

The detailed primary-free probability update procedure, as
shown in the Appendix, is repeated from channel b1 to bk−1. In
the Appendix, g(i,B) is used to denote the position of i in B if
channel i is in B. In other words, channel i is at the g(i,B)th
position in B.

Then, for a channel i ∈ Ā, we have the following.

i) If i �∈ B, the free probability of channel i is θfree
i = θi.

Therefore, the reward if user 1 selects channel i in its kth
sensing is G

(1)
i (k) = θfree

i Uk = θiUk.
ii) If i ∈ B, the free probability of channel i is θfree

i = θ∗i (1 −
Πg(i,B)−1

j=1 (1 − θ∗bj
)), where the second term on the right-

hand side means the probability that user 2 does not
proceed to sense channel i. Therefore, the reward if user 1
selects channel i in its kth sensing is

G
(1)
i (k)=θfree

i Uk =
[
θ∗i

(
1 − Πg(i,B)−1

j=1

(
1 − θ∗bj

))]
Uk.

(3)

Then, the selection of the kth sensing of user 1 is given by

ak = arg max
i∈Ā

G
(1)
i (k). (4)

2) Selection of bk: To select bk, the procedure is similar to
that for ak. The only difference lies in the reward of user 2 also
selecting channel ak in its kth sensing if ak �∈ B. We have three
possible situations, which are listed as follows.

i) FAIL_THEN_CONTINUE is adopted as the contention-
resolution strategy: Similar to (3), we use the following

equation to calculate the reward of user 2 selecting chan-
nel ak as its kth channel to sense:

G(2)
ak

(k) = θ∗ak

(
1 − Πk−1

j=1

(
1 − θ∗aj

))
Uk. (5)

ii) FAIL_THEN_QUIT is adopted as the contention-resolution
strategy: Consider the scenario when user 2 selects chan-
nel ak as its kth channel to sense. If user 1 also proceeds
to sense its kth channel in its sensing order (i.e., ak)
and channel ak is primary-free, then user 1 and 2 will
contend for the channel access, and thus, one will succeed
and the other will quit subsequent channel sensings in
the slot. Therefore, if user 2 also selects ak as its kth
channel to sense, compared with the case that user 2
selects another channel, user 2 will lose the chance to
obtain rewards via sensing the subsequent channels (i.e.,
channels bk+1, bk+2, . . . , bN ) in its sensing order. This
loss of reward is approximated with an assumption that
the subsequent channels in the sensing order of user 2
are in descending order of their free probabilities, i.e.,
θfree

bk+1
≥ θfree

bk+2
≥ · · · ≥ θfree

bN
. Then, the loss of reward is

approximated by

L(ak) =
N∑

i=k+1

(
Πi−1

j=k+1

(
1 − θfree

bj

))
θfree

bi
Ui. (6)

Therefore, the reward in (5) should be rewritten for user 2
selecting channel ak as its kth channel to sense

G(2)
ak

(k) = θ∗ak

[(
1 − Πk−1

j=1

(
1 − θ∗aj

))
Uk

−
(
Πk−1

j=1

(
1 − θ∗aj

))
L(ak)

]
(7)

where the factor Πk−1
j=1(1 − θ∗aj

) for L(ak) means the
probability that user 1 does not stop at channel a1, a2, . . .,
or ak−1.

iii) COLLIDE is adopted as the contention-resolution strategy:
Consider the scenario where user 2 selects channel ak as
its kth channel to sense. If user 1 also proceeds to sense its
kth channel in its sensing order (i.e., ak) and channel ak

is primary-free, then a collision will happen. Therefore, if
user 2 also selects ak as its kth channel to sense, compared
with the case that user 2 selects another channel, user 1
will lose its reward at channel ak, and user 2 will lose
the chance to obtain rewards via sensing the subsequent
channels in its sensing order. Therefore, the loss of reward
in (6) should be modified to

L(ak) = Uk +
N∑

i=k+1

(
Πi−1

j=k+1

(
1 − θfree

bj

))
θfree

bi
Ui

(8)

and (7) is still used to calculate the reward of user 2
selecting ak as its kth channel to sense.

After ak and bk are selected, they are added into A, B, A,
and B. Then, A = (a1, a2, . . . , ak), B = (b1, b2, . . . , bk), A =
{a1, a2, . . . , ak}, and B = {b1, b2, . . . , bk}.
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C. Round-N Procedure

In the last round, the only element in N \ A is selected as
aN , and the only element in N \ B is selected as bN .

D. Complexity of the Greedy Search Algorithm

From the preceding procedure, it can be seen that the com-
plexity of the greedy search algorithm is linear with the number
of channels. Therefore, the complexity is O(N), which is much
less than the complexity in brute-force search.

V. INCREMENTAL ALGORITHM

It is observed in many scenarios that if we remove the
channel with the smallest primary-free probability from an
optimal sensing-order setting of the two users and keep other
channels’ relative positions in each sensing order unchanged,
the remaining sensing-order setting is still optimal for the
remaining channels. Accordingly, we propose a suboptimal
algorithm, namely, the incremental algorithm, as follows. Here,
“incremental” means that we gradually increase the size of
the set of potential channels until the set size denoted by k
reaches N .

We start with k = 2. The set of potential channels to
be examined is {1, 2}, since θ1 and θ2 are the two largest
primary-free probabilities. By brute-force search, we can find
an optimal sensing-order setting, i.e., A2 = (a1, a2) for user 1
and B2 = (b1, b2) for user 2. Here, the subscript in A2 and B2

means the round index. The computation complexity of this
round is O(22).

In the round with k = 3, from the previous round, we already
know the sensing-order setting with two channels that have the
two largest primary-free probabilities (i.e., channels 1 and 2).
As an example, assume that A2 = (1, 2) for user 1 and B2 =
(2, 1) for user 2. We need to add channel 3 into A2 and B2,
while we keep the relative positions of channels 1 and 2 in A2

and B2 unchanged. After channel 3 is added, the new sensing
orders are A′ and B′ for users 1 and 2, respectively. A′ has
three possible cases, i.e., (3, 1, 2), (1, 3, 2), and (1, 2, 3), while
B′ also has three possible cases, i.e., (3, 2, 1), (2, 3, 1), and
(2, 1, 3). Therefore, we have 32 = 9 possible combinations
of (A′,B′). Among them, the combination with the maximal
average system throughput is selected as (A3,B3). The com-
putational complexity in this round is O(32).

In the round with k ∈ {4, . . . , N}, from the previous round,
we already know the sensing-order setting with k − 1 channels
that have the k − 1 largest primary-free probabilities, which
is denoted by Ak−1 = (a1, a2, . . . , ak−1) for user 1 and by
Bk−1 = (b1, b2, . . . , bk−1) for user 2. Both Ak−1 and Bk−1 are
permutations of (1, 2, . . . , k − 1). We need to add channel k
into Ak−1 and Bk−1, while keeping the relative positions of
existing elements in Ak−1 and Bk−1 unchanged. After channel
k is added, the new sensing orders are A′ and B′ for users 1
and 2, respectively. Either A′ or B′ has k possible cases. Then,
we have k2 possible combinations of (A′,B′). Among them,
the combination with the maximal average system throughput
is selected as (Ak,Bk). The computational complexity in this
round is O(k2).

The aforementioned procedure is repeated until k = N .
Then, AN and BN are the sensing orders of the two users, with
N potential channels.

The computational complexity of the incremental algorithm
is thus O(

∑N
i=2 i2), which is much less than the complexity of

brute-force search.

VI. NUMERICAL RESULTS

To evaluate the performance of the proposed greedy search
and incremental algorithms, we consider N = 7 potential chan-
nels, with each channel sensing time being equal to τ = 0.1.
The primary-free probability of channel i (i.e., θi) is given by
θi = 0.05 · κi, where κi is an integer. We get the numerical
results for the following three tests.

1) Test I: This test includes all the scenarios with κi’s being
even integers, 2 ≤ κ1 ≤ 18, 2 ≤ κ2 ≤ κ1, 2 ≤ κ3 ≤ κ2,
and 0 ≤ κi ≤ κi−1 for i = 4, 5, 6, and 7. Note that, in this
test, all θi’s are within [0, 0.9].

2) Test II: This test includes all the scenarios with 10 ≤ κi ≤
18 and κ1 ≥ κ2 ≥ · · · ≥ κ7. Note that, in this test, all θi’s
are within [0.5, 0.9].

3) Test III: This test includes all the scenarios with 1 ≤ κi ≤
10 and κ1 ≥ κ2 ≥ · · · ≥ κ7. Note that, in this test, all θi’s
are within [0.05, 0.5].

In each scenario of each test, we obtain the maximal average
system throughput through brute-force search (for an optimal
sensing-order setting), which is denoted by Topt, and the av-
erage system throughput of the greedy search and incremen-
tal algorithms, which is denoted by Tgreedy and Tincremental,
respectively. We also obtain the relative difference of the av-
erage system throughput of the greedy search and incremen-
tal algorithms from the maximal average system throughput,
which is defined as (Topt − Tgreedy)/(Topt) and (Topt −
Tincremental)/(Topt), respectively. It is observed that all the
relative difference values in all scenarios are below 5%. Table I
shows the percentage of the relative difference values being in
different intervals and the mean and standard deviation (Std)
of the relative difference values when the contention-resolution
strategy is FAIL_THEN_CONTINUE, FAIL_THEN_QUIT, or
COLLIDE. It can be seen that, with FAIL_THEN_CONTINUE,
the greedy search algorithm is very likely (with probability
93.02% in Test I, 71.62% in Test II, and 63.91% in Test III)
to achieve an optimal solution, while the likelihood is de-
creased with FAIL_THEN_QUIT or COLLIDE. This is because
of the approximation used to estimate the loss of reward in
a contention. On the other hand, the incremental algorithm
with FAIL_THEN_CONTINUE can achieve an optimal solution
with probability 99.64% in Test I, 97.31% in Test II, and
91.79% in Test III. The likelihood is slightly decreased when
FAIL_THEN_QUIT is the contention-resolution strategy. This
is because, in each round of the incremental algorithm, the
relative positions of the channels determined in prior rounds
do not change. Therefore, it is likely that a channel may have
the same sensing position in the two users’ sensing orders.
Thus, a user will fail in the contention and lose the reward
of subsequent sensings if both users simultaneously proceed to
sense the channel and the channel is primary-free. The reward
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TABLE I
PERCENTAGE OF THE RELATIVE DIFFERENCE VALUES AND THE MEAN AND STD

loss determines that the incremental algorithm may not always
be optimal. When COLLIDE is adopted for the incremental
algorithm, the loss of reward is much more severe, and thus, the
incremental algorithm only has a small probability to achieve an
optimal solution. However, since almost all the relative differ-
ence values in all the scenarios are below 1%, the performance
of the incremental algorithm is still promising when COLLIDE
is the contention-resolution strategy.

In summary, generally, both algorithms work very well with
all the three contention-resolution strategies. As a compar-
ison, the greedy search algorithm has much lower compu-
tational complexity. The incremental algorithm can achieve
slightly larger system throughput with FAIL_THEN_CONTINUE
and FAIL_THEN_QUIT, while the greedy search algorithm leads
to better throughput performance with COLLIDE.

VII. IMPACT OF ADAPTIVE MODULATION

If a secondary user knows its channel quality (i.e., SNR)
to its receiver, adaptive modulation can be adopted to utilize
the time-varying feature of the channels. The secondary user
can adapt its transmission rate according to the channel quality.
For channel i, if a user senses it free and the SNR of the user
is SNRi, then the achievable transmission rate of the user is
f(SNRi). Here, f(·) is a nondescending function mapping the
SNR to the transmission rate.

By adaptive modulation, a secondary user can opportunis-
tically select a free channel with good channel quality to
transmit, which is referred to as multichannel diversity. In
multichannel diversity, additional overhead is needed to esti-
mate the channel gain, e.g., small control packets may be sent
between the sender and receiver. Despite the overhead, it is
shown in [25] that multichannel diversity can result in an overall
benefit. In the open literature, multichannel diversity has been
well exploited in cognitive-radio-related research efforts [14]–
[16], [26].

In Section VII-D, a scheme will be given for a secondary user
to estimate its channel SNR to its receiver. With adaptive mod-
ulation, when a user senses a free channel with poor channel
quality, it may skip this channel, with the expectation that it may

have better quality in other channels [16], [26]. To determine
when a user should stop at a channel (i.e., the channel is free
and has a satisfactory SNR), similar to the research in [16] and
[26], an SNR threshold is assigned for the channel. When the
user proceeds to sense the channel, if the channel is free and
the channel SNR is above the threshold, the user will stop at the
channel (i.e., start its contention in the channel); otherwise, the
user will proceed to sense the next channel in its sensing order.
Therefore, the configuration of each user includes a sensing
order and an SNR threshold for each channel in its sensing
order. For user 1, its sensing order is (a1, a2, . . . , aN ) with SNR
thresholds (Γ(1)

a1 ,Γ(1)
a2 , . . . ,Γ(1)

aN ). For user 2, its sensing order is
(b1, b2, . . . , bN ) with SNR thresholds (Γ(2)

b1
,Γ(2)

b2
, . . . ,Γ(2)

bN
).

To find an optimal system configuration, two questions need
to be answered: 1) what is the optimal stopping rule, that is,
how should a user determine the SNR threshold of a channel
in its sensing order? 2) Does the adoption of adaptive modula-
tion affect the optimal sensing-order setting of the two users
(compared with the case without adaptive modulation)? The
two questions are investigated as follows.

A. Stopping Rule

Consider that a user proceeds to sense its kth channel in its
sensing order, e.g., channel i, which is free. If the user has an
SNR value denoted by SNRi, its instantaneous reward at the
channel is ckf(SNRi) times the probability that it will win
the contention (if any) in the channel. Here, ck is given in (1).
The user also has an expected reward if it skips channel i and
proceeds to sense the next channel in its sensing order. It may
seem plausible and intuitive that the user should stop at channel
i if the instantaneous reward of the channel is larger than the
expected reward of skipping the channel. This stopping rule is
referred to as the traditional stopping rule in the following.

Next, we investigate whether the traditional stopping rule is
optimal in a single-user case and a two-user case, respectively.

1) Optimality of the Traditional Stopping Rule in a Single-
User Case: The traditional stopping rule has been used
in single-user multichannel medium access control in the
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literature [16], [26]. Here, we prove the optimality of the
traditional stopping rule in the single-user case.

Consider a (secondary) user with N potential channels.
Channel i is primary-free with probability θi. The probability
density function (pdf) of channel i’s SNR is denoted by hi(γ)
for SNR value γ. The SNR of each channel is independent of
any other channel. The user’s sensing order is (a1, a2, . . . , aN ),
which is a permutation of (1, 2, . . . , N). For channel ai, the
SNR threshold is Γai

. Particularly, for the last channel in the
sensing order, the SNR threshold is zero, i.e., ΓaN

= 0. If
the user proceeds to sense the kth channel in the sensing order,
i.e., ak, the user will transmit at the channel if SNRak

≥ Γak
,

where SNRak
is the instantaneous SNR in channel ak. No recall

is allowed. This means that if the user skips a primary-free
channel, it is not allowed to return to transmit at that channel.

If the user proceeds to sense channel aN , its instanta-
neous reward if channel aN is primary-free is given by waN

=
cNf(SNRaN

). Furthermore, the reward expectation of sens-
ing channel aN is WaN

= θaN
E[waN

], where E[·] denotes
expectation.

When the user proceeds to sense its ith (i ≤ N − 1) channel
in its sensing order, i.e., channel ai, its reward (if the channel is
primary-free) is

wai
=

⎧⎪⎨
⎪⎩

cif(SNRai
), if SNRai

> Γai

(stop at channel ai)
Wai+1 , otherwise (proceed to sense

channel ai+1)

(9)

where Wai+1 (i ≤ N − 1) is the expected reward if the user
proceeds to sense channel ai+1, which is given by

Wai+1 =
{

θai+1E
[
wai+1

]
+
(
1−θai+1

)
Wai+2 , if i<N−1

θai+1E
[
wai+1

]
, if i=N−1.

(10)

From (9) and (10), we can recursively obtain the values of all
Wai

’s, starting from WaN
until Wa1 [16], [26]. Wa1 is the

average throughput of the user with the N potential channels.
Lemma 1: With a specific sensing order (a1, a2, . . . , aN ),

the traditional stopping rule is optimal. This means that the opti-
mal threshold setting (Γa1 ,Γa2 , . . . ,ΓaN

) satisfies cif(Γai
) =

Wai+1 , 1 ≤ i ≤ N − 1 and ΓaN
= 0.

Proof: If the user proceeds to sense its last channel in its
sensing order, i.e., aN , it should transmit if the channel is sensed
to be free. Therefore, ΓaN

= 0.
From (9) and (10), ∀i ≤ N − 1, we have

Wa1 =

⎧⎪⎨
⎪⎩

i∑
l=1

⎡
⎢⎣Πl−1

k=1

⎛
⎜⎝1 − θak

∞∫
Γak

hak
(γ)dγ

⎞
⎟⎠
⎤
⎥⎦ θal

· cl

∞∫
Γal

f(γ)hal
(γ)dγ

⎫⎪⎬
⎪⎭

+

⎡
⎢⎣Πi

k=1

⎛
⎜⎝1 − θak

∞∫
Γak

hak
(γ)dγ

⎞
⎟⎠
⎤
⎥⎦ · Wai+1 . (11)

To achieve the optimal Wa1 value, we should have
(∂Wa1/∂Γai

) = 0. We get
⎡
⎢⎣Πi−1

k=1

⎛
⎜⎝1 − θak

∞∫
Γak

hak
(γ)dγ

⎞
⎟⎠
⎤
⎥⎦

·
[
θai

cif(Γai
)hai

(Γai
) − θai

hai
(Γai

)Wai+1

]
= 0

and furthermore, we have cif(Γai
) = Wai+1 , 1 ≤ i ≤ N − 1.

This completes the proof. �
2) Stopping Rule for a Two-User Case: When two users,

i.e., users 1 and 2, are considered, the traditional stopping rule
may no longer be optimal. We use the following example to
show the difference of the traditional stopping rule from an
optimal stopping rule for a two-user case.

Consider the situation with two channels, i.e., channels 1
and 2, with primary-free probabilities θ1 > 0 and θ2 > 0.
The pdf of user i’s SNR in channel j is h

(i)
j (γ) > 0, for

i, j ∈ {1, 2}, γ ∈ (0,∞). User 1 has sensing order (1, 2) and
associated SNR thresholds (Γ(1)

1 ,Γ(1)
2 ). User 2 has sensing

order (2, 1) and associated SNR thresholds (Γ(2)
2 ,Γ(2)

1 ). If
user 1 proceeds to channel 2 and senses it to be free (which
means that channel 2 is primary-free and user 2 does not
stop at channel 2 in its first sensing), user 1 should transmit
in channel 2 with whatever SNR. Thus, Γ(1)

2 = 0. Similarly,

we have Γ(2)
1 = 0. Therefore, we only need to determine Γ(1)

1

and Γ(2)
2 .

Traditional stopping rule: If user 1 proceeds to sense
channel 2, it can transmit only when channel 2 is primary-free
and user 2 does not stop at channel 2 at its first sensing. Thus,
the reward expectation of user 1 proceeding to sense channel 2
is

W
(1)
2 = θ2 ·

Γ
(2)
2∫

0

h
(2)
2 (γ)dγ · c2

∞∫
0

f(γ)h(1)
2 (γ)dγ (12)

where the second term on the right-hand side is the prob-
ability that user 2 does not stop at channel 2 at its first
sensing. Therefore, according to the traditional stopping rule,
we have

c1f
(
Γ(1)

1

)
= W

(1)
2

= θ2 ·
Γ

(2)
2∫

0

h
(2)
2 (γ)dγ · c2

∞∫
0

f(γ)h(1)
2 (γ)dγ. (13)

Similarly, we have

c1f
(
Γ(2)

2

)
=W

(2)
1

= θ1 ·
Γ

(1)
1∫

0

h
(1)
1 (γ)dγ · c2

∞∫
0

f(γ)h(2)
1 (γ)dγ.

(14)
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Optimal stopping rule: For user 1, its throughput is
given by

W
(1)
1 = θ1c1

∞∫

Γ
(1)
1

f(γ)h(1)
1 (γ)dγ +

⎛
⎜⎜⎝1 − θ1

∞∫

Γ
(1)
1

h
(1)
1 (γ)dγ

⎞
⎟⎟⎠

· θ2 ·
Γ

(2)
2∫

0

h
(2)
2 (γ)dγ · c2

∞∫
0

f(γ)h(1)
2 (γ)dγ.

For user 2, its throughput is given by

W
(2)
2 = θ2c1

∞∫

Γ
(2)
2

f(γ)h(2)
2 (γ)dγ +

⎛
⎜⎜⎝1 − θ2

∞∫

Γ
(2)
2

h
(2)
2 (γ)dγ

⎞
⎟⎟⎠

· θ1 ·
Γ

(1)
1∫

0

h
(1)
1 (γ)dγ · c2

∞∫
0

f(γ)h(2)
1 (γ)dγ.

To achieve the optimal system throughput, we should have

∂
(
W

(1)
1 + W

(2)
2

)

∂Γ(1)
1

= 0

∂
(
W

(1)
1 + W

(2)
2

)

∂Γ(2)
2

= 0.

Then, we get

c1f
(
Γ(1)

1

)
= θ2 ·

Γ
(2)
2∫

0

h
(2)
2 (γ)dγ ·c2

∞∫
0

f(γ)h(1)
2 (γ)dγ

+

⎛
⎜⎜⎝1−θ2

∞∫

Γ
(2)
2

h
(2)
2 (γ)dγ

⎞
⎟⎟⎠c2

∞∫
0

f(γ)h(2)
1 (γ)dγ

c1f
(
Γ(2)

2

)
= θ1 ·

Γ
(1)
1∫

0

h
(1)
1 (γ)dγ ·c2

∞∫
0

f(γ)h(2)
1 (γ)dγ

+

⎛
⎜⎜⎝1−θ1

∞∫

Γ
(1)
1

h
(1)
1 (γ)dγ

⎞
⎟⎟⎠c2

∞∫
0

f(γ)h(1)
2 (γ)dγ

which are apparently different from (13) and (14) for the
traditional stopping rule.

B. Impact of Adaptive Modulation on the Optimal
Sensing-Order Setting

The answer to the question of whether the adoption of
adaptive modulation affects the optimal sensing-order setting
of the two users is essential. This is because if the answer is
“no,” then the derivation of an optimal system configuration
(including the sensing-order setting and the SNR threshold

setting) with adaptive modulation can be divided into two
steps: one step to find an optimal sensing-order setting without
adaptive modulation and the other step to select an optimal
SNR threshold setting when adaptive modulation is adopted.
However, unfortunately, the answer to that question is “yes.”
We use the following example to demonstrate that an optimal
sensing-order setting without adaptive modulation may not be
optimal when adaptive modulation is adopted.

Consider two users, i.e., users 1 and 2, with two channels,
i.e., channels 1 and 2. The primary-free probabilities of the
two channels are θ1 � 0 and θ2 = 0+, respectively. Here, 0+

means an infinitely small positive value. The pdf of the SNR
of each user in each channel is common, which is denoted by
h(γ). FAIL_THEN_QUIT is the contention-resolution strategy.
Therefore, when adaptive modulation is not adopted, the op-
timal sensing-order setting is (1, 2) for user 1 and (2, 1) for
user 2, which is referred to as the DIFF_ORDER setting. When
adaptive modulation is adopted with the sensing-order setting
being the DIFF_ORDER setting, we denote the optimal SNR
threshold setting as (Γ(1)

1 ,Γ(1)
2 ) for user 1 and (Γ(2)

2 ,Γ(2)
1 ) for

user 2. Since channel 2 is primary-free with probability 0+,
either user’s SNR threshold in channel 2 is set to be zero.
Furthermore, when user 2 proceeds to sense channel 1 in its
second sensing, its SNR threshold should be zero because if
user 2 senses channel 1 to be free, channel 1 should be primary-
free, and user 1 should have skipped channel 1 in its first
sensing due to an unsatisfactory SNR. Therefore, the optimal
SNR threshold setting is (Γ(1)

1 , 0) for user 1 and (0, 0) for user 2.
We have the following lemma.

Lemma 2: c1f(Γ(1)
1 ) = c2

∫∞
0 f(γ)h(γ)dγ.

Proof: The system throughput is given by

TDIFF = θ1 · c1

∞∫

Γ
(1)
1

f(γ)h(γ)dγ

+ θ1 ·
Γ

(1)
1∫

0

h(γ)dγ · c2

∞∫
0

f(γ)h(γ)dγ. (15)

On the right-hand side of (15), the first term means that user 1
transmits in channel 1 upon its first sensing if channel 1 is
primary-free and user 1’s SNR in channel 1 is above the
threshold, and the second term means that user 2 transmits in
channel 1 upon its second sensing if channel 1 is primary-free
and user 1 skips channel 1 in its first sensing.

For the optimal SNR threshold setting, we have

dTDIFF

dΓ(1)
1

= 0

which can lead to

c1f
(
Γ(1)

1

)
= c2

∞∫
0

f(γ)h(γ)dγ.

This completes the proof. �
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Lemma 3: The DIFF_ORDER setting is not optimal if
c1

∫∞
Γ

(1)
1

f(γ)h(γ)dγ > c2

∫∞
0 f(γ)h(γ)dγ.

Proof: We consider a new sensing-order setting where
both users 1 and 2 use (1, 2) as the sensing order, which
is referred to as the SAME_ORDER setting. With the
SAME_ORDER setting, we let the SNR threshold setting be
(Γ(1)

1 , 0) for both users, where Γ(1)
1 is user 1’s optimal SNR

threshold in channel 1 with the DIFF_ORDER setting (as given
in Lemma 2).

The system throughput of the SAME_ORDER setting is

TSAME = θ1

⎛
⎜⎜⎝c1

∞∫

Γ
(1)
1

h(γ)dγ

∞∫

Γ
(1)
1

f(γ)h(γ)dγ

+ 2 · c1

Γ
(1)
1∫

0

h(γ)dγ

∞∫

Γ
(1)
1

f(γ)h(γ)dγ

⎞
⎟⎟⎠ . (16)

On the right-hand side of (16), the first term in the bracket
means that both users have an SNR in channel 1 above the
threshold (i.e., one user wins the contention and transmits, and
the other user fails and quits), and the second term means that
one user has an SNR in channel 1 above the threshold (i.e., stops
at channel 1), while the other user has an SNR in channel 1
below the threshold (i.e., skips channel 1 and proceeds to the
next channel). After some mathematical manipulation, we have

TSAME = θ1 · c1

∞∫

Γ
(1)
1

f(γ)h(γ)dγ

+ θ1 · c1

Γ
(1)
1∫

0

h(γ)dγ

∞∫

Γ
(1)
1

f(γ)h(γ)dγ. (17)

From (15) and (17), we have

TSAME − TDIFF = θ1

Γ
(1)
1∫

0

h(γ)dγ

·

⎛
⎜⎜⎝c1

∞∫

Γ
(1)
1

f(γ)h(γ)dγ − c2

∞∫
0

f(γ)h(γ)dγ

⎞
⎟⎟⎠

which means that if c1

∫∞
Γ

(1)
1

f(γ)h(γ)dγ > c2

∫∞
0 f(γ)h(γ)dγ,

we have TSAME > TDIFF (i.e., the DIFF_ORDER setting is not
optimal). This completes the proof. �

Consider the Shannon’s channel capacity as the achievable
transmission rate, i.e., f(γ) = log(1 + γ), and Rayleigh fading
channels, i.e., h(γ) = (1/Γ)e−(γ/Γ) (where Γ = 10 is the aver-
age SNR in a channel as an example). Table II shows the ratio of
c1

∫∞
Γ

(1)
1

f(γ)h(γ)dγ to c2

∫∞
0 f(γ)h(γ)dγ for different values

of channel-sensing time τ . It can be seen that, when τ ≥ 0.15,
we have c1

∫∞
Γ

(1)
1

f(γ)h(γ)dγ > c2

∫∞
0 f(γ)h(γ)dγ, and thus,

TABLE II
RATIO OF c1

∫∞
Γ
(1)
1

f(γ)h(γ)dγ TO c2
∫∞
0

f(γ)h(γ)dγ

the SAME_ORDER setting is the optimal sensing-order
setting.

C. Discussion

In the preceding sections, we have two observations for a
two-user cognitive radio network: 1) When the sensing-order
setting of the two users is fixed, the traditional stopping rule
may not lead to an optimal SNR threshold setting, and 2) the
adoption of adaptive modulation may affect the optimal
sensing-order setting of the two users. These observations
imply that the sensing-order setting and the SNR threshold
setting should be jointly determined from a systematic view-
point to achieve the maximal system throughput. Although, in
this paper, a detailed algorithm to derive the optimal system
configuration with adaptive modulation is not given, the two
observations should be able to pave the way for further research
efforts.

D. Implementation Issues

To achieve adaptive modulation in cognitive radio networks,
two challenges are experienced: the hidden-terminal problem
and the channel-SNR-estimation problem.

i) Hidden-terminal problem: Consider a scenario with a
primary transmitter and its receiver and a secondary trans-
mitter and its receiver. The primary transmitter is active,
and its location is far away from the secondary transmitter
but close to the secondary receiver. Then, the secondary
transmitter may not sense the signal from the primary
transmitter and, thus, transmits its own signal. However,
the secondary receiver cannot successfully receive this
signal due to strong interference from the primary trans-
mitter. This is the well-known hidden-terminal problem.

ii) Channel-SNR-estimation problem: In adaptive modula-
tion, the secondary transmitter needs to know the channel
SNR to its receiver before its information transmission.

To solve the preceding problems, we propose to let the
secondary receiver instead of the secondary transmitter perform
the sensing task. Furthermore, in the time slot structure in
Fig. 1, a probing time with duration Δ is inserted after each
sensing duration τ . It might be difficult to give a specific value
of Δ, since the value should depend on the channel bandwidth,
acquisition technique, modulation scheme, etc. In general, an
appropriate Δ value should ensure that the transmission phase
still occupies a significant portion in a time slot.

At the beginning of each time slot, the secondary re-
ceiver first senses its first channel (in its sensing order) for a
duration of τ .

i) If the channel is sensed to be free, the secondary receiver
transmits a probe in the following probing duration
Δ. The probe is transmitted using spread spectrum
technology. Specifically, each secondary transmitter is
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assigned a unique spreading code. The probe sent from
the secondary receiver is spread by the spreading code of
its secondary transmitter. The secondary transmitter keeps
scanning its own spreading code and can thus successfully
receive the probe. Through the reception of the probe,
the secondary transmitter can estimate the channel SNR
from the secondary receiver to itself. This SNR is also the
estimated channel SNR from the secondary transmitter
to the secondary receiver, as channel reciprocity is
assumed here.

ii) If the channel is sensed to be busy, the secondary receiver
skips the following probing time Δ and then starts to sense
its next channel in its sensing order.

The aforementioned procedure is repeated in the sensing phase
of each slot.

As the sensing task is performed by the secondary re-
ceiver, the hidden-terminal problem does not exist. Further-
more, through the channel probing from the secondary receiver,
the channel SNR can be estimated at the secondary trans-
mitter side.

VIII. CONCLUSION AND FURTHER DISCUSSIONS

In cognitive radio networks, one objective is to achieve the
maximal spectrum efficiency. In this paper, we have demon-
strated our research efforts to achieve the maximal spectrum
efficiency through the selecting of sensing orders in a two-user
cognitive radio network. For the case without adaptive mod-
ulation, low-complexity algorithms have been proposed that
have comparable performance with that of an optimal solution
and particularly have a high probability to reach an optimal
point when a backoff mechanism is used. For the case with
adaptive modulation, our observations imply that the sensing-
order setting and stopping rule should be jointly designed from
a systematic point of view.

Sensing is assumed to be perfect in this paper. In reality,
sensing errors are inevitable. A channel-sensing error is either a
missed detection (i.e., the channel is occupied by primary users,
but the secondary user senses it to be idle) or a false alarm
(i.e., the channel is idle, but the secondary user senses it to be
busy). Let Pm and Pf denote the missed-detection probability
and false-alarm probability, respectively. Then, the probability
that a secondary user senses channel i to be idle is given by
θi(1 − Pf ) + (1 − θi)Pm. If a secondary user senses an idle
channel and transmits in the channel, its probability of suc-
cessful transmission (i.e., not colliding with possible primary
activities) is (θi(1 − Pf ))/(θi(1 − Pf ) + (1 − θi)Pm). Gener-
ally speaking, for the greedy search algorithm, sensing errors
will affect the estimation of channel free probabilities and the
reward calculation, while the basic principle in the algorithm is
still to select the channel with the maximal additional reward to
the system. For the incremental algorithm, the average through-
put calculation in each round will be affected. The detailed
derivations are omitted here due to space limitations.

In this paper, the idle/busy state of a channel in a slot is
independent of its states in other slots. On the other hand, when
the channel idle/busy states are correlated (e.g., modeled by a
two-state Markov chain), the sensing of a channel in a slot has

two gains [9], [27]: a short-term gain, which is the transmission
opportunity if the channel is sensed to be free, and a long-term
gain, which is the updated state information of the channel
(the updated state information can benefit the secondary user
in later sensing selection). Our algorithm can maximize the
short-term gain in a slot. However, an optimal solution needs
to strike a balance between the short-term gain and the long-
term gain. This means that the user may still need to sense
other channels to obtain updated state information (to benefit
later sensing decisions). This is an interesting research topic
that deserves further significant investigation, which is also our
further research direction.

APPENDIX

PRIMARY-FREE PROBABILITY UPDATE PROCEDURE

FOR CHANNEL bl(1 ≤ l ≤ k − 1) WHEN USER 1
IS SELECTING ak

We have four possible situations, which are listed as follows.

1) bl �∈ A: Then, θ∗bl
= θbl

.
2) bl ∈ A, and g(bl,A) < l: Since user 1 should sense chan-

nel bl prior to user 2 and user 1 has not stopped at channel
bl, we have θ∗bl

= 0.
3) bl ∈ A, and g(bl,A) = l (i.e., al = bl): Channel bl has

the same sensing position (i.e., the lth position) with both
users.
a) If either the FAIL_THEN_QUIT or COLLIDE strategy is

adopted as the contention-resolution strategy, appar-
ently, there should be primary activity in channel bl,
because, otherwise, user 1 should have stopped at its
lth sensing. Therefore, θ∗bl

= 0.
b) If FAIL_THEN_CONTINUE is adopted as the contention-

resolution strategy, since user 1 has not stopped at
channel bl, either of the following two events should
happen: 1) There are primary activities in channel
bl, and 2) there is no primary activity in channel bl,
users 1 and 2 both proceed to sense channel bl in their
lth sensing, and user 2 wins. Define y as the scenario
that event 1 happens and x as the scenario that either
event 1 or 2 happens. The updated primary-free prob-
ability θ∗bl

is given by θ∗bl
= 1 − P (y|x), which means

that P (y|x) = 1 − θ∗bl
. Here, P (·) stands for the prob-

ability of an event. We also have P (y) = 1 − θbl
,

P (x|y) = 1, and

P (x) = 1 − θbl
+ θbl

(
Πl−1

j=1

(
1 − θ∗bj

))
· 0.5

where the term Πl−1
j=1(1 − θ∗bj

) means the proba-
bility that user 2 does not stop at its first l − 1
sensings, and the term 0.5 means that user 2 has a
probability of 0.5 to win in the contention with user 1.
Based on Bayesian formula P (y|x)=((P (y)P (x|y))/
(P (x))), we can get

θ∗bl
= θbl

0.5Πl−1
j=1

(
1 − θ∗bj

)

1 − θbl
+ 0.5θbl

Πl−1
j=1

(
1 − θ∗bj

) . (18)
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4) bl ∈ A, and g(bl,A) > l: User 2 should sense channel bl

prior to user 1. Since user 1 has not stopped at channel bl,
either of the following two events should happen:
1) There are primary activities in channel bl, and 2) there
is no primary activity in channel bl, and user 2 proceeds
to sense channel bl and transmits in channel bl. Similarly,
we can get

θ∗bl
= θbl

Πl−1
j=1

(
1 − θ∗bj

)

1 − θbl
+ θbl

Πl−1
j=1

(
1 − θ∗bj

) . (19)
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