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#### Abstract

A special-purpose analog computer made of switched-capacitor circuits is presented for analyzing chaos and bifurcation phenomena in nonlinear discrete dynamical systems modeled by discrete maps $$
x_{n+1}=f\left(x_{n}\right) .
$$


Experimental results are given for four switched-capacitor circuits described by well-known discrete maps; namely, the logistic map, the piecewise-linear unimodal (one-hump) map, the Hénon map, and the Lozi map.

## I. Introduction

Chaos has been widely observed in numerous discrete dynamical systems modeled by a discrete map [1]-[4]

$$
x_{n+1}=f\left(x_{n}\right) .
$$

Such discrete maps occur naturally in many physical (biology, chemistry, engineering, physics, etc.), social, and economical systems. They also arise frequently in the analysis of systems modeled by ordinary differential equations via their Poincaré maps-an indispensable tool in any rigorous study of chaos.

Until recently, discrete maps were simulated using digital computers. Since the objective of such simulation is usually to investigate the system's asymptotic behavior after the initial transients have decayed to zero-henceforth referred to as the steady state in this paper-a large number of numerical iterations must be performed for each given initial condition and system parameters. This is an extremely time-consuming task which severely restricts a detailed bifurcation analysis to at most two parameters; and any for low-order (less than two) discrete maps.

[^0]Our objective in this paper is to present a much more efficient approach for simulating discrete maps using switched-capacitor circuits. Since the simulation of such circuits gives real-time solutions, it is ideally suited for carrying out a comprehensive multi-parameter bifurcation analysis. Such switched-capacitor circuits represent therefore a special-purpose analog computer for simulating chaotic and bifurcation phenomena.

## II. Definitions, Properties, and Examples of Discrete Maps

Consider a real closed interval $I=[a, b]$ and a nonlinear function $f(\cdot)$ which transforms any point $x$ of $/$ into some point $x^{\prime}$ in the same interval

$$
f: I \rightarrow I .
$$

Choose an arbitrary initial point $x_{0}$ in / and iterate it via the algorithm

$$
\begin{equation*}
x_{n+1}=f\left(x_{n}\right), \quad n=0,1,2, \cdots \tag{1}
\end{equation*}
$$

Equation (1) is called a discrete map of the interval $/$. We can generalize this "scalar" discrete map (1) into an mdimensional interval map via the vector equation

$$
\begin{equation*}
x_{n+1}=f\left(x_{n}\right) \tag{2}
\end{equation*}
$$

where $x_{n+1}$ and $x_{n}$ are $m$-dimensional vectors and $f(\cdot)$ is a nonlinear vector function of $x_{n}$. Each component $x_{n}$; of $x_{n}$ assumes values from some closed interval $I_{i}=\left[a_{i}, b_{i}\right]$.

We can interpret (1) and (2) as a dynamical system where $n$ plays the role of the time variable. In spite of their structural simplicity, the dynamics of many simple nonlinear discrete maps is extremely rich and complicated. They can possess stable fixed points ${ }^{1}$, periodic orbits of different periodicity, and "chaotic" regimes. Moreover, all of these behaviors can be observed in a parameter-dependent family of maps over various nonempty parameter ranges.
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Fig. 1. (a) Fixed points of $f(x)$ for $W<0.25$ (curve 1), $0.25<W<0.75$ (curve 2), and $W>0.75$ (curve 3). (b) Corresponding fixed points for $f^{2}(x)=f[f(x)]$. (c) Bifurcation of $f^{2}(x)$ gives rise to two new stable fixed points.

For simplicity, consider first the following standard example of a one-dimensional map; namely, the logistic map:

$$
\begin{equation*}
x_{n+1}=4 W x_{n}\left(1-x_{n}\right)=f\left(x_{n} ; W\right) \tag{3}
\end{equation*}
$$

where $I=[0,1]$ and $W$ is a parameter which varies from 0 to 1. The logistic map is an example of a one-parameter family of discrete maps which transforms (or maps) the interval I into itself.

The map $f(x ; W)$ is shown in Fig. 1(a) for three different values of $W$. Note that for $0<W<0.25$, this map has only one fixed point, located at $x=0$. For $0.25<W<1, f(\cdot)$ has two fixed points, at $x=0$ and $x=(1-0.25 / W)=x^{*}$. The fixed point $x=0$ is stable for $0<W<0.25$, and unstable for $0.25<W<1$. On the other hand, the fixed point $x^{*}$ is stable for $0.25<W<0.75$, and unstable for $0.75<W<$ 1. Hence the $\operatorname{map} f(x ; W)$ has one stable fixed point for $0<W<0.75$, and no stable fixed points for $0.75<W<$ 1.

To illustrate the "stability" of the above fixed points for a particular value of $W$, choose any $x_{0} \neq 0$ and iterate the map repeatedly. After waiting for a time large enough to ensure that any transients have decayed nearly to zero, we plot a point for every subsequent iterated value of $x_{n}$. By repeating this iteration for different values of $W$ from 0 to 1, we obtain Fig. 2(a). Note that there are several subintervals along the $W$ axis, each one corresponding to a different qualitative behavior. The interval between 0 and 0.25 in Fig. 2(a) corresponds to those maps with only one stable fixed point. Curve $1(W<0.25)$ in Fig. 1(a), is an example of such maps. For any initial condition, the solution tends to the
fixed point at $x=0$ and remains there. For curve 2 in Fig. 1 (a), and for any initial value not equal to zero, $x_{n}$ tends to $x_{2}^{*}$ as $n$ increases. Thus $x_{2}^{*}$ is stable. Maps like the one associated with curve 2 give rise to the parabolic segment between 0.25 and 0.75 in Fig. 2(a). Increasing $W$ beyond 0.75 , we observe that both fixed points become unstable and the associated transient behavior near $x_{3}^{*}$ depends on the value of $W$. Let us begin by assuming a value slightly larger than 0.75 in Fig. 2(a). Here, we observe that for any initial point other than zero, $x_{n}$ does not tend to $x_{3}^{*}$, but rather oscillates back and forth following the rectangular pattern defined by $x^{\prime}$ and $x^{\prime \prime}$, as shown in Fig. 1(a). If point $x^{\prime}$ is reached ${ }^{2}$ at $n=i$, we observe that this point is again reached at instants $i+p$ where $p$ is any even integer, and that point $x^{\prime \prime}$ will be reached at those instants where $p$ is an odd integer. Such a periodic pattern is called a stable period-2 orbit. Maps exhibiting a period- 2 orbit give rise to the double-valued region in Fig. 2(a). The transition from the single-valued to the double-valued region in Fig. 2(a) defines a bifurcation point. A geometrical interpretation of this bifurcation is given in Fig. 1(b), where the second iterate of the map, $f^{2}(x) \triangleq f[f(x)]$, is drawn for the same values of $W$ as in Fig. 1(a). Note that the fixed points of both $f(x)$ and $f^{2}(x)$ are identical for $W<0.75$. As $W$ increases beyond 0.75 , the point $x_{3}^{*}$ becomes unstable in both $f(x)$ and $f^{2}(x)$ and two new sta-
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Fig. 2. (a) "Steady-state" iterates of the logistic map as a function of the parameter W. (b) Detailed bifurcation diagram in the vicinity of the period- 2 orbit.
ble fixed points $x^{\prime}$ and $x^{*}$ bifurcate from $x_{3}^{*}$ and appear in $f^{2}(x)$, as shown in Fig. 1(c). Since these new fixed points of $f^{2}(x)$ are stable, any iteration must converge to one of these fixed points. This corresponds to a period-1 orbit of $f^{2}(\cdot)$, or a period-2 orbit of $f(\cdot)$, since one iteration of $f^{2}(\cdot)$ is equivalent to two iterations of $f(\cdot)$.

If we increase $W$ further, we find that $x_{n}$ converges to orbits of periods equal to a successive power of 2, as shown in Fig. 2(a). This phenomenon is called Period Doubling. When we increase $W$ further from 0.75 , we see that the plot bifurcates successively into two, four, eight, $\cdot \cdot$, $2^{n}, \cdots$ branches. Each period-n orbit of $f(\cdot)$ is a period- 1 orbit of $f^{n}(\cdot)$, and will henceforth be called a cycle. Each subinterval in the plot in Fig. 2(a) corresponding to a particular period-n orbit, or cycle, is called a "window." Although the period-doubling phenomenon produces an infinite sequence of "cycles," the "width" of the windows progressively diminishes. In fact, a critical point is reached beyond which there are an infinite number of distinct
cycles, as well as an uncountable number of initial points that give bounded but totally aperiodic trajectories, generally referred to as chaos.

We can define two important quantities associated with Fig. 2(a). Consider an enlargement in the vicinity of the $n$th window, as shown in Fig. 2(b) and define

$$
A_{n}=\frac{D_{n}}{D_{n+1}}
$$

and

$$
\begin{equation*}
B_{n}=\frac{R_{n}-R_{n-1}}{R_{n+1}-R_{n}} \tag{4}
\end{equation*}
$$

where $R_{n}, R_{n-1}, R_{n+1}, D_{n}$, and $D_{n+1}$ are defined in Fig. 2(b).

It has been shown in [9] that both ratios approach two universal constants given, respectively, by

$$
A=2.502907870957 \cdots \quad B=4.6692016091029 \cdots
$$

Within the chaotic region in Fig. 2(a) there exist many small windows corresponding to other periodic orbits, the distinctive feature being that they may correspond to either odd- or even-period orbits. In fact, increasing the parameter beyond a given point, we can find orbits with every integer period. In general, observing the chaotic region is a difficult experimental task, specially if we are interested in the very narrow windows associated with orbits whose period is not a power of two.

Although we have been dealing with the logistic map, the above observations hold for a broad class of one-dimensional maps. Specifically, for those maps where the function $f(\cdot)$ in (1) is a differentiable one-hump (unimodal) function, the same qualitative behavior as the logistic map is observed; namely, the qualitative behavior is essentially independent of the actual form of $f(\cdot)$, it only depends on the value of the parameter. This property is sometimes called "structural universality."

Furthermore, the two quantities $A$ and $B$ obtained above for the logistic map have been found to be "scaling factors" that characterize the onset of chaos through period-doubling for any differentiable unimodal function. This property represents another universal property, sometimes called the "metrical universality."

In contrast to one-dimensional maps, higher dimensional discrete maps can be either conservative (volumepreserving) or dissipative (volume-contracting), invertible or noninvertible. While some results on one-dimensional mappings can be generalized to mappings in $R^{N}$ [3], the latter are usually much richer in their dynamic behavior than the former. For instance, consider the well-known twodimensional Hénon map [25], described by

$$
\begin{align*}
& x_{n+1}=1-A x_{n}^{2}+y_{n}  \tag{5}\\
& y_{n+1}=B x_{n}
\end{align*}
$$

This map (which reduces to a one-dimensional quadratic map for $B=0$ ) reveals many new phenomena quite typical for multidimensional discrete maps. First, the asymptotic behavior of the system depends on the initial point; i.e., different initial points could give rise to different periodic or aperiodic orbits. This behavior cannot occur in one-
dimensional unimodal maps, where at most one stable period-1 orbit can exist. Second, for certain parameters and initial points, the system converges to an attractor with a self-similar internal structure [2]. Third, it has been proved that there exist intersections between the stable and unstable manifolds of the Hénon map. These intersections, called homoclinic points, give rise to extremely complicated dynamics, including chaos [4].

We close this section with a selected collection of discrete maps reported in the literature which exhibit chaotic regimes. In particular, Table 1 contains one-dimensional
discrete maps reported from many different fields (biology, chemistry, economics, engineering, mathematics, physics, etc.). Note that we can partition Table 1 into three sections. The first five maps correspond to those where "linear operators" and "powers" are required. The next seven maps correspond to those requiring the modulus operator and other piecewise-linear functions. Finally, the last map corresponds to more complex nonlinear operators. Similar groupings also apply for Table 2, where some two-dimensional and three-dimensional maps from different disciplines are collected.

Table 1 A Short Catalog of One-Dimensional Discrete Maps


Table 2 A Short Catalog of Two-Dimensional and Three-Dimensional Discrete Maps


## III. Switched-Capacitor (SC) Circuits for Simulating Discrete Maps

## A. Circuit Structure

Fig. 3 shows a simple yet completely general conceptual circuit structure which can be used to synthesize any onedimensional discrete map. Note that the linear blocks con-


Fig. 3. Conceptual feedback loop for synthesizing any onedimensional discrete map.
sist of the sample-and-hold $(\mathrm{S} / \mathrm{H})$ system and the delay system remains unchanged. Only the nonlinear feedback block for $f(\cdot)$ representing the nonlinear function in (1) needs to be tailored to the discrete map, such as those listed in Table 1. Also, note that the value of the signal $x$ at the $n$ th-time interval is transformed into the signal $\hat{x}$. The output signal of the nonlinear block is first sampled and held, and then applied to the input of a delay block whose output is fed back to the input of the nonlinear block. The clock signal fixing the sampling period determines the iteration pace for the nonlinear feedback loop. The dynamics of this conceptual system is therefore described exactly by (1).
Using switched-capacitor techniques, Fig. 4(a) gives an elegant implementation of the different blocks in Fig. 3. We


Fig. 4. (a) SC-integrator nonlinear loop for synthesizing a discrete map. (b) Timing diagram for the switches.
can identify a nonlinear block $g(\cdot)$, an operational amplifier (op-amp), two capacitors, and four analog switches. We assume the switches are controlled by a clock with two nonoverlapping phases whose timing diagram is shown in Fig. 4(b). Here, the switch labeled " $e$ " (respectively, " $o$ ") turns ON in synchronization with the even (respectively, odd) clock phase. Consequently, the capacitor $C_{1}$ charges to a voltage $y_{n}$ during any odd phase, and then delivers all the stored charge to the capacitor $C$ during the next even phase, as a result of the virtual short circuit property of the op-amp. It follows, from the charge conservation principle, that

$$
\begin{equation*}
C\left[x_{n+1}-x_{n}\right]=C_{1} y_{n} \tag{6a}
\end{equation*}
$$

and hence

$$
\begin{equation*}
x_{n+1}=x_{n}+B g\left(x_{n}\right) \tag{6b}
\end{equation*}
$$

which is equivalent to (1) upon choosing

$$
\begin{equation*}
B g\left(x_{n}\right) \triangleq f\left(x_{n}\right)-x_{n} \tag{6c}
\end{equation*}
$$

To improve our flexibility for realizing an arbitrarily prescribed nonlinear function $f(\cdot)$, we propose the alternate circuit shown in Fig. 5, where the diamond-shaped symbol denotes a "charge"-controlled source which delivers to the capacitor $C$ an incremental charge $\Delta Q=C V_{a}$ during each even phase, where $V_{a} \triangleq V+A x_{n}$ is the controlling voltage. The dynamics ${ }^{3}$ of the circuit in Fig. 5 is described by

$$
\begin{equation*}
x_{n+1}=x_{n}(1+A)+B g\left(x_{n}\right)+V \tag{7a}
\end{equation*}
$$

where $A, B$, and $V$ are parameters to be chosen appropriately. Note that (7a) is identical to (1) upon choosing

$$
\begin{equation*}
B g\left(x_{n}\right) \triangleq-(1+A) x_{n}-V+f\left(x_{n}\right) \tag{7b}
\end{equation*}
$$

For example, for the logistic map given in (3) we have $A=4 W-1, B=4 W, V=0$, and $g(x)=-x^{2}$.

In general, a voltage-controlled charge source with a summing controlling node can be efficiently realized by the circuit shown in Fig. 6, where the rightmost element denotes a nullator ${ }^{4}$ [20]. During the odd phase, the $j$ th capacitor is charged to $V_{j}^{+}-V_{j}^{-}(j=1,2, \cdots, m)$. Then, during the next even phase, the capacitors are grounded by the nullator and the total charge

$$
\begin{equation*}
\Delta Q=\sum_{j=1}^{m} \Delta Q_{j}=\sum_{i=1}^{m} A_{j} C\left(V_{i}^{+}-V_{j}^{-}\right) \tag{8}
\end{equation*}
$$

must be injected into the output node. Although a nullator is not available as an isolated physical component, the virtual ground property of the op-amp can be used effectively to provide an equivalent realization. Indeed, in what follows we only need to connect the portion of the circuit of Fig. 6 to the left of the nullator directly to the op-amp via one of the two configurations shown in Fig. 7. Note that the output voltage $V_{o}$ in Fig. 7 at the $n$th time instance is given by

$$
\begin{equation*}
V_{o n}=\sum_{i=1}^{m} A_{j} C\left\{\left(V_{i n-12}^{+}\right)-\left(V_{i n-12}^{-}\right)\right\}+V_{o n-1} \tag{9a}
\end{equation*}
$$
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Fig. 5. Conceptual circuit diagram for synthesizing one-dimensional discrete maps using SC circuits.


Fig. 6. Grounded-output voltage-controlled summing charge source.


Fig. 7. SC circuit realization for the nullator charge-summing node.
for the circuit on the left and by

$$
\begin{equation*}
V_{o_{n}}=\sum_{i=1}^{m} A_{j} C\left\{\left(V_{i n-12}^{+}\right)-\left(V_{i n-12}^{-}\right)\right\} \tag{9b}
\end{equation*}
$$

for the circuit on the right.
As an example illustrating the above general realization approach, Fig. 8 depicts one possible implementation for the logistic map using the circuit structure of Fig. 5.

## B. Circuits for Synthesizing the Nonlinear Operator $f(\cdot)$

Our ability to use the structure in Fig. 5 for realizing any nonlinear discrete map depends on the availability of a general procedure for synthesizing nonlinear functions. This basic synthesis problem has been extensively studied using both continuous-time as well as switched-capacitor circuits [15]-[19], [21]-[23]. The basic approach for synthesizing an arbitrary nonlinear operator $f(\cdot)$ is to first approximate it in


Fig. 8. SC circuit realization of the logistic map using off-the-shelf components.
terms of some basic set of functions [21], [24] which can be easily synthesized via electronic circuits. One such basic set consisting of multiplication, squaring, modulus, and addition operators has been shown to be easily realized using switched-capacitor circuit techniques [14]-[19]. This basic set motivates us to approximate any nonlinear operator via Piecewise Linear functions or Piecewise Polynomial functions. Moreover, many nonlinear maps reported in the literature are described by either piecewise-linear or piece-wise-polynomial functions. Typical examples include the logistic map [8], the Hénon map [25], and the Lozi map [26], [27]. These examples are special cases of the general family of piecewise-linear functions represented by

$$
\begin{equation*}
H_{L}(x)=A x+B+\frac{1}{2} \sum_{j=1}^{N}\left[1+\operatorname{sgn}\left(x-E_{j}\right)\right] M_{j}\left(x-E_{j}\right) \tag{10a}
\end{equation*}
$$

or the general family of piecewise-polynomial functions, represented by

$$
\begin{align*}
H_{P}(x)= & \sum_{k=0}^{3} A_{k} x^{k}+\frac{1}{2} \sum_{j=1}^{N} \\
& \cdot\left[\sum_{k=2}^{3}\left[1+\operatorname{sgn}\left(x-E_{j}\right)\right] M_{k j}\left(x-E_{j}\right)^{k}\right] \tag{10b}
\end{align*}
$$

where

$$
\operatorname{sgn}\left(x-E_{j}\right)=\left\{\begin{align*}
1, & x>E_{j}  \tag{10c}\\
-1, & x \leq E_{j}
\end{align*}\right.
$$

and $A, B, M_{i}, A_{k}, M_{k j}$, and $E_{i}$ are parameters.

Both (10a) and (10b) can be realized using switched-capacitor components. The synthesis of the piecewise-linear function (10a) reduces to a summation of one or more of the following three building blocks:

$$
\begin{align*}
& H=B  \tag{11a}\\
& H=A x  \tag{11b}\\
& H=M(x-E)[1+\operatorname{sgn}(x-E)] \tag{11c}
\end{align*}
$$

The first two building blocks (11a) and (11b) can be realized by simple linear op-amp circuits. The third building block (11c) can be realized via the switched-capacitor circuit shown in Fig. 9(a). Here the switch labeled $S$ closes during the odd phase only in the case where the value of $x$ is greater than $E$; otherwise, it remains open. This implies that the charge transferred to the capacitor $C$ via the virtual ground of the op-amp is threshold-controlled [17], and can be used to realize the nonlinear term in (11c). The variables $V_{1}$ and $V_{2}$ in Fig. 9(a) depend on the sign of $M$. For $M>0$, we choose $V_{1}=E, V_{2}=x$, and the overall characteristic of the circuit is that shown in Fig. 9 (b). On the other hand, if $M<0$, we must choose $V_{1}=x$ and $V_{2}=E$, in order to obtain the characteristics in Fig. 9(c).
The synthesis of the piecewise-polynomial function (10b) reduces to a summation of one or more of the following two building blocks:

$$
\begin{array}{ll}
H=A x^{k}, & k=0,1,2,3 \\
H=M(x-E)^{k}[1+\operatorname{sgn}(x-E)], & k=2,3 .
\end{array}
$$



Fig. 9. (a) An SC basic building block for piecewise-linear functions. (b) Transfer characteristic for $V_{1}=E, V_{2}=x$. (c) Transfer characteristic for $V_{1}=x, V_{2}=E$.

These building blocks can be realized by combining multipliers and threshold switches. For example, (12b) with $k=$ 3 and $M>0$ can be realized by the circuit shown in Fig. 10. Note that the summer associated with the op-amp OA1 is slightly different from the summing circuits presented earlier in Fig. 6. The charge in both capacitors is initialized during the odd phase by fixing the voltage across $C_{1}$ and $C_{2}$ to $E$ and 0 volts, respectively. During the even phase, the voltage across $C_{1}$ is set at $x$ volts, thereby causing a charge proportional to $(x-E)$ to flow out of this capacitor. This charge flows into $C_{2}$ and, as a consequence, a voltage equal to $-(x-E)$ appears at the output of OA1. Notice further the output voltage is obtained during the same phase where the signal $x$ is applied. The summer associated with the opamp OA1 is used therefore to avoid an extra half period delay, which could force us to use a more complex phasing scheme for the clock [15].

## C. Extension to Multidimensional Maps

The circuits and techniques described above can be easily adapted for implementing both two-dimensional and multidimensional maps. Fig. 11 shows the conceptual SC circuit for an $m$-dimensional map. Applying the charge-conservation principle to this circuit we obtain

$$
\begin{equation*}
x_{j_{n+1}}=V_{j}+g_{j}\left(x_{1_{n}}, x_{2_{n}}, \cdots, x_{m_{n}}\right), \quad j=1,2, \cdots, m . \tag{13a}
\end{equation*}
$$

Equation (13a) is equivalent to (2) upon defining

$$
\begin{equation*}
f_{i}(\cdot) \triangleq V_{j}+g_{i}(\cdot) . \tag{13b}
\end{equation*}
$$

The nonlinear multidimensional voltage-controlled charge sources in Fig. 11 can be realized by the same techniques presented in the preceding section. For example, Fig. 12 with $V=1 \mathrm{~V}$ gives a circuit for implementing the Hénon map (5) for $A>0$ and $B>0$.

## IV. Experimental Results

To illustrate the performance of the circuit realization techniques presented in the preceding section, we will present here the experimental results taken from four switchedcapacitor circuits designed for implementing the following four well-known discrete maps; namely, the one-dimensional parabolic map, the one-dimensional piecewise-linear map, the two-dimensional Hénon map, and the twodimensional Lozi map, respectively.

## A. Parabolic Map

The logistic map given in (3) represents the "simplest" example of a parabolic map. It can be realized by the switched-capacitor circuit given in Fig. 8. To adjust the parameter $W$, it is necessary to tune the ratio of the two capacitances $C_{\uparrow}$ and $C_{2}$. To simplify the tuning procedure, electronic tuning via the array of binary-weighted capacitors [13] shown in Fig. 13 can be used. The total capacitance seen across terminals (1)-(2) is given by

$$
\begin{equation*}
C_{T}=C \sum_{i=0}^{N} b_{i} 2^{i} \tag{14}
\end{equation*}
$$

where $b_{i}(i=0,1, \cdots, N)$ denotes a binary digit. We can select a particular value of $C_{T}$ (equivalently, a ratio $C_{T} / C$ ) by


Fig. 10. An SC circuit for realizing a cubic threshold-controlled transfer characteristic.


Fig. 11. Conceptual circuit diagram for synthesizing multidimensional maps using SC circuits.


Fig. 12. An SC circuit realization for the Henon map.
specifying an encoding digital word. Thus a digital word generator can be used to automate the tuning procedure. The additional analog/digital circuitry required in this automatic tuning scheme could be quite costly.

A more economical approach is to realize the parabolic map

$$
\begin{equation*}
x_{n+1}=V-0.5 x_{n}^{2} \tag{15a}
\end{equation*}
$$



Fig. 13. Digitally controlled binary-weighted capacitor.
which is equivalent to the logistic map via the transformation

$$
\begin{equation*}
z_{n+1}=A x_{n+1}+B \tag{15b}
\end{equation*}
$$

where

$$
\begin{equation*}
W=\frac{1}{8} A \quad B=0.5 \quad A=0.25(-1 \pm \sqrt{1+2 V}) / V \tag{15c}
\end{equation*}
$$



Fig. 14. An SC circuit realization for the parabolic map in (15a).

From the parameter tuning point of view, (15a) is much easier than the logistic map because the parameter $V$ in (15a) can be tuned by a voltage source, rather than the ratio of two capacitances. Fig. 14 shows a switched-capacitor circuit implementation of the map (15a) using our technique. Fig. 15(a) shows the graph representing (15a) for three different values of the parameter $V$. The fixed points are located at the intersections of this family of curves with the straight line in Fig. 15(a). The transformation (15a) maps the interval $[-4,4]$ onto itself where the parameter $V$ is restricted between 0 and 4 . For each value of $V$, the map (15a) has two


Fig. 15. (a) Graph of the function defining the map in (15a) for three different values of the parameter $V$. (b) Theoretical bifurcation tree showing the period-doubling route to chaos for the family of maps described by (15a). (c) Measured bifurcation tree by the circuit in Fig. 14


Fig. 16. Experimental results for the parabolic maps in (15a). (a) Spectra for $V=1 \mathrm{~V}$ (stable fixed point). (b) Spectra for $V=2 \mathrm{~V}$ (period-2 orbit). (c) Spectra for $V=2.6 \mathrm{~V}$ (period-4 orbit). (d) Spectra for $V=2.8 \mathrm{~V}$ (period-8 orbit). (e) Spectra for $V=3.6 \mathrm{~V}$ (period-3 orbit).
fixed points located at $x_{1}=-1-\sqrt{1+2 V}$ and at $x_{2}=-1$ $+\sqrt{1+2 V}$. The former is always unstable, while the latter is stable for $V<1.5$. The map (15a) has no stable fixed points for $V>1.5$. Fig. 15(b) shows the steady-state accumulation points (i.e., the asymptotic behavior after the transient has decayed to zero) as a function of $V$ (bifurcation tree). This bifurcation tree is an example of a typical route to chaos via period-doubling. The circuit in Fig. 14 was built using $\mu$ A741 operational amplifiers, MC14066 analog switches, AD53KH analog multipliers, and ceramic capacitors with a 20 -percent tolerance. Fig. 15(c) shows the bifurcation tree measured from this circuit. The period-doubling route to chaos observed from Fig. 15(c) is further confirmed by the series of spectra associated with the signal $x^{e}\left(x^{e} \triangleq 0\right.$ during any odd phase) shown in Fig. 16(a)-(d). Here, the parameter $V$ is chosen so that the spectra in Fig. 16(a)-(d) correspond to a stable fixed point (Fig. 16(a)), a period-2 orbit (Fig. 16(b)), a period-4 orbit (Fig. 16(c)), and a period-8 orbit (Fig. 16(d)). In addition, existence of a period-3 window in Fig. 14(a) is confirmed by the corresponding spectra shown in Fig. 16(e).

## B. Piecewise-Linear Map

Consider next the piecewise-linear map

$$
\begin{equation*}
x_{n+1}=V-\left(\left|x_{n}\right|-0.4\right)\left[1+\operatorname{sgn}\left(\left|x_{n}\right|-0.4\right)\right] \tag{16}
\end{equation*}
$$

where $x \in[-4,4]$ for $0 \leq V \leq 4$.

Fig. 17(a) shows the graph of (16) for three different values of $V$. The bifurcation tree for this family of maps is shown in Fig. 17(b). Note that unlike the logistic map where the period-3 window is extremely narrow and difficult to observe, here the period- 3 window is rather wide, namely, $2<V<2.8$.

Fig. 18 shows a switched-capacitor circuit implementation ${ }^{5}$ of the family of maps defined by (16). This circuit was built using off-the-shelf components similar to those used in the logistic map, and a $\mu \mathrm{A} 709$ analog comparator. Fig. 19(a) shows an oscillogram of the resulting experimental bifurcation diagram. More details of this diagram which shows a period- 3 window and a period-5 window are given in Fig. 19. Their agreement with that predicted by Fig. 17(b) is indeed excellent. Fig. 20(a)-(g) shows nine periodic signals measured from this circuit as $V$ increases from 0 to 4 . Here, the output signal $x^{e}(t)$ appears in the upper trace. The lower trace is the clock signal which remains fixed in all measurements. Note that the nine output signals have a

[^4]
(a)

(b)

Fig. 17. (a) Graph of the function for the map in (16) for three different values of $V$. (b) Bifurcation tree for this family of maps.


Fig. 18. An SC circuit realization for the piecewise-linear map in (16).


Fig. 19. (a) Experimental bifurcation diagram for the circuit of Fig. 18. (b) An enlarged view of the same diagram showing odd-period windows.


Fig. 20. Different periodic signals obtained from the circuit of Fig. 18 as the parameter $V$ increases from 0 V . In all of the oscillograms, the lower trace is the clock signal. (a) $V=1.3 \mathrm{~V}$ (period 2). (b) $V=1.6 \mathrm{~V}$ (period 4). (c) $V=1.66 \mathrm{~V}$ (period 6). (d) $V=1.86 \mathrm{~V}$ (period 5). (e) $V=2.24 \vee$ (period 3). (f) $V=3.62 \vee$ (period 5). (g) $\vee=3.86 \vee$ (period 7 ).
period (relative to the clock signal) equal to $2,4,6,5,3,5$, and 7, respectively. Finally, Fig. 21(a)-(c) shows the frequency spectra for three cases where the measured output signal has an odd periodicity; namely, 3,5 , and 7.

## C. Hénon Map

Consider next the two-dimensional map

$$
\begin{align*}
& x_{n+1}=V-K x_{n}^{2}+y_{n} \\
& y_{n+1}=K^{\prime} x_{n} \tag{17a}
\end{align*}
$$

which is equivalent to the Hénon map defined in (5) via the transformation

$$
\begin{align*}
& x_{n+1}=V z_{n+1} \\
& y_{n+1}=V w_{n+1} \tag{17b}
\end{align*}
$$

and assuming $K^{\prime}=B$ and $K=A V$.
The advantage of using (17a) over the equivalent Hénon map is that we can use a voltage source, $V$, as a controlling parameter. For convenience, both $K$ and $K^{\prime}$ are assumed to be equal to 0.5. In Fig. 22(a) we show a computer-generated


Fig. 21. Frequency spectra for some odd-period output signals for the circuit of Fig. 18. (a) $V=2.24 \vee$ (period 3). (b) $V=1.86 \vee$ (period 5). (c) $V=3.86 \vee$ (period 7 ).


Fig. 22. Computer simulations of the map described by (17a). (a) Detail of the bifurcation tree for the variable $x$. (b) The strange attractor.
bifurcation tree for the variable $x$ as $V$ varies from 1.6 to 2.2 $V$. A two-dimensional plot showing a strange attractor obtained with $V=2.14 \mathrm{~V}$ is shown in Fig. 22(b).

We have carried out many experimental measurements associated with (17a) using the circuit structure of Fig. 12. Fig. 23(a) shows an oscillogram corresponding to the attractor for the actual circuit with $V=2.16 \mathrm{~V}$. Additional oscillograms corresponding to other values of $V$ are shown in

Fig. 23(b)-(f). Note that the attractor in Fig. 23(a) bifurcates into several isolated islets as the parameter $V$ is reduced slowly from 2.16 V . The theoretical and experimental results are found to be in a good agreement (the largest error in the parameter value was found to be 2 percent). It is interesting to note that due to component tolerances, the physical circuit in Fig. 12 cannot be exactly modeled by (17b). Nevertheless, the fact that the chaotic attractor measured


Fig. 23. Oscilloscope pictures showing several interesting attractors displayed by the circuit in Fig. 12. (a) $V=2.16 \mathrm{~V}$ (the experimental attractor). (b) $V=2.05 \vee$ ( 8 islets). (c) $V=$ 2 V (2 islets). (d) $V=1.91 \mathrm{~V}$ ( 4 islets). (e) $V=1.76 \mathrm{~V}$ (period 4). (f) $V=1.48 \mathrm{~V}$ (period 2).


Fig. 24. (a) Computer simulation of the strange attractor for the map described by (18). (b) Oscilloscope picture showing the actual attractor displayed by the circuit in Fig. 25.
from this circuit is remarkably similar to the theoretically calculated Hénon's attractor shows the robustness of our circuit model.

## D. Lozi Map

For our final example, consider the scaled version of the well-known two-dimensional piecewise-linear lozi map
[26], [27] given by

$$
\begin{align*}
& x_{n+1}=3+y_{n}-A\left|x_{n}\right| \\
& y_{n+1}=B x_{n} . \tag{18}
\end{align*}
$$

A computer-generated attractor for (18) with $A=1.8$ and $B=0.25$ is shown in Fig. 24(a). A switched-capacitor circuit realization of this two-dimensional map is shown in Fig. 25.


Fig. 25. SC circuit realization for the map in (18).

The corresponding attractor measured from this circuit is shown in Fig. 24(b). Again, note the excellent agreement between the theoretical and experimental results shown in Fig. 24(a) and (b), respectively.
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(a)
(c)

(b)
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Fig. 16. Experimental results for the parabolic maps in (15a). (a) Spectra for $V=1 \mathrm{~V}$ (stable fixed point). (b) Spectra for $V=2 \mathrm{~V}$ (period-2 orbit). (c) Spectra for $V=2.6 \mathrm{~V}$ (period-4 orbit).
(d) Spectra for $V=2.8 \mathrm{~V}$ (period-8 orbit). (e) Spectra for $V=3.6 \mathrm{~V}$ (period-3 orbit).

(a)

(b)

Fig. 19. (a) Experimental bifurcation diagram for the circuit of Fig. 18. (b) An enlarged view
of the same diagram showing odd-period windows.


Fig. 20. Different periodic signals obtained from the circuit of Fig. 18 as the parameter $V$ increases from 0 V . In all of the oscillograms, the lower trace is the clock signal. (a) $V=1.3 \mathrm{~V}$ (period 2). (b) $V=1.6 \mathrm{~V}$ (period 4). (c) $V=1.66 \mathrm{~V}$ (period 6). (d) $V=1.86 \mathrm{~V}$ (period 5). (e) $V=2.24 \mathrm{~V}$ (period 3). (f) $V=3.62 \mathrm{~V}$ (period 5). (g) $V=3.86 \mathrm{~V}$ (period 7).

(a)

(b)

(c)

Fig. 21. Frequency spectra for some odd-period output signals for the circuit of Fig. 18.
(a) $V=2.24 \mathrm{~V}$ (period 3). (b) $V=1.86 \mathrm{~V}$ (period 5). (c) $V=3.86 \mathrm{~V}$ (period 7).
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Fig. 23. Oscilloscope pictures showing several interesting attractors displayed by the circuit in Fig. 12. (a) $V=2.16 \mathrm{~V}$ (the experimental attractor). (b) $V=2.05 \mathrm{~V}$ ( 8 islets). (c) $V=$ 2 V (2 islets). (d) $V=1.91 \mathrm{~V}$ ( 4 islets). (e) $V=1.76 \mathrm{~V}$ (period 4). (f) $V=1.48 \mathrm{~V}$ (period 2).

(a)

(b)

Fig. 24. (a) Computer simulation of the strange attractor for the map described by (18).
(b) Oscilloscope picture showing the actual attractor displayed by the circuit in Fig. 25.
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[^1]:    ${ }^{1}$ A point $x^{*}$ is called a fixed point of the map $f$ iff $x^{*}=f\left(x^{*}\right)$.

[^2]:    ${ }^{2}$ To be precise, $x^{\prime}$ is reached only after an infinite number of iterations. In practice, however, the convergence is extremely fast so that it takes only a finite number of iterations using a computer with a finite word length.

[^3]:    ${ }^{3}$ Capacitor $C_{1}$ charges to a voltage $g\left(x_{n}\right)$ during any odd phase, then delivering all the stored charge during the next even phase. Thus the total amount of charge delivered to the capacitor Cduring the even phase is $\Delta Q_{T}=C\left[V+A x_{n}+B g\left(x_{n}\right)\right]$.
    ${ }^{4}$ Here, it is used for modeling the input port of an op-amp.

[^4]:    ${ }^{5}$ Note that the input of the nonlinear block is sampled during the even phase, thereby making it unnecessary to hold the signal $x$ during the odd phases. This allows us to simplify the circuit by eliminating the switches $S_{1}, S_{2}$, and the associated capacitor, and substituting them by an odd analog switch shunted across the feedback capacitor of the amplifier OA2.

