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Abstract

This paper deals with some properties of α-matrices, which are sub-
classes of invertible H-matrices. In particular, new characterizations of
α1 and of α2-matrices are given. Considering these characterizations
some algebraic properties of these matrices such as the subdirect sum
and the Hadamard product are studied.

1 Introduction

In this paper we give characterizations of subclasses of H-matrices which
are being studied by different authors, see [7], [6], [16], [5]. In particular
we deal with α1 and with α2-matrices. H-matrices may appear in many
practical applications, e.g., in the numerical solution of Euler equations in
fluid dynamics [8], in nonlinear boundary problems and in the Lyapounov
stability analysis for large scale evolution systems; see [15] and the references
therein. They were introduced by Ostrowsky in [14] as a generalization of
M -Matrices. H-matrices are called this way in homage to Hadamard, while
M -matrices homage to Minkowsky [16]. We recall that a nonsingular matrix
A having all non-positive off-diagonal entries is called an M -matrix if the

∗This version dated 22-9- 2008.
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inverse is (entry-wise) nonnegative, i.e., A−1 ≥ O; see, e.g., [1] for more
characterizations. For any matrix A = [aij ] ∈ C

n×n, its comparison matrix
〈A〉 = (αij) can be defined by

αii = |aii|, αij = −|aij |, i �= j.

A matrix A is said to be an H-matrix if 〈A〉 is a nonsingular M -matrix. In
particular, A is an H-matrix if and only if it is (strictly) generalized (row)
diagonally dominant, i.e.,

|aii|wi >
∑
i�=j

|aij |wj , i = 1, . . . , n,

for some positive vector w = (w1, . . . , wn)T . This is equivalent to say
that A is an H-matrix if and only if there exists a positive diagonal ma-
trix W = diag(w1, w2, . . . , wn) such that AW is a strictly (row) diagonally
dominant (SDD) matrix. Some attempts have made to give practical char-
acterizations of H-matrices (see, e.g., [12], [10], [15], [11], [6]) mainly based
on finding suitable scaling matrices W . Another approach to the problem
of finding classes of H-matrices resides in describing subclasses which are
easily characterizable. According to this approach, some new subclasses of
H-matrices were recently introduced in [5]. In this paper we focus on the
subclass of α-matrices, and we give characterizations for the subclasses called
α1-matrices and α2-matrices, which are defined below. Recently a new gen-
eralized subclass of α-matrices has been introduced in [5]. All of these classes
contain the subclass of SDD matrices, as shown in figure 1. Properties re-
lated with the Schur complement of these matrices can be found in [13].
Note that all H-matrices considered here belong to the invertible class of
H-matrices, i.e., their comparison matrix is an invertible M -matrix, which
is one of the three classes introduced in [2].

In this paper, we will also consider the concept of subdirect sum. This
concept contains the usual sum of matrices as a particular case, and it has
been studied in [9], [3], [4] and [17] for different kind of matrices.

The paper is structured as follows. First, we give the definitions of α1,
α2. In section 2, we give a characterization of α1-matrices followed by some
remarks. In section 3, we extend this characterization to α2-matrices. In
section 4, these new characterizations of α1 and α2-matrices are used for
studying some algebraic properties as subdirect sums and Hadamard prod-
ucts of those matrices. We end this work in section 5 with some comments
about the results so far presented.
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Figure 1: Some subclasses of H-matrices

We recall some definitions, see [5], [7], [16]. Throughtout the paper we
deal with square matrices of order greater or equal to two and with nonempty
subsets S of N := {1, 2, . . . , n}.
Definition 1. Given a matrix A = [aij ] ∈ C

n×n, n ≥ 2, and a nonempty
subset S of N , let us define the ith deleted absolute row sum as

ri(A) =
n∑

j �=i, j=1

|aij |, for all i = 1, 2, . . . , n,

and the ith deleted absolute row sum over the indices of S ⊆ N as

rS
i (A) =

∑
j �=i, j∈S

|aij |, for all i ∈ N.

Given any nonempty set of indices S ⊆ N we denote its complement
in N as S̄ := N\S. Note that for any A = [aij ] ∈ C

n×n we have that
ri(A) = rS

i (A) + rS̄
i (A).

We are interested in α1 and α2-matrices. It is well known that α-matrices
are nonsingular H-matrices; see [5], which are the invertible class of H-
matrices given in [2].

2 Characterization of α1-matrices

We first recall the definition of α1-matrices from [5].

3



Definition 2. A matrix A = [aij ] ∈ C
n×n, n ≥ 2, is called an α1 matrix if

there exists α ∈ [0, 1], such that

|aii| > αri(A) + (1 − α)ri(AT ), for all i ∈ N = {1, 2, . . . , n}. (1)

Note that the above condition can be rewritten as

|aii| > α(ri(A) − ri(AT )) + ri(AT ), for all i ∈ N.

According to this definition it is obvious that A can be an α1-matrix for
different values of the parameter α.

Note that if ri(A) = ri(AT ), then, for the index i the relation (1) is
|aii| > ri(AT ) = ri(A). In general, two more cases can occur: ri(A) > ri(AT )
or ri(A) < ri(AT ). Then, let us define the corresponding sets of indices.

Definition 3. Given A = [aij ] ∈ C
n×n, let us define the sets of indices

L(A), H(A) and C(A) in the following way

L(A) = {i ∈ N : ri(A) − ri(AT ) > 0}
H(A) = {i ∈ N : ri(A) − ri(AT ) < 0}
C(A) = {i ∈ N : ri(A) − ri(AT ) = 0}.

For any matrix A = [aij] ∈ C
n×n, and each i ∈ N , such that i /∈ C(A),

we define the quantity

φi(A) =
|aii| − ri(AT )
ri(A) − ri(AT )

∈ R (2)

and now, using the quantity φi(A), we shall define the set of feasible values of
a parameter α in order to obtain α1-matrices. First, let us see the following
example.

Example 1. Given the matrix

A =




1 0 0.1 0.3
0.9 1.6 0.2 0.2
0.4 0.8 1.8 0
0.9 0 0.6 1.3


 ,

we have that φ1(A) = 2
3 , φ2(A) = 1.6, φ3(A) = 3.0 and φ4(A) = 0.8. It is

easy to see that A is an α1-matrix for any α ∈]φ1(A), φ4(A)[=]2/3, 0.8[.

Note that the interval, of the above example, in which the parameter α
can take values is a subset of the interval [0, 1] considered in Definition 2. In
order to fix that interval, we give the following definition.
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Definition 4. Given A = [aij ] ∈ C
n×n, let us define the set U(A) as follows

U(A) = ] −∞, min
i∈L(A)

φi(A)[
⋂

] max
i∈H(A)

φi(A), +∞[, (3)

where by convention we take

min
i∈L(A)

φi(A) = +∞ if L(A) = ∅, and max
i∈H(A)

φi(A) = −∞ if H(A) = ∅.

Bearing in mind this set, we characterize the class of α1-matrices.

Theorem 1. Let A = [aij ] ∈ C
n×n. Then A is an α1-matrix if and only if

the following conditions hold

(i) U(A) ∩ [ 0, 1 ] �= ∅,
(ii) |aii| > ri(A), for all i ∈ C(A).

Proof: First, let us assume that A is an α1-matrix. Consider i ∈ L(A).
From equation (2) we have

|aii| = φi(A)(ri(A) − ri(AT )) + ri(AT ), (4)

where ri(A)−ri(AT ) > 0. Since A is an α1-matrix, there exists α ∈ [0, 1]
such that

|aii| > α(ri(A) − ri(AT )) + ri(AT ), for all i ∈ N. (5)

Therefore, from (4) and (5), we conclude that φi(A) > α for all i ∈ L(A)
and thus we have

min
i∈L(A)

φi(A) > α. (6)

In an analogous way, it is easy to show that

α > max
i∈H(A)

φi(A). (7)

Note that (6) and (7) still hold if L(A) or H(A) are empty sets. Then,

max
i∈H(A)

φi(A) < α < min
i∈L(A)

φi(A), (8)

By definition 4, we have

U(A) =] max
i∈H(A)

φi(A), min
i∈L(A)

φi(A)[, (9)
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and therefore, we conclude that α ∈ U(A) ∩ [ 0, 1 ].
If i ∈ C(A) then ri(A) = ri(AT ) and since A is an α1-matrix, the condi-

tion (ii) follows.
Conversely, assume that the conditions (i) and (ii) hold. From expresion

(3), we have U(A) =] max
i∈H(A)

φi(A), min
i∈L(A)

φi(A)[.

Let us now show that A is an α1-matrix. More precisely, let us prove
that (1) holds for each i ∈ N and for some α ∈ U(A) ∩ [ 0, 1 ], which is not
empty by the first condition (i). If i ∈ L(A), from the equation (2), we have

|aii| = φi(A)(ri(A) − ri(AT )) + ri(AT ).

Since α < min
i∈L(A)

φi(A), we obtain

|aii| > α(ri(A) − ri(AT )) + ri(AT ). (10)

Therefore the expresion (10) holds for all α < min
i∈L(A)

φi(A). In analogous

way we have that if i ∈ H(A), then, we have

|aii| > α(ri(A) − ri(AT )) + ri(AT ), (11)

for all α > φi(A), and therefore the expresion (11) holds for all α > max
i∈H(A)

φi(A).

If i ∈ C(A), we have, by the condition (ii), that |aii| > ri(AT ). So, A is an
α1-matrix for all α ∈ U(A) ∩ [0, 1], which is nonempty by the condition (i).
�

Note that the proof of Theorem 1 yields the interval where the parameter
α can belong when we are dealing with α1-matrices. Then we can establish
the following corollary.

Corollary 1. Let A = [aij ] ∈ C
n×n be an α1-matrix, for some parameter α.

Then α ∈ U(A) ∩ [0, 1], where U(A) is given by the equation (9).

Note that, in general, the set U(A) and the interval [0, 1] may not be
intersected. This opens the possibility to define a new class of α-matrices:
those matrices A ∈ C

n×n such that

|aii| > αri(A) + (1 − α)ri(AT ),

with α ∈ U(A). Unfortunately, this class is not a subclass of H-matrices, as
the following example shows.
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Example 2. Given the matrix

A =




4.7 0.8 0.8 0.8
0.9 0.7 0 0.5
0.4 0.2 1.9 0.7
0.4 0.7 0.3 0.1


 ,

we have U(A) =]φ2(A), φ3(A)[=]10/3, 4.0[. Since U(A) ∩ [0, 1] = ∅, by The-
orem 1, A is not an α1-matrix. Moreover, a simple computation shows that
〈A〉−1 is not a nonnegative matrix. Therefore A is not an H-matrix.

3 Characterization of α2-matrices

We recall the definition of α2-matrices from [5].

Definition 5. A matrix A = [aij ] ∈ C
n×n, n ≥ 2, is said to be an α2-matrix

if there exists α ∈ [0, 1], such that

|aii| > ri(A)α · ri(AT )1−α,

for all i ∈ N .

To characterize this subclass of H-matrices of type I, we can use a similar
construction as in the case of α1-matrices. In fact, due to the monotonicity
of the log function, we can use the sets L(A), C(A) and H(A) given by
Definition 3.

Given any matrix A = [aij ] ∈ C
n×n, for each i ∈ N such that i �∈ C(A),

we define the quantity

φi(A) =
log |aii| − log ri(AT )
log ri(A) − log ri(AT )

∈ R, (12)

and, similarly to Definition 4, we define the set U(A).

Definition 6. Given A = [aij ] ∈ C
n×n, let us define the set

U(A) = ] −∞, min
i∈L(A)

φi(A)[
⋂

] max
i∈H(A)

φi(A), +∞[, (13)

where, by convention,

min
i∈L(A)

φi(A) = +∞ if L(A) = ∅ and max
i∈H(A)

φi(A) = −∞ if H(A) = ∅.
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The following result characterizes the α2-matrices. The proof is analo-
gous to that of the Theorem 1, just working with U(A) and φi(A) instead of
U(A) and φi(A), respectively.

Theorem 2. Let A = [aij ] ∈ C
n×n. Then A is an α2-matrix if and only if

the following conditions hold

(i) U(A) ∩ [ 0, 1 ] �= ∅,
(ii) |aii| > ri(A), for all i ∈ C(A).

Note that in the proof of Theorem 2 we obtain that the set U(A) is given
by

U(A) =] max
i∈H(A)

φi(A), min
i∈L(A)

φi(A)[. (14)

The following example illustrates the characterization of α2-matrices.

Example 3. Given the matrix A from Example 1, we have H(A) = {1},
L(A) = {2, 3, 4} and max

i∈H(A)
φi(A) = φ1(A) ≈ 0.46, and min

i∈L(A)
φi(A) =

φ4(A) ≈ 0.87. Therefore, U(A) ∩ [0, 1] ≈]0.46, 0.87[. In accordance with
Theorem 2, matrix A is an α2-matrix for α ∈ U(A) ∩ [0, 1].

Again, we have the interval in which the parameter α takes the values
when the matrix is an α2-matrix. More precisely, we have the following
result.

Corollary 2. Let A = [aij ] ∈ C
n×n be an α2-matrix, for some parameter α.

Then α ∈ U(A) ∩ [0, 1], where U(A) is given by the equation (14).

Remark 1. Since α1-matrices form a subclass of α2-matrices, for any α1-
matrix A = [aij ] ∈ C

n×n, then it is clear that U(A) ∩ U(A) = U(A). Notice
this inclusion in Examples 1 and 3.

4 Algebraic properties of α1 and α2-matrices

In this section we study some algebraic properties of α1 and α2 matrices
using the characterizations given in section 3. More precisely, we study
the sum, in particular the subdirect sum of two matrices of the same class,
the Hadamard product of two matrices of the same class and some other
properties.
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4.1 Subdirect sums

Let us recall some definitions and notation about the subdirect sum of two
matrices. Let A and B be two square matrices of order n1 and n2, respec-
tively, and let k be an integer such that 1 ≤ k ≤ min(n1, n2). Let A and B
be partitioned into 2 × 2 blocks as follows:

A =
[

A11 A12

A21 A22

]
, B =

[
B11 B12

B21 B22

]
, (15)

where A22 and B11 are square matrices of order k. According with [9], the
following square matrix of order n = n1 + n2 − k

C =


 A11 A12 O

A21 A22 + B11 B12

O B21 B22


 (16)

is called the k-subdirect sum of A and B, and denoted by C = A ⊕k B.
It is easy to express each element of C in terms of those of A and B. To

that end, let us define the following set of indices

S1 = {1, 2, . . . , n1 − k},
S2 = {n1 − k + 1, n1 − k + 2, . . . , n1},
S3 = {n1 + 1, n1 + 2, . . . , n}.

(17)

Denoting C = [cij ] and setting t = n1 − k, we can write

cij =




aij i ∈ S1, j ∈ S1 ∪ S2

0 i ∈ S1, j ∈ S3

aij i ∈ S2, j ∈ S1

aij + bi−t,j−t i ∈ S2, j ∈ S2

bi−t,j−t i ∈ S2, j ∈ S3

0 i ∈ S3, j ∈ S1

bi−t,j−t i ∈ S3, j ∈ S2 ∪ S3,

(18)

Note that S1 ∪ S2 ∪ S3 = {1, 2, . . . , n} and n = t + n2.

Note that when both matrices A and B are of the same size n and taking
k = n the k-subdirect sum becomes the standard sum of two matrices.

Now we give sufficient conditions so that the subdirect sum of two α1-
matrices remains in the class.

Theorem 3. Let A and B be α1-matrices of order n1 and n2, respectively.
Let k be an integer such that 1 ≤ k ≤ min(n1, n2). Let A and B be partitioned
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C =




a11 · · · a1p · · · a1,n1 · · · 0
...

...
...

...
ap,1 · · · ap,p + b1,1 · · · ap,n1 + b1,n1−t · · · b1,n−t
...

...
...

...
an1,1 · · · an1,p + bn1−t,1 · · · an1,n1 + bn1−t,n1−t · · · bn1−t,n−t

...
...

...
...

0 · · · bn−t,1 · · · bn−t,n1−t · · · bn−t,n−t




S1 S2 S3

S1

S2

S3

Figure 2: Sets for the subdirect sum C = A ⊕k B, with t = n1 − k and
p = t + 1

as in (15) and let U(A) and U(B) be given by Definition 4. If U(A)∩U(B) �=
∅ and all diagonal entries of A22 and B11 are positive (or all negative), then
the k-subdirect sum C = A⊕k B is an α1-matrix for all α ∈ U(A)∩U(B)∩
[0, 1].

Proof We want to show that

|cii| > αri(C) + (1 − α)ri(CT ) (19)

for all i ∈ S1 ∪ S2 ∪ S3 (see equation (18) and figure 2) and for α ∈ U(A) ∩
U(B) ∩ [0, 1]. When i ∈ S1 we have from (18) that cii = aii and since A is
an α1-matrix we obtain, for all α ∈ U(A) ∩ [0, 1]:

|cii| = |aii| > αrS1∪S2
i (A) + (1 − α)rS1∪S2

i (AT ) = αri(C) + (1 − α)ri(CT ),
(20)

where we have used that ri(C) = rS1∪S2
i (A) and ri(CT ) = rS1∪S2

i (AT ) when
i ∈ S1. It is obvious that (20) still holds for all α ∈ U(A) ∩ U(B) ∩ [0, 1] ⊆
U(A) ∩ [0, 1]. In a similar way, when i ∈ S3 we have from (18) that cii =
bi−t,i−t and since B is an α1-matrix we get, for all α ∈ U(B) ∩ [0, 1]:

|cii| = |bi−t,i−t| > αrS2∪S3
i−t (B)+(1−α)rS2∪S3

i−t (BT ) = αri(C)+(1−α)ri(CT ),
(21)

where we have used that ri(C) = rS2∪S3
i (B) and ri(CT ) = rS2∪S3

i (BT ) when
i ∈ S3. It is obvious that (21) still holds for all α ∈ U(A) ∩ U(B) ∩ [0, 1] ⊆
U(B) ∩ [0, 1].
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Finally we have to deal with the case i ∈ S2. We first note that since
all diagonal entries of A22 and B11 are positive (or all negative) we have
|cii| = |aii + bi−t,i−t| = |aii| + |bi−t,i−t|, ∀i ∈ S2, with t = n1 − k; see figure
2. We analyze the following subcases

(a) i ∈ L(A) ∪H(A), i − t ∈ L(B) ∪H(B).

(b) i ∈ C(A), i − t ∈ L(B) ∪H(B).

(c) i ∈ L(A) ∪H(A), i − t ∈ C(B).

(d) i ∈ C(A), i − t ∈ C(B).

In the subcase (a) we have, for all α ∈ U(A) ∩ U(B):

|cii| = |ai,i + bi−t,i−t| = |ai,i| + |bi−t,i−t|
> αrS1∪S2

i (A) + (1 − α)rS1∪S2
i (AT ) + αrS2∪S3

i−t (B) + (1 − α)rS2∪S3
i−t (BT )

= α(rS1∪S2
i (A) + rS2∪S3

i−t (B)) + (1 − α)(rS1∪S2
i (AT ) + rS2∪S3

i−t (BT ))

≥ αri(C) + (1 − α)ri(CT ) (22)

where we have used the triangle inequality, i.e., rS1∪S2
i (A) + rS2∪S3

i−t (B) ≥
ri(C), and the same for the corresponding term with AT , BT and CT . It is
clear that equation (22) still holds for α ∈ U(A)∩U(B)∩[0, 1] ⊆ U(A)∩U(B).

In the subcase (b) we have, for all α ∈ U(A) ∩ U(B):

|cii| = |ai,i + bi−t,i−t| = |ai,i| + |bi−t,i−t|
> rS1∪S2

i (AT ) + αrS2∪S3
i−t (B) + (1 − α)rS2∪S3

i−t (BT )

= α(rS1∪S2
i (A) + rS2∪S3

i−t (B)) + (1 − α)(rS1∪S2
i (AT ) + rS2∪S3

i−t (BT ))

≥ αri(C) + (1 − α)ri(CT ) (23)

where we have used that rS1∪S2
i (AT ) = rS1∪S2

i (A), since i ∈ C(A), and
as before, the triangle inequality, i.e., rS1∪S2

i (A) + rS2∪S3
i−t (B) ≥ ri(C), and

the same for the corresponding term with AT , BT and CT . It is clear that
equation (23) still holds for α ∈ U(A) ∩ U(B) ∩ [0, 1] ⊆ U(A) ∩ U(B).

The subcase (c) is analogous to the subcase (b) and we omit the details.
In the subcase (d) we have, for all α ∈ U(A) ∩ U(B):

|cii| = |ai,i + bi−t,i−t| = |ai,i| + |bi−t,i−t|
> rS1∪S2

i (AT ) + rS2∪S3
i−t (BT )

= α(rS1∪S2
i (A) + rS2∪S3

i−t (B)) + (1 − α)(rS1∪S2
i (AT ) + rS2∪S3

i−t (BT ))

≥ αri(C) + (1 − α)ri(CT ) (24)
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where we have used that rS1∪S2
i (AT ) = rS1∪S2

i (A), rS2∪S3
i−t (BT ) = rS2∪S3

i−t (B),
and as before, the triangle inequality, i.e., rS1∪S2

i (A) + rS2∪S3
i−t (B) ≥ ri(C),

and the same for the corresponding term with AT , BT and CT . It is clear
that equation (24) still holds for α ∈ U(A) ∩ U(B) ∩ [0, 1] ⊆ U(A) ∩ U(B).
The proof is now completed. �
Example 4. Given the matrix

B =




2.4 −0.4 −0.6 0.2
−0.4 2.2 −0.2 −0.7
−0.8 0.9 2.3 1.0
−0.8 0 −0.5 2.6


 ,

we have φ1(B) = −0.5, φ3(B) = 5/7, φ4(B) = −7/6, and the sets of indices
H(B) = {1, 4} and L(B) = {3}, and then max

i∈H(B)
φi(B) = φ1(B) = −0.5, and

min
i∈L(B)

φi(B) = φ3(B) = 5/7 and therefore U(B) =]− 0.5, 5/7[ and according

to Theorem 1 B is an α1-matrix for α ∈ U(B) ∩ [0, 1] = [0, 5/7[. Let A be
given by Example 1. If we construct the 3-subdirect sum C = A ⊕3 B which
results to be

C =




1.0 0.0 −0.1 −0.3 0.0
−0.9 4.0 −0.6 −0.8 0.2
−0.4 −1.2 4.0 −0.2 −0.7

0.9 −0.8 0.3 3.6 1.0
0.0 −0.8 0.0 −0.5 2.6


 ,

we have, in accordance with Theorem 3 that C is an α1-matrix for α ∈
U(A) ∩ U(B) ∩ [0, 1] =]2/3, 5/7[≈]0.67, 0.71[. Indeed, the interval for which
C is an α1-matrix is bigger in this case, since we have φ1(C) = 2/3, φ2(C) =
−4, φ3(C) = 2.0,φ4(C) = 1.5 φ5(C) = −7/6 and the sets of indices H(C) =
{1, 2, 5} and L(C) = {3, 4}, and then max

i∈H(C)
φi(C) = 2/3, and min

i∈L(C)
φi(C) =

1.5. Then U(C) =]2/3, 1.5[ and according to Theorem 1 C is an α1-matrix
for α ∈ U(C) ∩ [0, 1] =]2/3, 1].

Theorem 3 cannot be extended to the subdirect sum of α2-matrices as
the following example shows.

Example 5. The matrix

A =




1.9 0.8 0.4 0.8
0.7 1.7 0.3 1
0.5 0.6 1.2 1
0.6 0 0 1.6




12



is an α2-matrix with U(A) =]0.36, 0.49[ but the 2-subdirect sum C = A⊕2 A
is not an α2-matrix, since the set U(C) is empty.

The following result gives sufficient condition for the subdirect sum of
two α2-matrices be in the same class.

Theorem 4. Let A and B be α2-matrices of order n1 and n2, respectively.
Let n1 ≥ 2, and let k be an integer such that 1 ≤ k ≤ min(n1, n2), which
defines the sets S1, S2, S3 as in (17). Let A and B be partitioned as in (15).
If U(A) ∩ U(B) �= ∅, the diagonals entries of A22 and B11 have the same
sign pattern, and for any i ∈ S2 the following conditions hold

1. i ∈ C(A),

2. i − t ∈ C(B),

3. ri(C) = ri(CT ),

then the k-subdirect sum C = A ⊕k B is an α2-matrix for all α ∈ U(A) ∩
U(B) ∩ [0, 1].

Proof: Consider first i ∈ S1, we have |cii| = |aii| > ri(A)α · ri(AT )1−α =
ri(C)α ·ri(CT )1−α, for α ∈ U(A) . In a similar way, it is clear that for i ∈ S3,
we also have |cii| > ri(C)α · ri(CT )1−α for α ∈ U(B). In the case i ∈ S2 we
obtain

|cii| = |aii| + |bi−t,i−t| > ri(AT ) + ri−t(BT ) > ri(CT ) (25)

where we have used conditions 1 and 2 combined with condition 3, and
the triangle inequality. Note that the equation (25) implies that C satisfies
the condition of α2-matrix for i ∈ S2. Then, C is an α2-matrix for all
α ∈ U(A) ∩ U(B) ∩ [0, 1]. �

Note that condition (3) of the above theorem holds when A and B are
doubly stochastic [1]. More precisely, if matrices A and B are of the type
doubly stochastic for the rows and columns corresponding to the overlapping
region (set S2), we have ri(A) = ri(AT ) = 1 and ri−t(B) = ri−t(BT ) = 1 in
these rows and therefore condition (3) of theorem 4 is fulfilled.

4.2 Hadamard product

In this section we show other application of the characterizations introduced
for α-matrices. We focus on sufficient conditions for the Hadamard (entry-
wise) product of α2-matrices to be in the class.

We first show that in general the Hadamard product of α2-matrices is
not in the class.
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Example 6. Given

A =


 0.3 2.0 3.0

0.1 2.2 0.15
0.15 0.1 3




which is an α2-matrix for α ∈ U(A) ≈]0.02, 0.06[, we have that the Hadamard
product

C = A ◦ AT =


 0.09 0.2 0.45

0.2 4.84 0.015
0.45 0.015 9




is not an α2 matrix, since

c11 = 0.09 < r1(C)αr1(CT )1−α = r1(C) = 0.65

Note that AT is an α2-matrix for U(AT ) ≈]0.94, 0.98[, and therefore
U(A) ∩ U(AT ) = ∅.

In the following result we give a sufficient condition for the Hadamard
product of α2-matrices to be in the class.

Theorem 5. Let A = [aij ] ∈ C
n×n and B = [bij ] ∈ C

n×n be α2-matrices
such that U(A) ∩ U(B) �= ∅ then the Hadamard product C = [cij = aijbij] ∈
C

n×n is an α2-matrix for any α in the set U(A) ∩ U(B) ∩ [0, 1].

Proof. Let α ∈ U(A) ∩ U(B) ∩ [0, 1]. Then it is clear that

|cii| = |aii||bii|
> ri(A)α ri(AT )1−α ri(B)α ri(BT )1−α

= [ri(A)ri(B)]α [ri(AT )ri(BT )]1−α

≥ ri(A ◦ B)α ri(AT ◦ BT )1−α (26)

and the proof follows. �

Example 7. Given the matrices A =
[

8.6 5.0
10 6.9

]
and B =

[
11.85 6

13 8.15

]

which are α1-matrices, and therefore they are also α2-matrices, we have
U(A) ≈]0.22, 0.46[ and U(B) ≈]0.12, 0.40[, and hence, A◦B is an α2-matrix,
according to theorem 5. It is worhtwhile to remark that U(A) ≈]0.28, 0.38[
and U(B) ≈]0.16, 0.31[, but, A ◦ B is not an α1-matrix. Therefore, theorem
5 does not hold for α1-matrices.

In the following example we show that the conditions of theorem 5 are
not necessary ones.
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Example 8. Given the α2-matrices

A =


 0.6 0.7 0.7

0.1 0.5 0.0
0.1 0.2 0.6


 , B =


 1.6 0.7 0.8

0.3 0.9 0.5
0.9 0.8 1.8




we have U(A) ≈]0.27, 0.56[ and U(B) ≈]0.81, 1.0] and therefore U(A) ∩
U(B) = ∅. Nevertheless, the Hadamard product C = A ◦ B is an α2-matrix
with U(C) ≈]0.12, 0.96[.

4.3 Other algebraic properties

Given A = [aij ] ∈ C
n×n, let us denote by |A| the matrix whose elements are

[|aij |]. Since ri(A) = ri(|A|) it is a routine to obtain the following results.

• Let A = [aij ] ∈ C
n×n. Then A is an α1-matrix if and only if |A| is an

α1-matrix. Moreover, U(A) = U(|A|).
• Let A = [aij ] ∈ C

n×n. Then A is an α2-matrix if and only if |A| is an
α2-matrix. Moreover, U(A) = U(|A|).

Given a real number q �= 0, we have ri(qA) = |q|ri(A) for all i ∈ N .
Then, it is easy to show the following results.

• Let A = [aij ] ∈ C
n×n and q ∈ R. Then A is an α1-matrix if and only

if qA is an α1-matrix. Moreover, U(A) = U(qA).

• Let A = [aij ] ∈ C
n×n and q ∈ R. Then A is an α2-matrix if and only

if qA is an α2-matrix. Moreover, U(A) = U(qA).

Regarding the transposition it is easy to establish the following results
for which we omit the proof.

• Let A = [aij ] ∈ C
n×n. Then A is an α1-matrix if and only if AT is an

α1-matrix. Moreover, U(A) =]a, b[ if and only if U(AT ) =]1− b, 1−a[.

• Let A = [aij ] ∈ C
n×n. Then A is an α2-matrix if and only if AT is an

α2-matrix. Moreover, U(A) =]a, b[ if and only if U(AT ) =]1− b, 1−a[.

Other algebraic operations such as matrix powering do not preserve, in
general, the property of being an α1 or α2-matrix.

To end this section we note that given a permutation matrix P ∈ R
n×n

we have that A and P T AP have the same set of diagonal entries and the
same set of row (and column) sums. As a consequence we have the following.
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• Let A = [aij ] ∈ C
n×n be an α1-matrix and P a permutation matrix in

R
n×n. Then U(A) is invariant under a symmetric permutation of A.

That is, U(P T AP ) = U(A).

• Let A = [aij ] ∈ C
n×n be an α2-matrix and P a permutation matrix in

R
n×n. Then U(A) is invariant under a symmetric permutation of A.

That is, U(P T AP ) = U(A).

5 Concluding remarks

We have shown practical characterizations for the classes of α1-matrices
and of α2-matrices, which are subclasses of (nonsingular) H-matrices. The
characterizations introduced allow a better comprehension of these kind of
matrices in the sense that they bound the parameter α that actually defines
each class. These characterizations using a bound for a parameter are anal-
ogous, in some way, to the characterizations of the S-SDD matrices given
in [7]. In addition, we have studied some algebraic properties regarding the
subdirect sum, the Hadamard product and some other operations such as
the product by a scalar and the transposition.
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