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Abstract—This paper discusses the frequency and time do-
main response of embedded passive components in a multilay-
ered structure fabricated using low temperature co-fired ceramic
(LTCC) technology. A rational polynomial approximation that
combines the accuracy of EM solvers with interpolation methods
has been used to capture the frequency dependent losses and
parasitics of embedded passives in a macro-model. This method
allows for a significant speed-up in computation time while using
commercial EM solvers. The macromodel with suitable modifica-
tion has been used to compute the time domain response in SPICE
for typical embedded passive structures. Simulation results show
good correlation with time domain reflectometry/time-domain-
transmission (TDR/TDT) measurements. The behavior of embed-
ded passives in the high frequency operation of transmission lines
and voltage divider networks has also been discussed.

Index Terms— Embedded passives, interpolation technique,
macromodeling, multilayered packaging, portable wireless.

I. INTRODUCTION

T HE trend in portable wireless electronics is to com-
bine digital and RF circuits into a compact packaged

mixed signal module. Examples of such electronics are pagers,
cellular phones, transceivers, and global positioning systems
that typically function in the frequency range DC–5 GHz.
Embedded passives which is an emerging technology area
provides a method for achieving size shrinkage by replacing
surface mount components with embedded components in
a multilayered packaging environment. The embedded com-
ponents, however, have different electrical characteristics as
compared to discrete components due to their geometric struc-
ture and parasitic effects. Therefore, these effects should be
characterized and carefully considered in mixed signal wireless
applications.

Three critical parameters are often used to design embedded
passive components (resistors, inductors, and capacitors) in
RF circuits namely, variation of resistance/reactance with
frequency, variation of quality factor () with frequency and
the resonance behavior of the component. Numerous methods
are available to analyze these structures such as partial element
equivalent circuit (PEEC) [1] approach, empirical techniques
and full wave electromagnetic (EM) methods (SONNET [2],
HFSS [3]) to name a few. Since the accuracy of the response
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over a large bandwidth is critical in designing high frequency
circuits, the appropriate method has to be applied for the
analysis [4]. Numerical techniques such as method of mo-
ments, finite element, finite difference time domain (FDTD)
which discretize Maxwell’s equations with the appropriate
boundary conditions provide the accuracy necessary over a
large bandwidth for most structures.

As an example, the results from SONNET [2], a method of
moments based EM solver that discretizes the integral form
of Maxwell’s equation, have been compared with measured
results for a one-port RF spiral inductor fabricated using low
temperature cofired ceramic technology (LTCC), as shown
in Fig. 1. Fig. 1(a) shows the physical details of the spiral
inductor, while Fig. 1(b) and (c) show the variation of the
reactance and quality factor () with frequency. In the figure,
the reactance is the imaginary part of the complex input
impedance while the quality factor is the ratio of the imaginary
to the real part of the input impedance. As can be seen from the
figure, the agreement between SONNET and measurements is
fairly good (˜15% error).

Based on Fig. 1(b) and (c), two important features that
are typical and characteristic of embedded passives can be
extracted, namely

1) The frequency variation of the reactance which pro-
duces resonance is caused by the parasitics associated
with the structure. For example, for the spiral inductor,
the parasitic is the capacitance within the spiral and
between the spiral and the ground plane.

2) The variation of the -factor, which is a measure of
the loss in the structure, is a result of the DC resis-
tance, current crowding, and skin effect (variation of
resistance with frequency), coupled with the parasitics.
The responses in Fig. 1(b) and (c) are critical for the
design of high frequency circuits.

For all the embedded passive components considered in
this paper, SONNET provided good results in the frequency
range DC–20 GHz and hence has been used throughout this
paper. The problem with most three-dimensional (3-D) EM
solvers is the large analysis time required which could be of
the order of hours for simple structures [4]. Moreover, when
these embedded passives are used as part of a digital circuit, a
method is necessary that allows the use of frequency dependent
models in a time domain simulation. An example is the use of
embedded resistors for terminating digital transmission lines.
Though SONNET has been used here to obtain the frequency
data, any EM solver that computes the accurate frequency
domain response can be used. This paper assumes that an EM
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(a)

(b) (c)

Fig. 1. (a) The inductor structure. All units are in mils, (b) reactance of the inductor in
, and (c)Q of the inductor.

solver capable of handling 3-D embedded passive structures
is available.

Given these issues, the objectives of this paper are as
follows.

1) Extraction of the frequency response of embedded
passives over the desired bandwidth using interpolation
techniques. This results in a considerable speed-up for
EM computation by reducing the number of points
required to generate the frequency domain response.
Cauchy’s method which is an interpolation technique
using rational polynomials has been used here to meet

this objective [4]. This method has been used in the
past for scattering problems [5], [6] and has been
applied here for embedded passive structures. Though
Cauchy’s method has been discussed at length in [5],
[6], the purpose of including it in this paper is to enable
speed-up in computation time as well as to enable the
appropriate modification of the rational polynomial for
transient simulation.

2) Modification of the rational polynomial in 1) to enable
time-domain simulation that includes frequency depen-
dent losses and parasitics. This represents the major
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contribution of this paper which has not been discussed
in [5], [6]. Since a transient waveform has real values,
the rational polynomial in 1) has to be suitably modified
to include complex conjugate poles and zeros. This is
an additional constraint that has to be imposed while
generating the rational polynomial. Since the response
of the passive has been captured using a rational
polynomial, as opposed to an equivalent circuit, the
resulting model has been called a macromodel.

Time domain reflectometry (TDR) and time domain trans-
mission (TDT) measurements have been used in this paper to
confirm the results of the macromodel. The authors believe that
an important contribution of this paper is the correlation be-
tween macromodels and the measured time domain responses
of the embedded passive structures.

II. I NTERPOLATION USING CAUCHY’S

METHOD FOR EMBEDDED PASSIVES

Consider a function in the frequency domain which can be
represented as

(1)

where , is the angular frequency and and
are complex coefficients. Function could either be

impedance, admittance or scattering parameters. Equation (1)
can be rewritten as

(2)

which can be represented in a matrix form [1]

(3)

where [A] is shown in (4), at the bottom of the page, andis
a solution vector that contains all the coefficients of as

(5)

The variable “ ” is the number of available data points with
where and are the orders of the numerator

and denominator, respectively, in (1). The nonzero singular
values of the matrix in (4) determine the rank of the
matrix and could be used to obtain an estimate forand ,
as discussed in [2]. In general, the order of the polynomials in
(1) is chosen such that 1 although it is not a required
condition. The data points need not be equally spaced in
frequency. The usefulness of setting up the matrix equation as

Fig. 2. Reactance of the inductor in
.

in (3) is the nonrequirement for the derivatives of the function
at a given frequency point using Taylor series expansion

[3]. Since (3) is generated through a set of partial data points
and do not involve any derivatives, the equation can be readily
applied to compute the response of passive components using
commercial EM solvers. Once the orders,and , of the
polynomials are determined, the coefficients, and , can
be computed by solving

(6)

where is found by solving the eigenvector corresponding to
the minimum eigenvalue [2] of in (6). The superscript
“ ” denotes the complex conjugate transpose of the matrix

. Since no condition is enforced on the coefficients,and
, and since the matrix is complex, the eigenvectors

are complex. Hence the coefficients, and , are complex.
Equation (6), however, allows one to interpolate the response
by determining the coefficients, and , once the order of
the polynomial ( and ) is determined. The objective of (6)
is, therefore, to determine the minimum values ofand
and the corresponding coefficients, and , such that the
error in the computed response is within a threshold value.
Min can be determined by starting with a large initial
value for and (say 10 and 11), checking the
singular values of the matrix , relating it to the rank
of the matrix [2] and suitably modifying and .

As an example of the application of (6), Fig. 2 shows the
simulated response of the inductor shown in Fig. 1(a) and
the results of the polynomials generated using the interpo-
lation method. SONNET was first used to solve for the input
impedance by suitably discretizing the physical structure and
computing the response at enough frequency points to capture
the behavior. This required the solution at 24 equally spaced

...
...

...
...

...
...

...
...

(4)
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Fig. 3. Q of the inductor.

frequency points in the frequency range DC–2.2 GHz, since
the resonant frequency was not knowna priori. Next, the
interpolation algorithm was applied. Based on initial analysis
using the singular values of the matrix , a value of

2 and 3 was determined and found to produce
acceptable response for spiral inductors. This translated to
a requirement for seven data points ( 2) to capture
the response in the frequency range DC–2.2 GHz. SONNET
was used to compute the input impedance at seven arbitrarily
chosen frequency points as shown in Figs. 2 and 3 where the
response obtained from (7) in the frequency range DC–2.2
GHz has been overlaid in Figs. 2 and 3. The tic (+) marks
indicate the data samples used for interpolation. As can be
seen from the figures, (7) captured the resonant frequency
very accurately even though no data point was chosen at the
resonant frequency. The error between SONNET (solved with
24 frequency points) and the interpolated response using (7) is
shown in Fig. 4 with the largest error being3%, showing the
accuracy of the method. The interpolation algorithm resulted
in a rational polynomial of the normalized with frequency
scaling factor of 10 as

(7)

To ensure that the frequency response could be interpolated
using a small number of data points for similar classes of
structures, the response of the spiral inductor was extracted
using the interpolation algorithm for varying physical parame-
ters. The interpolation algorithm used six equally spaced data
points (by restricting 1) over 4 GHz bandwidth and its

(a)

(b)

Fig. 4. Error of (a) Imag(Zin) and (b)Q of Zin in %.

result has been compared to the frequency response obtained
using 40 data points equally spaced with 100 MHz interval.
The error between the actual response and the interpolated
response is shown in Fig. 5 where the error bound is less
than 6%.

Table I compares the simulation time required with and
without the interpolation method [5]. Details of the embedded
capacitor in Table I are discussed later in this paper. As can
be seen from Table I, the interpolation technique is useful
for complicated multilayered structures such as capacitors and
provides a means for significant speed-up in computation time.

III. D EVELOPING MACROMOCELS IN SPICE

As mentioned earlier, one of the objectives of this paper is to
enable a time domain simulation using the rational polynomial
approximation. This is possible through a discrete convolution
between the transfer function in (1) and the input pulse, as
discussed in [7]. To enable a time domain simulation, the
coefficients, and , in (1) must be real. This results in
complex conjugate and real poles which are translated into
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TABLE I
COMPARISON OF SIMULATION TIME REQUIRED WITH AND WITHOUT THE INTERPOLATION METHOD

(a)

(b)

Fig. 5. Error of (a) Imag(Zin) and (b)Q for varyingW , H, S for spiral
inductor.

sine, cosine, and exponential functions during convolution.
Another requirement is stability through passivity by ensuring
that all the poles are on the left half plane (LHP) [8].

Real coefficients, and , in (2) can be obtained by
enforcing the condition that the coefficients, and , are
real in (1). This is possible by modifying (2) to the form

Re Re (8a)

Im Im (8b)

and solving the eigenvalue equation

(9)

where the matrix elements in (9) are from (8). In (9), “ ”
is the minimum eigenvalue and is the corresponding
eigenvector with real elements.

To develop rational polynomials with real coefficients, it is
important to note that higher order polynomials are required
as compared to complex coefficient polynomials. Therefore,
solving for a higher order polynomial further requires more
data points which translates to more simulation time if directly
coupled to an EM solver such as SONNET. To minimize the
number of data points and hence minimize the analysis time
to obtain a suitable polynomial representation, interpolation is
first performed by computing the complex coefficient function
which can then provide the required number of data points
to solve for the real coefficient function. Once the complex
coefficient function is found, a larger matrix in (4) is
recreated with higher , , and “ ” from the complex
coefficient function. Our experience based on the classes of
structures considered in this paper has been that the order of

and for real coefficients is one more than that required
for complex coefficients. For example, for the spiral inductor,

3 and 4 in (8).
All the discussions so far have been based on the assumption

that the structure is a one-port circuit. The equation and
analysis technique can be readily extended to two-ports or
other multiple-port circuits. An example of a two-port circuit
is the admittance parameters , , , and for an
embedded resistor. This can be represented in equation form
as

(10)

where

(11)

In (11), the admittance parameters have a common denomi-
nator and hence the same poles. The coefficients, and
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are obtained by solving (9) where is, as shown in (12) at
the bottom of the page, and “” is the number of parameters
to be solved for a common denominator. In the case of 2-
port embedded resistor, the value of “” is 3 and the transfer
functions, , , and , correspond to , , and ,
respectively. In general, the numerator orders,, , and

are the same for all parameters although our experience
shows that it is not a required condition [see (12)]. The solution
vector contains the numerator coefficients, , for each
parameter along with the common denominator coefficients,

, as

(13)

It should be noted that it is not necessary to compute the
solution of complex coefficients before computing the solution
of real coefficients as presented in this section. The values
of and found by singular value decomposition [6] are
the minimum polynomial orders required to approximate a
complex coefficient function using the minimum number of
data points, 2. When the number of available data
from EM solver is much larger than 2, the larger
matrix in (4) for one-port structure or the matrix
in (12) for multiple-port structure can be directly created
from EM generated data, bypassing computation of complex
coefficient solution. However, this is done at a cost of more
EM simulation time.

IV. A LGORITHM FOR DEVELOPING MACROMODELS

Step 1) For a typical passive structure (say spiral inductor),
generate a set of data points over the bandwidth of
interest by assuming a large value for and
(say 10 and 11). This step is necessary

to determine the order of the complex coefficient
polynomials and is done only once for a class
of structures. Solve (6) to determine minimum
and by checking the singular values of matrix

.
Step 2) Results of Step 1 determine the number of fre-

quency points required in the future for similar
structures. The number of frequency points is equal
to 2 where the frequency points span
the band of interest. Based on the RF structures
analyzed over the frequency band DC–4 GHz in
this paper, the order of the polynomials (complex
coefficients) required were typically 2 and

3.
Step 3) Solve (6) to compute complex coefficients,and

.
Step 4) Generate the complex coefficient function us-

ing (1) and compute poles and zeros as appropriate.
Step 5) If the structure has only 1-port, reconstruct the

matrix in (4) with higher and from complex
coefficient function based on (8). Solve (9) to
compute real coefficients, and .

Step 6) If the structure has multiple ports, a matrix in (12)
is created from complex coefficient function of
each parameter. Solve (9) to compute real coeffi-
cients which has the common denominator as well
as numerator coefficients for each parameter.

V. STABILITY

As mentioned earlier, SPICE macromodels require left half
plane (LHP) poles to ensure passivity. As is well known,
increasing the order of the polynomial does not guarantee LHP
poles, nor does it guarantee a better solution. In the past, AWE
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Fig. 6. Top and side view of the 26
 resistor structure. The units are in mils.

based techniques [7], [9] have been applied to transmission
lines to obtain a rational polynomial approximation. The main
element that differentiates transmission lines from embedded
passives discussed in this paper are the number of poles
required to produce an acceptable response. In all the cases that
were considered in this paper, no more than four poles were
required to develop a macromodel and create an acceptable
response in the range of DC–4 GHz. For a bandwidth in the
range of DC–20 GHz, no more than five poles were required.
Given the small number of poles, a stable solution could
always be obtained by following these guidelines:

1) The results were extremely sensitive to the frequency
scaling factor which was necessary to normalize the
frequency (due to powers of “”). The optimum scaling
factor was determined by checking the spread in the
eigenvalues. A large spread invariably produced an
unstable solution.

2) Minimizing the orders of polynomial, and , was
always necessary for a stable solution. If this was not
the case, the result had multiple zero eigenvalues which
pointed toward an unstable solution.

VI. M EASUREMENT CORRELATION

The SPICE macromodels were simulated in the time domain
and correlated with time domain reflectometry (TDR) and
time domain transmission (TDT) measurements [10], [11]. The
measurement set-up consisted of Tektronix 11 801B digital
sampling oscilloscope, SD-24 (20 GHz bandwidth) sampling
heads with dual channels, Cascade Microtech G-S-G probes,
Cascade Microtech probe station, and high frequency Gore
cables. A 250 mV step with a rise-time of 35 ps was propa-
gated on the structure and both the reflected and transmitted
pulses were measured. Suitable SPICE models of the set-up

Fig. 7. Top and side view of the 858
 resistor structure. The units are in
mils.

Fig. 8. Pole-zero plot ofy11 of 26 
 resistor.

for measurement incorporating macromodels were developed
in order to correlate macromodels to measured data.

The technique was applied to two 2-port embedded resistors
shown in Figs. 6 and 7. The structures were realized by LTCC
Technology. In Figs. 6 and 7, metallization connecting to ports
1 and 2 provided access to the resistors through a co-planar
transition. To develop SPICE macromodels for the resistors
which had DC resistance of 26 and 858, the polynomial
orders, 2 and 3, were used to approximate the
admittance parameters using complex coefficients while
3 and 4 were needed to represent the same response using
real coefficients. A frequency scaling factor of 10was used.
The pole-zero plot of the 26 resistor is shown in Fig. 8 for
the admittance parameter represented using the rational
polynomial. As can be seen from the figure, the poles are
on the LHP. Fig. 9 shows the frequency response of the 26
resistor generated by SONNET [2] and the interpolated results
indicating that the agreement is very good. Table II shows
the SPICE macromodel generated using the approximated
admittance functions (with the inefficient values not shown).

Fig. 10 shows the measured and simulated TDR response
of the 26 embedded resistor. The initial negative peak rep-
resents the capacitance parasitic (between resistor and ground
plane) which has been captured accurately by the macromodel.
Fig. 11 shows the measured and simulated TDT response for
the 858 resistor. Fig. 11 consists of four waveforms namely,
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(a) (b)

(c) (d)

Fig. 9. Admittance parameters of 26
 resistor: (a) Real(Y11), (b) Imag(Y11), (c) Real(Y21), and (d) Imag(Y21).

TABLE II
RESISTOR MACROMODEL USING ADMITTANCE PARAMETER

FUNCTIONS. THE COEFFICIENTSARE DEFINED IN .PARAM SECTION

the measured TDT response, response using a simple resistor
model, response using the macromodel and a DC compensated
macromodel response. Small positive peaks shown in the
simulation using the simple lumped resistor model is due to
high impedance (50 ) transition in the test vehicle. The

Fig. 10. TDR response of 26
 resistor.
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Fig. 11. TDT response of 858
 resistor.

Fig. 12. Top and side view of the capacitor structure. All units are in mils.

simulations using macromodels show good agreement with
measurements in all cases as compared to the simple resistor
model, clearly revealing frequency dependence and parasitics.
The effect of rounding of the pulse due to high frequency
effects can be clearly seen in Fig. 11 for the 858resistor
which has been captured accurately by the macromodel. The
rounding and slanting of the pulse introduces appreciable delay
at the 50% level which cannot be duplicated using a simple
resistor model. The 5 mV difference in DC levels between
measured values and simulated values in the TDT response can
be attributed to the DC resistance of the resistor. The modeled
resistance value of 858 (specification) was measured to have
a resistance of 868 using an LCR meter. By adjusting the

, , and terms in (11), the agreement between
model and measurement was improved as shown in Fig. 11.
This method of adjusting the low frequency coefficients of
the macromodel based on measurements has been called cd
compensation in Fig. 11.

(a)

(b)

Fig. 13. Z11 of the capacitor: (a) Real(Z11) and (b) Imag(Z11).

The rational polynomial technique was next applied to
a 2-port embedded capacitor. Fig. 12 shows the capacitor
structure which was realized using LTCC technology. To
develop the capacitor macromodel, the impedance parameters
were approximated with 2 and 3 using complex
coefficients and 3 and 4 using real coefficients. A
frequency scaling factor of 10was used. Fig. 13 shows the
SONNET generated data and the rational polynomial response
for in the frequency range DC–4 GHz. The wiggles
in SONNET data was due to convergent from “s” to “y”
parameters. The TDT response of the capacitor is shown in
Fig. 14. As can be seen, the macromodel agrees well with
the measured TDT response indicating that all the EM effects
associated with the structure have been accurately captured.

It is important to note that although the input pulse with
a risetime of 35 ps has a 20 GHz bandwidth, a polynomial
which provided an accurate response in the frequency range
DC—4 GHz was sufficient to provide an accurate response
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Fig. 14. TDT response of the capacitor.

Fig. 15. Transient response of a transmission line terminated with matching
impedance of embedded resistor.

in the time domain. This greatly simplifies and reduces the
analysis of such structures.

VII. EMBEDDED RESISTORS INHIGH SPEEDDIGITAL CIRCUITS

This section discusses the use of embedded resistors (as
an example) in high speed digital circuits. Simple circuits
have been used to elaborate the importance of parasitics and
frequency dependence on the behavior of embedded resistors
and similar embedded passive structures. All results in this
section are based on macromodels embedded in a SPICE
simulation and have been used to generate the results.

To study the effect of terminating digital transmission lines
using embedded resistors, a 50transmission line terminated
with a 50 embedded resistor was simulated using a step
with a 35 ps rise time. Due to the capacitive and inductive
nature of the resistor, the ringing in the reflected response
can be seen in Fig. 15 which can cause problems in high
speed circuits. This ringing would be absent with an ideal
resistor. Next, two voltage divider networks (typically used in

Fig. 16. Transient response of 858
 resistor.

Fig. 17. Transient response of 26
 resistor for a step input with 35 ps rise
time.

analog–digital converters) using two embedded resistors and
two ideal resistors were simulated using a 35 ps risetime pulse,
as shown in Figs. 16 and 17. In Fig. 16, the 858resistor
divider network causes a considerable slow-down of the rise
time while the 26 resistor network causes oscillations as
shown in Fig. 17. In both Figs. 16 and 17, the response at
the output is shown and is substantially different from the
ideal resistor response. Hence though a simple divide-by-
two voltage divider network has been used, the response is
largely dependent on the physical structure and the associated
parasitics. Thus considerable emphasis in designing embedded
resistors is necessary for high speed circuits.

VIII. C ONCLUSION

A macromodeling technique has been discussed in this
paper for embedded passive structures. Using a minimum
number of data points, the technique interpolated the data and
produced a ratio of polynomials that accurately approximated
the response of the embedded components in the desired
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frequency domain. Suitable macromodels were created us-
ing the polynomials generated by the technique. The results
showed that the interpolation technique saves a significant
amount of EM simulation time in predicting the behavior of
embedded passive components. The rational polynomial was
suitably modified to enable transient simulation. Small order
of the polynomials should also be noted, demonstrating that
the response of embedded passives which are created from
distributed elements can be represented using a few dominant
poles and zeros. The simulated response of macromodels
showed good agreement with measurements in the time do-
main, confirming inclusion of parasitic effects and frequency
dependence in the model. Simple voltage dividing networks
were simulated using macromodels to study the importance
of parasitics and frequency dependence, and the results have
been discussed.
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