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Summary 

Characterization of strong (Nash) 

equilibrium points in Markov games 

by 

H.A.M. Couwenbergh 

The main result in this paper is the characterization of certain strong kinds 

of equilibrium points in Markov games with a countable set of players and 

uncountable decision sets. Two person Markov games are studied beforehand, 

since this paper gives an extension of the existing theory for two person 

zero sum Markov games; finally we consider the special cases of N-person 

Markov games and Markov decision processes. 

I. Introduction 

This paper describes the results obtaine~ in an attempt to extend the theory 

concerning optimal strategies in two person zero sum Markov games, as deve­

loped by Groenewegen in [IJ; the extension being directed towards general 

(more persons) Markov games with individual rewards, where (Nash) equilibrium 

points are the equivalent of optimal strategies. 

In advance an important observation: in [I] the possibility of defining a 

fixed optimal value v underlies the definitions of the basic concepts: in 

our case no such value exists (generally); it will be shown, nevertheless, 

that it is sufficient assuming an arbitrary, if necessary time-dependent 

value v for player n, with respect to which we can work instead. 
n 

As is done in [IJ, we try ~o characterize an equilibrium point (abbrevia-

tion: eqpt) satisfying some extra conditions by the combination of two con­

cepts: 

i) a sort of policy equilibrium property holding for all points of time, 

called saddlingness; and 

ii) an "asymptotic definiteness" property. which prevents that a player ul­

timately receives more than he could expect, whatever strategy he chooses 

himself • 
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It turns out that such a characterization can be found for two kinds of equi­

librium points: a strong kind coinciding with the set of "subgame perfect" stra­

tegies (see [I J) for the two person zero sum case, and a weaker kind ca LIed 

semi-pers tent, which consists of eqptS in that special case standing mid­

way between "persistently optimal lf ([1]) and subgame perfect strategies (sub­

sections 2.1, 2.2, 2.3 and 2.4), In [IJ it is demonstrated that under cer­

tain lfequalizingTl conditions every optimal strategy can be improved to a 

subgame perfect one. However, the method used there is not (at least not ea-

s ily) adaptable in order to transform the Tlordinary" eqpt
S 

of two person non­

zero sum Markov games into eqptS belonging to one of the above-mentioned 

kinds (subsection 2.5). 

As for Markov games with countable set of players, we can now describe the 

analogues of the two mentioned kinds in a simple way (a more subtle frame-

work required, though): this is due to the fact that already in the two 

person case the definitions, theorems and proofs fall apart into two inde­

pendent parts (viz. separately for the rewards of player A and the rewards 

of player B) (subsections 3.1 and 3.2). 

N-person Markov games can be treated as a special case; finally we view the 

results for N = I, actually Markov decision processes (subsection 3.3). 

2. Two person l1arkov games 

2.1. The model 

The players are called A and B and the game is described by 

S the countable or finite state space; 

K = x K. (Cartesian product): the action space for player A, K. being the 
S ~ ~ 

L 

set of actions available, with K. countable or finite and nonempty, for 
~ 

all i E S; 

x 

s 
L.: action space for player B (analogous to K); 
~ 

p a function {(i,j ,k,n I i,j E S, k Ki , l ELi} -+ [O,IJ such that 

p(i,j,k,£) represents the probability of reaching state j after one unit 

of time, given the present state i and the actions k and £ taken there 

by A and B respectively; we do not require 

~ p(i,j,k,~):,; 1; 
jES 

p(i,j,k,~) = I, only 

a function {(i,k,t) liE S, k E K., ~ E L.} -+ JR, r 1 (i,k,~) being the 
~ ~ 

reward player A receives in state i when the actions k and ~ are chosen; 

r 2 : a similar function as reward for B. 
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Let for 1 l S F(i) and G(i) be thl' Sl't of rantiomizl'd ;lL,tiLHlS (J"<,',,:',;:) 

over K. and L. respectively; F := 
1 1 

F(i), G := GO); for [( 
itS iLS 

note by f(i,k) the probability of A taking action k E K. when the current 
1 

state IS 1, similarly for player B. Define 

'1fEF V gEG V .. [r 1 (i, f , g) := I r1(i,k,£)f(i,k)g(i,£), 
1, J ES k, £ 

r 2 (i,f , g) := I r
2
(i,k,t)f(i,k)g(i,£), 

k, £ 

(P (f , g) ) .. := I p(i,j,k,£)f(i,k)g(i,£)J 
IJ k,£ 

we assume absolute convergence of all these sums; omitting the indices i 

and j we denote by r 1 (f,g) (r 2 (f,e» the vector with components r1(i,f,g) 

(r2(i,f,g», and by P(f,g) the matrix with components (P(f,g» ... 
IJ 

The time a transition requires equals unity, the starting time is O. 

A Harkov strategy for player A is a sequence 1T = (fO,f l , ... ) with'lt;;::O[ftEFJ. 

The set of all strategies of this kind is called R(A); similarly for strate­

gy p = (gO,gl"") E R(B), 'It [gt E GJ; R := R(A) x R(B). Conversely, if 

(1T,p) E R, then we indicate the components of 1T by f t , those of p by gt' 

t=0,1,2, •... 

A strategy (1T,p) E R and a starting state 1 E S determine a stochastic pro­

cess Xt (t = 0,1, ... ) on S (X
t 

is the state of the system at time t): that 

is, in period (t,t+ I) the system moves according to the transition matrix 

P(ft,gt)' The probability measure for this process will be denoted by p~1T'P); 

E~1T,P) represents the corresponding expectation operator. 
1 

In the remainder of section 2 we shall be working under 

assumption A (charge structure): for all (1T,p) E Rand i E S 

E~1T,P) 
00 

wI (i,1T,p) := I Irl (Xt,ft,gt) I < 00 , 
1 

t=O 

E~1T,p) 
00 

w2 (i,1T,p) := I Ir2 (xt ,f t ,gt) I < 00 . 
1 t=O 

Now we are able to define 

E~1T,p) 
00 

v}(i,1T,p) := I r}(Xt,ft,gt) 1 
t=O 

E~1T,p) 
00 

V 2 (i,1T,p) := I r 2 (Xt ,f t ,gt) for all (1T,p) E Rand 1 E S 
1 t=O 

. 
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s(n,p) (t) := {j E S I 3
iES 

[pi1T ,p) (X
t 

== j) > OJ} 

(the set of those j E S that can be reached at time t; we have S(1T,P) (0) S); 

Obviously 

and 

S(B,p,t) := {j E S 3 3 [ P1~1T"P)(Xt = J') > OJ} 
iES 1T' ER(A) 

S(A,7r,t) := {j E S 13. 3, () [P1~7r'P')(Xt = j) > OJ} 
1ES P ER B 

Set) '.= {' S I 3 3 [p~1T' ,p')(X = 
J E iES (1f' ,p')ER 1 t j) > OJ} • 

S(1f,p)(t) c S(B,p,t) n S(A,7r,t) 

S(B,p,t) u S(A,1T,t) c Set) . 

2.2. Equilibrium points 

A strategy (7r,p) E R is called an equilibrium point in j E S iff 

(7r,p) 

j € S. 

called a (Nash) equilibrium point this statement holds for all 

We derive two properties of eqpt S
, the first one condensed in 

(2.1.1) Lemma. (1T,p)eqpt ~ V V ( ) [(n(t),p(t»eqpt in jJ . 
t . S 7r,p ( ) JE t 

Proof. Let t ~ 0 and J € s(n,p) (t), so for . some i E S we have pi1f ,p) (X
t 

= j) > O. 

In this proof we use non-~1arkov strategies; a model for two person nonzero 

sum games with general strategies (these may depend on the history) can be 

constructed as an extension of [2J paragraph 1: we call n(A) the set of all 

strategies for player A, nCB) for B, v
t
(i,7r,p) the expected total reward for 

A (expectation with respect to the prob. measure p~1T,p) for the generalized 
1 

strategies) when the starting state is i E S, and (1T,p) E ileA) x nCB), etc. 
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He have 

(*) V [vl(i,TI,p) ~ v1(i,TI*,p)] - V * lvl(i,TI,p) ~ v1(i,TI*,p)J: 
TI*ER(A) TI ETI(A) 

this follows from [2J lemma I. 

° Choose TIl E R(A); we construct the (non-Markov) strategy TI as follows: let 

°b 1 " h 0 .. h TI e equa to TI, except that 1.f X
t 

= ], t en TI 1.S from t1.me t on t e same 

as TI I • 

Since (TI,p) is an eqpt, the left-hand part of (*) holds, so we have 

vl(i,TI,p) ~ v1(i,TIO,p). Consequently, 

t-I 
\' (n,p) 
L E. r 1 (X ,f ,g ) + 

s=O 1. S S S 
I p~TI,p)(Xt = £)vl(£,TI(t),p(t» 

£,S 
t-\ 

\' E~TI'P)r (x f g) + 
L 1. 1 s' s' s 

s=O 

£)vl(£,TI(t),p(t» + p~TI,p)(Xt=j)vI(j'TI"P(t», 

from which we obtain 

Analogously 

so (n(t),p(t» 1.S an eqpt in ]. n 

By means of lemma (2.1. I) we deduce 

(2.1.2) Theorem. If (n,p) E R is an equilibrium point, then 

Proof. 

i) Let t ~ 0, j E S(TI,p)(t) and f E F, then according to (2.1.1) 

v 1(j,n(t),p(t» ~ v 1(j,fn(t+I),p(t» = 

= r 1(j,f,gt) + (P(f,gt)v\(n(t+l),p(t+l»)(j) 

ii) analogously for v2 . D 
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Interpretation of (2.1.2): at any timet the tails of nand p, net) and pet), 

prescribe in the (under (IT,p)) attainable states policies f t and gt' so that 

a pLlyer cannot gain anything by taking an other pol icy at t im12 t. 

1'1112 "self-saddle-conserving" property expressed in (2. 1.2) is not a suff i­

cient condition for an equilibrium point: even in zero sum games this is not 

the case (see [IJ, here an eqpt(lT,p) is an optimal strategy; and the property 

(2.1.2) is weaker than "saddle conserving" as defined in [IJ). 

As done in [IJ, we therefore consider, in the next subsection, strategies 

satisfying certain stronger demands (than "common" eqpt s ): the purpose being 

to give an exact characterization (necessary and sufficient c1nditions) of 

such strategies by a property similar to (2.1.2); also an "as~mptotic defini-

teness" property needed. 

2.3. Characterization of (vl~2)-semi-persistent and (vI~2)-subgame perfect equi­

librium points 

In this subsection we need two functions VI and v2 : S x (IN u {O}) -)-lR; un­

less these functions are specified below, we assume that they are given; VI 

and v2 must satisfy 

Assumption B: Vt VfEF VgEG [P(f,g) IvI(t) I < 00 and P(f,g) Iv2(t) I < 00 in all 

components] (by IvI(t) I is meant the vector {lv 1(j,t) l}jES). 

B ~s fulfilled for instance if V
t 

3
M 

V
jES 

[lv}(j,t)1 s M and IV2(j,t) IsM]; 

B ~s also satisfied when we choose some (IT,p) E R and define 

viz. 

so 

Iv) (i,t) I == Iv} (i,TI(t) ,pet»~ I ~ WI (i,lT(t) ,p(t», 

(p(f,g)lvI(t)I)(j) s (P(f,g)wl(n(t),p(t»)(j) + Irl(j,f,g)1 

WI (j ,fn(t) ,gp(t» < 00 

owing to assumption A. 

We introduce three concepts and then prove that the second and third together 

characterize the first. 
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(TI,p) R is called ~1~2)-semi-persistent iff 

(2.3.1) 

(TI,p) E R called (vl~2)-saddling iff 

(2.3.2) 

(If,p) 

(2.3.3) 

where a 

'It VjES(B,p,t) VfEF [r1(j,ft,gt) + (P(ft,gt)v\(t+l)(j) =v 1(j,t) ~ 

~ r 1(j,f,gt) + (P(f,gt)v1(t+l»(j)J 

R is called ~t~2)-asymptotically definite iff 

V V V [lim E~TI(t),p(t»Vt(X_ ,t+k) = ° = 
t jES(B,p,t) TI'ER(A) k~ J --k 

lim E~1T"P(t»v~(~,t+k)J 
k~ ] 

V V V [limE~TI(t)'P(t»V2(X_,t+k)=0= 
t jES(A,1T,t) p'ER(B) k~ J --k 

max{O,-a}. 

lim E~1T(t)'P')v;(~,t+k)] , 
k~ J 

It clear that [(1T,p) is (v
l
,v2)-semi-persistentJ =I> [(1T,p) is eqpt]; for 

an interpretation of saddlingness and asymptotic definiteness see the Intro­

duction. 

(2.3.4) Theorem, If (1T,p) E R, then (1T,p) is (v
t
,v2)-semi-pers tent iff 

(7f,p) (v l ,v2)-saddling and. (v l ,v2)-asymptotically definite. 

Proof. =1>: i) Choose t ~ 0, j E S(B,p,t) and f E: F. Then v 1(j,t) =vt(j,TI(t),p(t» "" 

= r t (j ,ft,gt) + (P(ft'gt)v1 (7f(t+l) ,p(t+l)) (j) = r t (j ,ft,gt) + (P(ft'gt)v1 (t+l) (j) 

since for all i satisfying (P(f ,g » .. > 0 we have i E S(B,p,t+l), so 
t t J~ 

v t (i,TI(t+l),p(t+l» == v t (i,t+l). A similar reasoning gives v 1(j,t) 

~ v t (j,fTI(t+l),p(t» = r 1(j,f,gt) + (P(f,gt)v1(t+l»(j). Likewise we treat 

v2' Conclusion: (TI,p) is (v 1,v2)-saddling. 
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ii) Now the asymptotic definiteness: let t ~ 0, j E S(B,p,t) and n ' E R(A). 

We have IE~n(t),p(t»vl(~,t+k)1 ~ E~n(t),p(t»lvl(~,t+k)1 = 
J J 00 

= Ej1T(t),p(t»lvl(~,n(t+k),p(t+k»1 ~ EjTf(t),p(t» m~k Irl(Xm,ft+m,gt+m)l~ 
(k ~ 00) on account of A. 

Using a ~ b ~ a- ~ Ibl, we can write 

on grounds similar to those above. 

In the same way we handle v
2

• So (n,p) IS (v
1
,v2)-asymptotically definite. 

~: Assume t ~ 0, j E S(B,p,t) and n ' = (fo,fi"") E R(A) to be given; now 

and 

E~n(t),p(t» ~ r (X f ) + lim E~Tf(t),p(t»v (ll ,t+k) = 
J LIm' t+m,gt+m J I -lc 

m=O k~ 

vl(j,t) ~ rl(j,fo,gt) + (P(fO,gt)v1(t+J)(j) ~ ..• ~ 

v1(j,n',p(t» - lim E~1TI'P(t»vl(~,t+k) = v 1(j,n',p(t» • 
k~ J 

Analogous proof for v2• Consequently, (n,p) is (v 1,v2)-semi-persistent. 0 

This procedure can be repeated for the three stronger concepts introduced in 

the following way: 

If (n,p) E R satisfies (2.3.1), (2.3.2) or (2.3.3) with S(B,p,t) and S(A,n,t) 

replaced by Set), (n,p) is called respectively (vl~2)-subgame perfect (ori­

ginally introduced by Selten in [5J), (vl~2)-overall saddling or ~1L!2l: 

overall asymptotically definite. 

Naturally (v 1,v2)-subgame perfect is stronger than (v l ,v2)-semi-persistent. 

Now the characterization of (v
l
,v2)-subgame perfect: 

(2.3.5) Theorem. If (n,p) E R, then (n,p) is (v1,v2)-subgame perfect iff 

(n,p) (v 1,v2)-overall saddling and (v l ,v2)-overall asymptotically definite. 

Proof. Entirely similar to the proof of (2.3.4). o 
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Let (~,p) E R. We can take 

if in this particular case (n,p) satisfies (2.3.1), (2.3.2) or (2.3.3), we 

call (rr,p) semi-persistent, saddling or asymptotically definite respectively. 

According to (2.3.4) we have 

(n,p) semi-persistent ~ (n,p) saddling and asymptotically definite 

(notice that the left part of the statements in (2.3.1), (2.3.2) and (2.3.3) 

is now trivial). 

The same vI and v2 can be used in theorem (2.3.5); here "(rr,p) is subgame 

perfect" is equivalent to V V. S( ) [Crr(t),p(t» eqpt in jJ. 
t JE t 

2.4. Specialization: zero sum games 

In the special case of zero sum Markov games we have r 1 = -r2 =: r and de-

fine vI := -v2 := v:= sup inf v(n,p) (supinf componentwise), so that 
nER(A) pER(B) 

vI and v2 do not depend on the time-variable. In [2J it is established that, 

under an assumption slightly stronger than A, we have Ivl < 00 and 

'If [P(f,g) Ivl < ooJ, so B is satisfied. ,g -

As for the stronger kind of eqpt S (now equivalent to optimal strategies), it 

is readily checked that (v I ,v2)-subgame perfect, (v 1,v2)-overall saddling 

and (v 1,v2)-overall asymptotically definite are the same as the following 

concepts originating from [1]: respectively subgame perfect, overall saddl­

ing and overall asymptotically definite. Hence Theorem 6.1 from [IJ is a 

consequence of (2.3.5). 

We show now that the property (v,-v)-semi-persistent, shortly v-semi-persis-

tent, lies between subgame perfect and pers tently optimal (- the last being 

defined ~n [1] as follows: Crr,p) E R is called persistently optimal iff for 

all t ~ 0 VjES(B,p,t) [(rr,p(t» optimal in jJ and V. ]ES(A,'!T,t) 
[(n(t),p) 

optimal in j]): 

(2.4.1) Theorem. If ('!T,p) E R then 

i) (n,p) subgame perfect ~ (n,p) v-semi-persistent; 

ii) (n,p) v-semi-persistent ~ (n,p) persistently optimal Un this special 

zero sum case our nomenclature seems a bit odd). 
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Proof. 

i) This implication is obvious (subgame perfect 

(v,-v)-semi-persistent = v-semi-persistent). 

(v,-v)-sllbg;lme perrect ... 

ii) Choose t 2 0 and j E S(B,p,t). We have to prove that (n,p(t» is optimal 

in J. Let (~',p') E R. From (~,p) v-semi-persistent it follows that (~,p) 

is an eqpt, which is the same as (~,p) optimal, so v(j) = v(j,'lT,p) :O;V(j,7T,p'). 

At the same time, according to (2.3.1), v(j) 2 V(j,7T',p(t»; by taking for 

one moment p' = pet) and 7T 1 = ~, we see that v(j) = v(j,'lT,p(t». Conclud-

ing: for all (TI',pl) E R we have v(j,n',p(t» :0; v(j) = v(j,'lT,p(t» ~ 

s v(j,TI,p'), so (~,p(t» is optimal in j. We can prove in a similar way 

tha t V V, .. S (A ) t JC ,~,t 
[(n(t),p) eqpt in j]. Consequently (n,p) is persis-

tently optimal. D 

Persistent optimality 1S not the same as v-semi-persistency: 

(2.4.2) Counterexample with (~,p) persistently optimal and not v-semi-persis­

tent. We have S = {I,2,3}, K} = {a,b}, K2 = {OJ, K3 = {c,d}, LI = L2 = L3 ={O} 

(so player B has nothing to decide upon, actually). Omitting the indices for 

player B (e.g. p(I,2,a,O) becomes p(1,2,a», we define p(I,2,a) = p(I,3,b) = 

= p(2,2,O) = p(3,2,c) = p(3,2,d) = I, the other transition probabilities as 

zero; further r(l,a) = 3, t(l,b) 0 = r(2,O), r(3,c) = I and r(3,d) = 2. 

Now vel) = 3, v(2) = 0, v(3) = 2. Take 

a a 

n := 0 0 

d c 

a .• 'J ° ... , 
c ... . 

(only nonrandomized policies, first row for state 1, 

second for state 2 and third for state 3; the first 

column represents the policy for t = 0 and so on). 

._---J------jII3 

or 2 

It is easy to verify that (7T,p) is persistently optimal; however (7T,p) is 

not v-~emi-persistent: 3 E S(B,p,l) but v(3) = 2 f 1 = v(3,TI(I),p(I». D 

The point 1S, that if j E S(B,p,t)\S(A,7T,t), persistent optimality cannot 

prohibit a "bad" tail 'IT(t) in j, whereas v-semi-persistency prevents inci­

dents of this kind. 

Remark. No suitable extension of persistent optimality to nonzero sum Markov 

games was found: this concept is apparently too weak for a characterization 

similar to (2.3.4). 
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2.5. Improving ordinary equilibrium points 

Several theorems in literature guarantee, under fairly general conditions, 

the existence of eqptS (see e.g. [4J: two person Markov games with discount 

factor < 1 possess even a stationary eqpt if S, K and L are finite). These 

are "ordinary" eqptS
, that is, not necessarily semi-persistent. In [IJ the 

question of the existence of subgame perfect strategies is reduced to the 

question of the existence of ordinary eqptS
, by indicating a method with 

which any optimal strategy may be improved to overall saddling (and this ~s 

the same as subgame perfect under certain "equalizing" conditions). This me­

thod however cannot be used in general two person Markov games, as is shown 
;;. 

below. 

The method developed in [IJ runs as follows: suppose (n,p) 18 eqpt, then de­

* * fine (IT ,P ) by 

* go := go; 

(2.5.1) E S(IT,p)(t): 

, S(n,p) (t): 

f~(j,.) := ft(j,·), g~(j,.),:= gt(j,·) ; 

f~(j,.) := f:_I(j,')' g~(j,.) := g:_I(j,·). 

I h ( * *) . l" ( ). " ddl .n case r
l 

= -r2 , we ave: 1T ,p lS sadd lng 1f IT,p lS sa e conserv-

ing" ([2J lemma 6). For nonzero sum games we have the following 

(2.5.2) Counterexample with (n,p) subgame perfect, yet (1T*,P*) not even an 

eqpt. 

S = {t,Z,3,4,5}, discounting with factor! (thics may be fitted m the origi­

nal model (2. I) by adding an absorbing extra state with reward 0 for both 

players, where the state variable X
t 

arrives with probability! for all t~ I); 

KI = {x,y}, K2 = {a,b}, Ll = {O}, LZ {a,b}, in the absorbing states 3, 4 

and 5 no choice of decision is possible; all transition probabilities are 

equal to zero or one, see the figure and the following matrices: 

transition matrix in state 1 : Ll I . in state 2: , 
K1 0 KZ a b 

x a 5 4 

y 2 b 4 3 

(this means that for instance p(2,4,b,a) I). 
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The pair (r},r2) by a transition 1n the figure indicates the rewards for A 

and B respectively, corresponding to this transition. 

(0,0) 

(l,1) 
(0,0) 

(0,0) 

Take 

[: 

x x x 
o 0 0 0 OJ 

(7f) := b b b ..... 
P 

b b b ..... 
(nonrandomized policies, the first row gives the successive actions for A in 

state 1 , the second row the actions for A in state 2, and the third the 

tions for B in state 2, the actions for B in state 1 are omitted). 

It is easily checked that (7f,p) satisfies (2.3.1) with S(t) instead of 

S(B,p,t) and S(A,7f,t), and with v
1
(j,t) = vl(j,TI(t),p(t», v2(j,t) = 

ac-

= v2 (j,TI(t),p(t» (e.g. vl(I,TI,p) = ° ~ v
l
(I;7f',p) for all 7fl E R(A), since 

the system remains in state I if it is started there; and TIl instead of 7f can 

never anymore generate the profitable combination (a) for state 2). 
a 

We construct the "improved" strategy in accordance with (2.5.1): 

<::) [: 
x x 

o 0 OJ 
a a ; ... 
a a ... 

(observe t > 0 * 2 , S(7f,p)(t». Now (7f*,P*) is not an eqpt: 

y * * v 1(J,()7f (I),p ) . o 

Other obvious "improving" methods fail too, such as «7f,p) a given eqpt) 
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(2.5.3) 

{

j, E S(B,p,t) u S(A,lf,t): 
t> 0: J' S(B,p,t) u S(A,'IT,t): 

f;U,o) :=ftU,o), g~U,·) :=gt(j,·); 

f~(j,.) :=<-I(j,-), g;(j,.) :=g;-l(j,·)· 

* * (2.5.1+) Counterexample where the err ,p ) obtained from an eqpt en ,p) accordi.ng 

to (2.5.3) is not semi-persistent: 

we can take the same model as described in (2.5.2) and define 

x x x x 

b a b b 

b b b b 

· . 'J · . . . 
· .. 

* * This is an equilibrium point; yet ('IT ,p ) 

* 2 E S(B,p ,2), but 

* * V}(2,lf (2),p (2» = -4 ~ -2 

Or 

(If,p) is not semi-persistent: 

IJ 

(2.5.4) 

\

j E S(B,p,t): 
t> 0: 

jES(A,lf,t): 

: = f t (L 0), j / S (B, p , t): f; (j , • ): = f ;-1 U , . ) ; 

:=gt(j,·), j/S(A,lf,t): g;U,-) :=g;_I U ,'): 

(2.5.5) Counterexample: as (2.5.2) , with the same (If,p) we get 

x x x 

::1: not semi-persistent. 
* ( ) = a b b 
* p 

a a a ... 
o 

. Markov games with countable set of players 

. Model 

The players are numbered 1,2, ••• ; the state space S is again finite or counta­

bly infinite. For player n and state i E S let K~n) be the (not necessarily 
1. (n) (n) 

countable) action space, r~n) a a-algebra of 
1. 

of probability measures on (K~n) ,r~n»; M(n) 
/1.1. 

(n) M(n) h (n) (' ) . b b'l' ~ E , t en ~ 1.,- 1.S a pro a 1. l.ty 

for every i E S. 

subsets of K, , and M, a set 
1. 1. 

:= x M~n), that is, if 
1. 

iiCS () () 
distribution over (K,n ,ron ) 

1. 1. 
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00 

Ki:= x (n) . d f' d h d 1 b K t d b K. , r. 1S e 1ne as t e pro uct o-a ge ra on ,genera e y 
111 

n=1 

r (l) (2) h' f 11' . ,r. ,"', t 1S or a 1 E S. 
1 1 . (n) (n) 

When all players have chosen a pollcy, namely V
nElN 

r II (M J, we define 

~ := (/1) .1-1(2) , ••. ): this is the simultaneous policy, an el.ement of 

M := : M(n) (simultaneous decisions are underlined); now ).I(i,·) denotes 
n=1 

infinite product measure 1-I(1)(i,.) ® ~(2)(i,.) ® ••• on (K"r.) (genera­
l 1 

the 

ted therefore by ~(l)(i,.), ll(2)(i,.) and so on). 

W"'e assume that a function p := {(i,j ,k) I i,j E S, k E K.} + [0,1l is given 
- - 1 

with the property that for all i,j E S p(i,j.·) is a measurable function 

with respect to ri , and so that p(i.j,~) is the probability of the transi-

tion from i to j if the (simultaneous) action k E K. is taken (I p (i,j ,~) S I) ; 
1 • S JE 

also the functions rn: {(i,~) liE S, k E Ki } +~ (n E lli) are given, the re-

wards for the players, where it is assumed that for all i E S r (i,·) is r.-n 1 

measurable. Define 

V M V .. S [(P(ll» .. := f p(i,j ,~)dll(i,~) ] 
~E 1,JE - 1J --

K. 
1 

K. 
1 

we assume the absolute oonvergenoe of all these integrals. P(lY and rn(~) 

are the corresponding matrix and vector respectively. 

(n) 
The time variable t has the values 0.1 ••... A Markov strategy ~ 

" (n) (n) (n) [ (n) 
yer nis a sequence of pollcles: ~ = (~O '~l , •.• ), Vt~O ~t 

the set consisting of all strategies of this kind we call R(n). 

for pla­
E M(n)]; 

00 

R(n) is represented by a se-A (simultaneous) Markov strategy ~ E R:= x 
n=l 

quence made up of the strategy for player 1, the strategy for player 2, and 
(!) (2) 

so forth: ~ = (~ ,~ , ... ). We can also write this as ~ = (gO,gl""): a 

sequence of simultaneous policies beginning at time t =: 0; obviously 

(~(n»t = ll~n). Note: when speaking about TI E R, we call its time components 

explicitly go' g) and so on. 
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By choosing a strategy ~ E R and a starting state i E S we determine a sto­

chastic process X
t 

(t = 0,1, ••• ) on S, in the same way as in 2.1: here we 

have P(V t ) instead of P(f ,g ). The probability measure for this process will 
- t t 

b d d b P~ ~. h d' . e enote y T; E7 1.S t e correspon 1.ng expectat1.on operator. 
1. 1. 

From now on it is assumed that the functions r have the charge structure: 
n 

Some more definitions: 

:= E~ 1. 

I, ( .) 'II '\' ( ) 'J V V. V V 1.,~ := E7 L rn Xt'~t . ; n,W l(S ncR n - 1. t=O 

V V 
n (n) "It [~(t) := (llt,llt+l"")] 

TI= ( llO ,llt ' ••• ) E R 

VTI=(1:!O,1:!\," .)ER "It [~(t) := (J:!t'1:!t+l'" .)] 

the replacement of xn by x' in a function h(~) = h(x
1
,x2 , ••• ) is denoted by 

h(~;n:x'); we use the same notation in P: and E:; 
1. 1. 

"It LS(t) := {j 

:= {J' E S I 3. 3 [p~~;n:TI')(X =J') >O]}] 
lf'S 'R(n) 1 t 

TI C 

'IT
, 

S I 3 3 [ (X J') > OJ}] . S 'R P7 t = 1.E TI E 1 

Characterization of v-semi-persistent and v-subaame perfect equilibrium 

points 

A strategy TI E R is called a (Nash) equilibrium point iff 

V 'It.T V. S V () [v (j, TI) ;:: V (j, TI; n: TI I)J • 
nE'..ll.' JE TIlER n n - n-

We set about in the same way as in 2.3. 

In this subsection the functions v : S x ON u {a}) +lli, nElli, are supposed 
n 

to be given unless they are specified; they must satisfy 

Assumption B: V V V [P(ll)\V (t) I < 00 (componentwise)J; we define 
----~------, n t llEM - n 
v := (v 1,v2 ' ••• ). 
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By taking V ~T V. S Vt>O [v (j,t) := v (j,TI(t»] for some TI E R we can satis-
nE~, JE - n n-

fy _B: for now Iv (i,t)1 ~ w (i,TI(t», so n n-

TI E R is called ~-semi-persistent iff 

(3.2.1) V V> V V [v (j,TI(t» =v (j,t)?.v (j,TI(t);n:'IT')]; 
n,:IN L_O . 'IT () , (n) n - n n-

J E: s- t 1f (' R 
n 

if ( R is called ~-saddling iff 

(3.2.2) V V V V [r (j,l!t) + (P(Jlt)v (t+l)(j) =v (j,t)?. 
n t jES~(t) ~EM(n) n - n n 

n 

'IT E R is called v-asymptotically definite 

(3.2.3) V V V V [lim E~(t)v (X. t+k) = 0 = 
n t J'ES-'IT(t) , (n) k J n -~' 1f ER -+00 

n 

As the analogue of theorem (2.3.4) we can now give the characterization of 

;:.-semi-persistent strategies, with entirely similar proof. 

(3.2.4) Theorem. If ~ E R, then 

If is ~-semi -persistent H 'JT is v-saddling and v-asymptotically definite. 

Proof. Assume nElli, t?. 0 and j E S~(t) arbitrarily chosen. 
n 

~: i) (~-sa~dZing). Let Jl E M(n); (3.2.1) left side gives (with reasoning 

similar to the one in (2.3.4» 

and 

vn(j,t) =vn(j,~(t» =rn(j,l!t) + (P(l!t)vn(~(t+l))(j) = 

=rn(j,l!t) + (P(l!t)vn(t+l»(j) 

v (j,t)?.v (j,If(t);n:JlTI(n)(t+I) ::; 
n n-
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ii) (~-asymptotic definiteness). Choose TI' 

I· 1T(t) I < 1TCt) 1 I < E-: v ex. ,t + k) _ E-: v (X. ,1T (t + k» -
J n --k J. nK-

according to A and (remember a 2 b ~ a Ibl) 

and 

S E~!(t) ;n:1T') 
J I 

m=k 

::; E~!(t);n:1T')lv (X. ,1T(t+k);n:1T'(k»1 
J n -K -

Ir (X,~ ;n:u')! + 0 (k + 00) • n m -t+m m 

v (j,t) =r (j,u ) + (P(]1 )vn (t+1)(j) =, •• = v (j,1T(t» + 
n n -t -t n -

+lim E~(t)v (X. ,t+k) :::; 
k+m ] n --k 

v (j, 1T (t) ) 
n -

v (j,t) ~ r (j,lJ ;n:]10') + (P(lJ ;n:lJo')v (t+ l»(j) ~ n n -t -t n 

:::: •.• ~v (j,1T(t);n:1T')-limE~!(t);n:1T')v-(X_,t+k)=v (j,-rr(t);n:1T'). 
n - J n --k n-

k+m 

since n € m, t ~ 0 and j E S!(t) were arbitrary, the proof is complete. 0 
n 

If 'IT E R satis 

call 1T v-s 

(3.2.1), (3,2.2) or (3.2.3) with Set) replacing S!(t), we 
n 

---,-"'------ v-overall saddling or v-overall asymptotically de-

finite respectively. 

We can now present the characterization of ~-subgame perfect: 

(3.2.5) Theorem. If 'IT r: R, then.:::. is ~-subgame perfect iff IT 1.S v-overall 

saddling and v-overall asymptotically definite. 

Proof. The assertion is easily checked by replacing S!(t) by Set) Ln the 
n 

proof of (3.2.4). 
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N-person Markov games; Markov decision processes 

At first we consider Markov games with N players, N E~, and assume K~n) at 
1 

most countable but nonempty (I $ n $ N). 

In our model (3.1) we have the following simplifications: we. may presume 

that, if n > N, V. S [K~n) = {OJ], and henceforth abstain from considering 
1( 1 

that case; in general we can take r~n) = p(K~n» (power set), and M~n) as 
111 

the set of randomized actions for player n and state i E S, 1 $ n $ N; 

we define F(n) := M(n) so as to make clear the analogy with F and G from 

b . 2 11 ( ) (I) (N) . h ld h su sect10n .1. For a f = fl, .•. ,fN E F X ••• X F =: F 1t a stat 

(P(f» .. = 
- 1J 

r (i,f) = n -

We can now apply the theory of 3.2 to N-person }furkov games. Without objec­

tion N = 1 can be. substituted: 1n that case we are concerned with one-per­

son Markov games, that is: MarkO() decis1:on pl'oeesses. Given are now S, K. 
1 

countable (i S), probabilities p(i,j,k) (i,j L S, k ( Ki ) and rewards r(i,k) 

(i E s, k E Ki ); for all f ( F we have P(f) and ref) as above. 

A Markov strategy ~ E R may be written as ~ = (f
O
,f

1
, ••• ), Vt eft E F]. As­

sumption A reads here as follows: 

00 

v V. [W(i,7T) ITER 1ES 

so that v(i,IT) := E~ I r(Xt,f t ) exists for a1l if E Rand i E S;finally we 
1 t=O 

have V 
if 

Vt [S~(t) = S(t)J: this means that the concepts v-semi-persistent 

and v-subgame perfect coincide. 

Take v(j,t) : sup V(j,if) =: v(j), then Ivl < 00 as we1l as V
fd

, LP(f)lvl <00·1, 

~ER 

according to [2J lemma 2 (this may be seen by taking in the model of [2] 

V. [L(i) 
1 

{OJ]) • 

Applying (3.2.4) (= (3.2.5» to Markov decision processes we get (the right­

hand parts of the assertions can be omitted!) 
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(3.3.1) Theorem. If TI L R, then 

[r(j,f t ) + (P(ft)v)(j) = v(j)j 

[lim E~(t)v(~) = OJ . 
k~ J 

Compare (3.3.1) with [3J Theorem 1 ("TI optimal iff TI is value-conserving and 

equalizing"): there instead of ~ merely the charge structure property for 

nonrandomized strategies is assumed; Theorem 1 provides the analogue of 

(3.3.1) with STI(t) replacing Set), for strategies of that kind. 
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