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Abstract 

 

A probability distribution can be characterized through various methods. Before a particular probability distribution 

model is applied to fit the real-world data, it is necessary to confirm whether the given continuous probability 

distribution satisfies the underlying requirements by its characterization. In this paper, characterizations of some 

continuous probability distributions occurring in physics and allied sciences have been established. We have considered 

the normal, Laplace, Lorentz, logistic, Boltzmann, Rayleigh, log-normal, Maxwell, Fermi-Dirac, and Bose-Einstein 

distributions, and characterized them by applying a truncated moment method; that is, by taking a product of reverse 

hazard rate and another function of the truncated point. It is hoped that the proposed characterizations will be useful for 

researchers in various fields of physics and allied sciences. 
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1. Introduction 

Many random phenomena in physics and allied sciences can be modelled through different continuous probability 

distributions, among them, normal, Laplace, Lorentz, Boltzmann, logistic, Rayleigh, log-normal, Maxwell, Fermi-

Dirac, and Bose-Einstein distributions are notable. For details on some of these distributions, the interested readers are 

referred to Johnson et al. [10], [11], Evans et al. [4], Balakrishnan and Nevzorov [3], and Ahsanullah, et al. [2], among 

others. As pointed out by Oldham, et al. [14], normal, logistic, and Lorentz (also known as the Cauchy) distributions 

have applications in chemical separation process, where the chromatographic peaks follow a normal distribution, and 

the electrochemical peaks follow a logistic distribution. The applications of normal distribution can also be found in 

statistical mechanics to describe the statistical behavior of a particle. On the other hand, the applications of the Lorentz 

and Boltzmann distributions can be found in nuclear magnetic resonance spectroscopy. Further, as pointed out by 

Oldham, et al. [14], the Boltzmann distribution describes the falloff in atmospheric pressure with height, as well as 

many other phenomena in which a force is opposed by thermal agitation. The speeds of gas molecules in two and three-

dimensional kinetic theory of gases follow the Rayleigh and Maxwell distributions respectively. The log-normal 

distribution is used to model the size distribution of granular materials. The Laplace distribution has applications in 

signal processing modeling. The statistical behaviors of subatomic particles, such as fermions (particles with half-

integer spin) and bosons (integer spin particles), can be described by the Fermi-Dirac and Bose-Einstein distributions 

respectively, see, for example, Kittel [12], Pathria and Beale [15], and Shepherd [17], among others.  

 

Characterization of a probability distribution plays an important role in probability and statistics. Before a particular 

probability distribution model is applied to fit the real-world data, it is necessary to confirm whether the given 

continuous probability distribution satisfies the underlying requirements by its characterization. A probability 

distribution can be characterized through various methods, see, for example, Ahsanullah et al. [2], among others. In 

recent years, there has been a great interest in the characterizations of probability distributions by truncated moments. 
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For example, the development of the general theory of the characterizations of probability distributions by truncated 

moment began with the work of Galambos and Kotz [5]. Further development on the characterizations of probability 

distributions by truncated moments continued with the contributions of many authors and researchers, among them 

Kotz and Shanbhag [13], Glänzel [6], [7], and Glänzel et al. [8], are notable. However, most of these characterizations 

are based on a simple relationship between two different moments truncated from the left at the same point. As pointed 

out by Glänzel [6], these characterizations may also serve as a basis for parameter estimation. In this paper, motivated 

by the importance of the normal, Laplace, Lorentz, logistic, Boltzmann, Rayleigh, log-normal, Maxwell, Fermi-Dirac, 

and Bose-Einstein distributions in physics and allied sciences, we have characterized these distributions by applying a 

truncated moment method; that is, by taking a product of reverse hazard rate and another function of the truncated point. 

It appears from the literature that our proposed characterizations would be the first attempt to characterize these 

commonly used continuous probability distributions occurring in physics and allied sciences in one place. The 

organization of the paper is as follows. In Section 2, we will state the assumptions and establish a lemma which will be 

needed for the characterizations by truncated moment method of these distributions. Section 3 contains our main results 

for the characterizations of the above commonly used continuous probability distributions of physics and allied sciences 

by truncated moment. The concluding remarks are presented in Section 4. In order to characterize the said distributions 

by applying a truncated moment method, we will use some special functions that are available in Abramowitz and 

Stegun [1], Gradshteyn and Ryzhik [9], Oldham et al. [14], and Prudnikov et al. [16], among others. 

2. A Lemma 

In this section, we will establish a lemma (Lemma 2.1) which will be useful in proving our main results for the 

proposed characterizations of the continuous probability distributions occurring in physics and allied sciences by 

truncated moment. 

 

Lemma 2.1: Let X  be an absolutely continuous (with respect to Lebesgue measure) random variable with cumulative 

distribution function (cdf) ( )F x  and the probability density function (pdf) ( )f x . We assume inf{ | ( ) 0}x F x   , 

sup{ | ( ) 1},x F x   and ( )E X  exists for all ( , ).x    Then    ( ) ,E X X x g x x   where 
( )

( )
( )

f x
x

F x
  ,  g x  is 

a differentiable function of x , and 
/ ( )

( )

x u g u
du

g u



 is finite for all ( , )x   , if 

/ ( )

( )( ) ,

x u g u
du

g uf x ce





  where c  is 

determined by the condition ( )f x dx



 
= 1.  

Proof of Lemma 2.1: Since
( ) ( ) ( )

( ) ( )

x
uf u du g x f x

F x F x

  , we have 

 

( ) ( ) ( )
x
uf u du g x f x


 . Differentiating both sides of the equation, we obtain 

 
/ /( ) ( ) ( ) ( ) ( ).xf x g x f x g x f x 

 
 

On simplification, we get 

 
/ /( ) ( )

( ) ( )

f x x g x

f x g x


  . 

 

Integrating the above equation, we obtain  

 

,)( )(

)(/




x

du
ug

ugu

cexf


  

 

where c  is determined such that ( ) 1.f x dx





 
This completes the proof of Lemma 2.1. 

Remark 2.1: In this paper, we have presented the characterization of distributions by using the condition ( )E X X x . 

The characterization of distributions by the condition ( )E X X x  can similarly be done by using the following 

Lemma 2.2. 
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Lemma 2.2: Let X  be an absolutely continuous (with respect to Lebesgue measure) random variable with cumulative 

distribution function (cdf) ( )F x  and the probability density function (pdf) ( )f x . We assume that ( )E X  exists for all 

( , ).x    If  ( ) ( ) ( ),E X X x g x r x   where 
( )

1 ( )
( )

f x

F x
r x


  and  g x  is a differentiable function of x  for all 

( , )x   , then 

/ ( )

( )( ) ,

x g x
dx

g xf x ce




 provided
/ ( )

( )

x u g u
du

g u



 is finite for all ( , )x   , and c  is determined by 

the condition ( )f x dx



 
= 1. 

Proof of Lemma 2.2: The proof is similar to that of lemma 2.1. 

3. Characterizations of continuous probability distributions occurring in 

physics and allied sciences by truncated moment 

This section discusses our proposed characterizations by truncated moment for the normal, Laplace, Lorentz, 

Boltzmann, logistic, Rayleigh, log-normal, Maxwell, Fermi-Dirac, and Bose-Einstein distributions occurring in physics 

and allied sciences. 

 

3.1. Normal distribution 
 

For simplicity, without loss of generality, we will consider standard normal, (0,1)N , distribution: 
2

21

2
( )

x

f x e



 , 

,x   of which characterization is provided in Theorem 3.1 below. 

 

Theorem 3.1: Suppose that an absolutely continuous (with respect to Lebesgue measure) random variable X  has the 

cumulative distribution function (cdf) ( )F x  and probability distribution function (pdf) ( )f x  for x   We assume 

that / ( )f x  and ( | )E X X x  exist for all x , x  . Then 

 

   ( ) ,E X X x g x x 

  

where  

 

( )
( ) ,

( )

f x
x

F x
 

 

and ( ) 1,g x     

 

if and only if 

 

 
21

2
1

( ) , , ,
2

x

f x e x




    
 

 

which is the probability density function of the standard normal distribution.  

 

Proof: Suppose  
21

2
1

( ) , , .
2

x

f x e x




    
  

 

Then
 

2

1 2

2

2

1 2

2

( ) 1

tx

x

t e dt

e

g x











   . 

 

Consequently,    ( ) ,E X X x g x x  where 
( )

( ) ,
( )

f x
x

F x
  and, hence the proof of “if” part of the Theorem 3.1 

follows from Lemma 2.1. We will now prove the “only if” condition of the Theorem 3.1. Suppose that 

 

( ) 1g x   .  

 

Then, by Lemma 2.1, we easily have 
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/ /( ) ( )
.

( ) ( )

f x x g x
x

f x g x


  

 
 

On integrating the above equation with respect to x , we easily have 

 
2

2( ) ,
x

f x ce


  

 

where c  is a constant to be determined. Using the boundary condition ( ) 1,f x dx



  we easily obtain 

1
.

2
c


  

Thus
2

21

2
( )

x

f x e



 , ,x   which is the probability density function of the standard normal distribution. This 

completes the proof of Theorem 3.1. 

 

3.2. Laplace distribution 
 

For simplicity, without loss of generality, we will consider standard Laplace distribution: | |1

2
( ) ,xf x e   ,x   of 

which characterization is provided in Theorem 3.2 below. 

 

Theorem 3.2: Suppose that an absolutely continuous (with respect to Lebesgue measure) random variable X  has the 

cumulative distribution function (cdf) ( )F x  and probability distribution function (pdf) ( )f x for x   We assume 

that / ( )f x  and ( | )E X X x  exist for all x , x  . Then 

 

   ( ) ,E X X x g x x 

 where 

 

( )
( ) ,

( )

f x
x

F x
 

 and  

 

( ) 1, 0,g x x x     

 

         1 , 0x x    , 

 

if and only if 

 

 | |1

2
( ) , , ,xf x e x    

 
 

which is the probability density function of the standard Laplace distribution.  

Proof: Suppose  | |1

2
( ) , , .xf x e x    

  
Then, after integration and simplification, we obtain the following 

 

 
 

 

x

X

t f t dt

g x
f x





 . 

 

         

 

1, 0,

1 , 0.

x x

x x

  


 

  

 

 

Consequently,    ( ) ,E X X x g x x  where 
( )

( ) ,
( )

f x
x

F x
  and, hence the proof of “if” part of the Theorem 3.2 

follows from Lemma 2.1.  

We will now prove the “only if” condition of the Theorem 3.2. Suppose that 
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1, 0,

1 , 0.

x x

g x

x x

  


 

  

  

 

Then, by Lemma 2.1, we easily have 

 

/ /
1, 0,

( ) ( )

( ) ( )
1, 0,

x
f x x g x

f x g x
x


 

  
   

 

which, on integrating with respect to x , easily gives 

 

 | |( ) , , ,xf x ce x      

 

where c  is a constant to be determined. Now, using the boundary condition ( ) 1,f x dx



  we easily obtain 

1
.

2
c   Thus 

 
| |1

2
( ) , ,xf x e x      

 

which is the probability density function of the standard Laplace distribution. This completes the proof of Theorem 3.2.

 
 

3.3. Lorentz (or Cauchy) distribution 
 

Since Lorentz (or Cauchy) distribution does not have finite moments of any order, we will consider, for simplicity, the 

truncated Cauchy distribution: 1 2

1 1

2 tan 1
( )

a x
f x  

 , , 0a x a a     , of which characterization is provided in Theorem 

3.3 below. 

 

Theorem 3.3: Suppose that an absolutely continuous (with respect to Lebesgue measure) random variable X  has the 

cumulative distribution function (cdf) F(x) and probability distribution function (pdf) f(x) for , 0a x a a     . We 

assume that / ( )f x  and ( | )E X X x  exist for all x , , 0a x a a     . Then 

 

   ( ) ,E X X x g x x 

  

where  

 

( )
( ) ,

( )

f x
x

F x
 

 

and 
 21

2

1
21

ln 1

( ) ,
x

x

g x




   

 

if and only if 

 

1 2

1 1

2 tan 1
( )

a x
f x  

 , , 0a x a a     , 

 

which is the probability density function of the truncated Cauchy distribution.  

Proof: Suppose 1 2

1 1

2 tan 1
( )

a x
f x  

 , , 0a x a a     .
 
Then, after integration and simplification, we obtain the 

following: 

 
 

 
0

x

X

t f t dt

g x
f x


  

 

         
 21

2

1
21

ln 1

x

x





 . 

Consequently,    ( ) ,E X X x g x x  where 
( )

( ) ,
( )

f x
x

F x
  and, hence the proof of “if” part of the Theorem 3.3 

follows from Lemma 2.1. 

We will now prove the “only if” condition of the Theorem 3.3. Suppose that 
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 21

2

1
21

ln 1

x

x

g x




 .  

Then, by Lemma 2.1, we easily have 

 

2

/ /

2

1

( ) ( )

( ) ( )

x

x

f x x g x

f x g x 


   ,

 
 

from which, on integrating with respect to x , we get 

 

2

1

1
( ) ,

x
f x c




 
, 0a x a a     , 

 

where c  is a constant to be determined.  

Now, using the boundary condition ( ) 1,f x dx



  we easily obtain 1

1

2 tan
.

a
c   Thus 

 

1 2

1 1

2 tan 1
( ) , , 0 ,

a x
f x a x a a 

        

 

which is the probability density function of the truncated Cauchy distribution. This completes the proof of Theorem 3.3.

  

3.4. Boltzmann distribution 
 

For simplicity, without loss of generality, we will consider the Boltzmann distribution in the following simple form: 
1( )

x

f x e 




 , 0, 0,x    of which characterization is provided in Theorem 3.4 below. The Boltzmann distribution was 

formulated by the Austrian theoretical physicist, Ludwig Boltzmann (1844 – 1906) during his studies of the statistical 

mechanics of gases in thermal equilibrium, which was later investigated in its present form in 1902 by the American 

mathematical physicist, Josiah Willard Gibbs (1839 – 1903). 

 

Theorem 3.4: Suppose that an absolutely continuous (with respect to Lebesgue measure) random variable X has the 

cumulative distribution function (cdf) ( )F x  and probability distribution function (pdf) ( )f x for 0x  . We assume that 
/ ( )f x  and ( | )E X X x  exist for all x  , 0x  . Then 

 

   ( ) ,E X X x g x x 

  

where  

 

( )
( ) ,

( )

f x
x

F x
 

 

and 2( ) (2, ),
x

g x e x     

if and only if 

 
1( )

x

f x e 




 , 0, 0,x  

 
 

which is the probability density function of the Boltzmann distribution. 

 

Proof: Suppose 1( )
x

f x e 




 , 0, 0.x  

 
Then, after integration and using the definition of the incomplete gamma 

function, 1

0
( , )

z n un z u e du    , we easily obtain, after simplification, the following 

 

 
 

 
20 2,

x

x

X

t f t dt
x

g x e
f x

 



 

   
 

. 

 

Consequently,    ( ) ,E X X x g x x  where 
( )

( ) ,
( )

f x
x

F x
  and, hence the proof of “if” part of the Theorem 3.4 

follows from Lemma 2.1.  

We will now prove the “only if” condition of the Theorem 3.4. Suppose that 
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2( ) 2,
x x

g x e  


 
  

 
.  

 

Then, by Lemma 2.1, and noting that 
  1

,
t

t
t e

t

 
 





, we easily have 

 
/ /

1
( ) ( )

.
( ) ( )

f x x g x

f x g x




 

 
 

On integrating the above equation with respect to x , we easily have 

 

( ) ,
x

f x ce 


  

 

where c  is a constant to be determined. Using the boundary condition 
0

( ) 1,f x dx


  we easily obtain 
1

.c


  

Thus 1( )
x

f x e 




 , 0, 0,x   which is the probability density function of the Boltzmann distribution. This completes 

the proof of Theorem 3.4. 

 

3.5. Rayleigh distribution 

In this sub-section, in Theorem 3.5, we will characterize the Rayleigh distribution which is given by 
24

2

22
)( 







x

exf
x



 , 

0, 0x   . The Rayleigh distribution was formulated by the British physicist, Baron John William Strutt (1842 – 

1919), also known as Lord Rayleigh.  

 

Theorem 3.5: Suppose that an absolutely continuous (with respect to Lebesgue measure) random variable X has the 

cumulative distribution function (cdf) ( )F x  and probability distribution function (pdf) ( )f x for 0x  . We assume that 
/ ( )f x  and ( | )E X X x  exist for all x , 0x  . Then 

 

   ( ) ,E X X x g x x 

  

where  

( )
( ) ,

( )

f x
x

F x
 

 

and 

2

22 4
24

2

24

2 erf

( )

x

x

x x e

x e

g x











 







 
  

  
  

     

 

if and only if 

 
2

24

22
( )

x

x
f x e









 , 0, 0,x  
 

 

which is the probability density function of the Rayleigh distribution.  

 

Proof: Suppose

2

24

22
( )

x

x
f x e









 , 0, 0x   .
 

Then, after integration and using the definition of the error 

function,   2

0

2
erf

z

tz e dt


  , we easily obtain, after simplification, the following: 

 

 
 

 

2

22 4
24

2

24

2 erf

0

x

x

x
x x e

X
x e

t f t dt

g x
f x











 







 
  

  
  

  


  . 

Consequently,    ( ) ,E X X x g x x  where 
( )

( ) ,
( )

f x
x

F x
  and, hence the proof of “if” part of the Theorem 3.5 

follows from Lemma 2.1.  

We will now prove the “only if” condition of the Theorem 3.5. Suppose that 
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2

22 4
24

2

24

2 erf

( )

x

x

x x e

x e

g x











 







 
  

  
  

   .  

 

Then, by Lemma 2.1, and noting that  
22 zd

erf z e
d z 

 , we easily have, after simplification, the following: 

 

2

/ /

1

2

( ) ( )
.

( ) ( )

x

x

f x x g x

f x g x






  

 
 

On integrating the above equation with respect to x , we easily obtain, on simplification, the following: 

 
2

24( )
x

f x c x e





 , 

 

where c  is a constant to be determined. Using the boundary condition 
0

( ) 1,f x dx


  we easily obtain .22


c  

Thus

2

24

22
( )

x

x
f x e









 , 0, 0x   ,
 
which is the probability density function of the Rayleigh distribution. This completes 

the proof of Theorem 3.5. 

 

3.6. Lognormal distribution 
 

In this sub-section, in Theorem 3.6, we will characterize the lognormal distribution, which is given 

by
ln 21

2
( )1

2
( )

x

x
f x e





 




 , , 0, 0x      . For simplicity, we assume 0   and 1  . Then, we 

have
21

2
(ln )1

2
( )

x

x
f x e




 , which we call as the standard lognormal distribution.  

 

Theorem 3.6: Suppose that an absolutely continuous (with respect to Lebesgue measure) random variable X has the 

cumulative distribution function (cdf) ( )F x  and probability distribution function (pdf) ( )f x for 0x  . We assume that 
/ ( )f x  and ( | )E X X x  exist for all x , 0x  . Then 

 

   ( ) ,E X X x g x x 

  

where  

 

( )
( ) ,

( )

f x
x

F x
 

 

and 
   

1
1 12

2 2 2

21(ln )
2

erf 2 ln 1

( )
x

e x x

e

g x




 

 ,  

 

if and only if 

 
21

2
(ln )1

2
( )

x

x
f x e




 ,

 
 

which is the probability density function of the standard lognormal distribution.  

 

Proof: Suppose
21

2
(ln )1

2
( )

x

x
f x e




 , 0x  .

 
Then, after integration and using the definition of the error 

function,   2

0

2
erf

z

tz e dt


  , we easily obtain, after simplification, the following: 

 

 
 

 

   
1

1 12
2 2 2

21(ln )
2

erf 2 ln 1
0

x

x

e x x

eX

t f t dt

g x
f x





 


  . 
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Consequently,    ( ) ,E X X x g x x  where 
( )

( ) ,
( )

f x
x

F x
  and, hence the proof of “if” part of the Theorem 3.6 

follows from Lemma 2.1.  

We will now prove the “only if” condition of the Theorem 3.6. Suppose that 

 

 
 

 

   
1

1 12
2 2 2

21(ln )
2

erf 2 ln 1
0

x

x

e x x

eX

t f t dt

g x
f x





 


  .  

 

Then, differentiating  g x  with respect to x , using Lemma 2.1, and noting that  
22 zd

erf z e
d z 

 , we easily have, 

after simplification, the following: 

 

 
/ /

1
( ) ( )

1 ln .
( ) ( )

x

f x x g x
x

f x g x


   

 
 

On integrating the above equation with respect to x , we easily obtain, on simplification, the following: 

 
2 21 1

2 2
ln (ln ) (ln )

( )
x x xc

x
f x ce e

  
  , 

 

where c  is a constant to be determined. Using the boundary condition 
0

( ) 1,f x dx


  we easily obtain .
2

1


c  

Thus
21

2
(ln )1

2
( )

x

x
f x e




 , 0x 

 
which is the probability density function of the standard lognormal distribution. This 

completes the proof of Theorem 3.6. 

 

3.7. Maxwell distribution 

In this sub-section, in Theorem 3.7, we will characterize the Maxwell distribution, which is given by 

24

2 2

2 3

32( )
x

xf x e  

 



 , 

0, 0x   .  

 

Theorem 3.7: Suppose that an absolutely continuous (with respect to Lebesgue measure) random variable X has the 

cumulative distribution function (cdf) ( )F x  and probability distribution function (pdf) ( )f x for 0x  . We assume that 
/ ( )f x  and ( | )E X X x  exist for all x , 0x  . Then 

 

   ( ) ,E X X x g x x 

  

where  

 

( )
( ) ,

( )

f x
x

F x
 

 

and 

2441
2 2 2

24

22

( ) (2, )

( ) ,

x

x

x e

g x

 









   

 

if and only if 

 
24

2 2

2 3

32( )
x

xf x e  

 



 ,
 

 

which is the probability density function of the Maxwell distribution. 

 

Proof: Suppose

24

2 2

2 3

32( )
x

xf x e  

 



 , 0, 0x   . Then, after integration and using the definition of the incomplete gamma 

function, 1

0
( , )

z n un z u e du    , we easily obtain, after simplification, the following: 
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2441
2 2 2

24

22

( ) (2, )
0

x

x

x

X
x e

t f t dt

g x
f x

 










  . 

 

Consequently,    ( ) ,E X X x g x x  where 
( )

( ) ,
( )

f x
x

F x
  and, hence the proof of “if” part of the Theorem 3.7 

follows from Lemma 2.1.  

We will now prove the “only if” condition of the Theorem 3.7. Suppose that 

 

 
 

 

2441
2 2 2

24

22

( ) (2, )
0

x

x

x

X
x e

t f t dt

g x
f x

 










  .  

 

Then, differentiating  g x  with respect to x , using Lemma 2.1, and noting that 
  1

,
t

t
t e

t

 
 





, we easily have, 

after simplification, the following: 

 

2

/ /

82
( ) ( )

.
( ) ( )

x

x

f x x g x

f x g x 


  

 
 

On integrating the above equation with respect to x , we easily obtain, on simplification, the following 

 
22 42 4

2 2
ln

2( )
xxx

f x ce cx e   
 

  , 

 

where c  is a constant to be determined. Using the boundary condition 
0

( ) 1,f x dx


  we easily obtain 
2 3

32 .c
 

  

Thus,

24

2 2

2 3

32( )
x

xf x e  

 



 , 0, 0x   ,
 
which is the probability density function of the Maxwell distribution. This completes 

the proof of Theorem 3.7. 

 

3.8. Logistic distribution 
 

In this sub-section, in Theorem 3.8, we will characterize the logistic distribution which is given 

by 2

2

1

1
( ) sec

4 2

x

s

x

s

e

s e

x
f x h

s s











 

 
 

 
 

 
  

 
, , 0s    , x   . Some researchers also use an alternative 

parameterization of the logistic distribution by taking
3

s



 , 0  . For simplicity, we assume 0   and 1s  . Then, 

we have
2

1

( )
x

x

e

e

f x


 
 

 

 , x   , which we call as the standard logistic distribution.  
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which is the probability density function of the standard logistic distribution. 
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Then, differentiating  g x  with respect to x , and using Lemma 2.1, we easily have, on simplification, the following: 
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On integrating the above equation with respect to x , we easily obtain, on simplification, the following 
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 , x   , which is the probability density function of the standard logistic distribution. This 

completes the proof of Theorem 3.8. 

 

3.9. Fermi-Dirac distribution 
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which is the probability density function of the Fermi-Dirac distribution. 
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  is known as the Kummer or degenerate hypergeometric function; see, for example, 

Abramowitz and Stegun [1], Gradshteyn and Ryzhik [9], Oldham et al. [14], and Prudnikov et al. [16], among others.  
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On integrating the above equation with respect to x , we easily obtain, on simplification, the following: 
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which is the probability density function of the Fermi-Dirac distribution. This completes the proof of Theorem 3.9. 

 

3.10. Bose-Einstein distribution 
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Now, differentiating  
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On integrating the above equation with respect to x , we easily obtain, on simplification, the following: 
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where c  is a constant to be determined. Using the boundary condition 
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which is the probability density function of the Bose-Einstein distribution. This completes the proof of Theorem 3.10.  

4. Concluding remarks 

Characterization of a probability distribution plays an important role in probability and statistics. In this paper, we have 

considered some continuous probability distributions occurring in physics and allied sciences, namely, the normal, 

Laplace, Lorentz, logistic, Boltzmann, Rayleigh, log-normal, Maxwell, Fermi-Dirac, and Bose-Einstein distributions, 

and have presented their characterizations by using a truncated moment method; that is, by using the condition 

( )E X X x . The characterization of distributions by the condition ( )E X X x  can similarly be done by using the 

Lemma 2.2. It is hoped that the proposed characterizations will be useful for researchers in various fields of physics and 

allied sciences. 
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