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#### Abstract

Some new characterizations of probability distributions based on properties of record values shifted by independent exponential variables are obtained. Explicit expressions for the inverse functions of the corresponding variables are presented. Among others some characterizations of exponential distributions and limiting distributions of maximal and minimal extreme values are given.
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## 1. Introduction

In some sense the given work is a continuation of the investigations presented in [1]. Among others the following problem was investigated there.

Let $\mathrm{X}, \mathrm{X}_{1}$ and $\mathrm{X}_{2}$ be independent identically distributed random variables (r.v.'s) with an absolutely continuous distribution function (d.f.) F (x). Let also $\xi_{1}$ and $\xi_{2}$ be independent (and independent from X's) r.v.'s having the standard $E(1)$ exponential distribution with the density function $p(x)=\exp (-x), x \geq 0$. It is known (see, for example, [1]-[4],[6]) that the following relations

$$
\begin{equation*}
X+\xi_{1} \stackrel{d}{=} \max \left\{X_{1}, X_{2}\right\} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
X \stackrel{d}{=} \max \left\{X_{1}, X_{2}\right\}-\xi_{2} \tag{2}
\end{equation*}
$$

characterize correspondingly the exponential distributions with d.f.'s

$$
\begin{equation*}
F(x)=1-\exp (-(x-C) / 2), x \geq C, \tag{3}
\end{equation*}
$$

where C is any arbitrary constant, and the logistic distributions with d.f.'s

$$
\begin{equation*}
F(x)=C /(C+\exp (-x)),-\infty<x<\infty \tag{4}
\end{equation*}
$$

where C is any positive constant.
It is interesting to mention that very similar relations (1) and (2) characterize two rather different (exponential and logistic) distributions. Hence it is naturally to ask if it is possible to describe some general family of distributions which unites these two types (3) and (4). The natural way to find the necessary family is to consider more general than (1) and (2) relation

$$
\begin{equation*}
\mathrm{X}_{1}+\mathrm{a} \xi_{1} \stackrel{\mathrm{~d}}{=} \max \left\{\mathrm{X}_{1}, \mathrm{X}_{2}\right\}-\mathrm{b} \xi_{2}, \tag{5}
\end{equation*}
$$

where $\mathrm{a} \geq 0, \mathrm{~b} \geq 0$ and $\mathrm{a}+\mathrm{b}>0$.
Let $\mathrm{Q}(\mathrm{x})$ be the inverse (quantile) function of $\mathrm{F}(\mathrm{x})$, i.e.

$$
\begin{equation*}
\mathrm{Q}(\mathrm{x})=\inf \{\mathrm{y}: \mathrm{F}(\mathrm{y}) \geq \mathrm{x}\}, 0<\mathrm{x}<1 . \tag{6}
\end{equation*}
$$

As a partial case of Theorem 3 from [1] it can be obtained that (5) holds if and only if

$$
\begin{equation*}
\mathrm{Q}(\mathrm{x})=\log \left\{\mathrm{Cx}^{\mathrm{b}}(1-\mathrm{x})^{-\mathrm{d}}\right\}, 0<\mathrm{x}<1, \tag{7}
\end{equation*}
$$

where C is any positive constant and $\mathrm{d}=2 \mathrm{a}+\mathrm{b}$.
Indeed, if $\mathrm{a}=1$ and $\mathrm{b}=0$ one gets from (7) that

$$
\begin{equation*}
\mathrm{Q}(\mathrm{x})=\log \left\{\mathrm{C}(1-\mathrm{x})^{-2}\right\}, 0<\mathrm{x}<1, \tag{8}
\end{equation*}
$$

and hence $\mathrm{F}(\mathrm{x})$ has the form given in (3).
If $a=0$ and $b=1$ we obtain from (7) that

$$
\begin{equation*}
\mathrm{Q}(\mathrm{x})=\log \{\mathrm{Cx} /(1-\mathrm{x})\}, 0<\mathrm{x}<1, \tag{9}
\end{equation*}
$$

and then

$$
\mathrm{F}(\mathrm{x})=\mathrm{C}_{1} /\left(\mathrm{C}_{1}+\exp (-\mathrm{x})\right),-\infty<\mathrm{x}<\infty,
$$

where $\mathrm{C}_{1}=1 / \mathrm{C}>0$.
Mention here one more (in some sense, intermediate between two previous) case when it is possible to get $F(x)$ from (7) in the explicit form.

Let $\mathrm{a}=1 / 2$ and $\mathrm{b}=1$. Then one can obtain that $\mathrm{F}(\mathrm{x})$ has the following form:

$$
\begin{equation*}
F(x)=1+\exp (-(x-C))-\left((1+\exp (-(x-c)))^{2}-1\right)^{1 / 2},-\infty<x<\infty, \tag{10}
\end{equation*}
$$

where C is an arbitrary constant.
Thus (7) describes the family of distributions which includes both types of distributions (exponential and logistic) mentioned above as partial cases.

Now we are going to solve the analogous problem for one more very popular in the probability theory class of random variables - the so-called record values.

## 2. Characterizations of probability distributions by properties of record statistics

Let $\mathrm{X}, \mathrm{X}_{1}, \mathrm{X}_{2}, \ldots$ be a sequence of independent r.v.'s with a common absolutely continuous d.f. $\mathrm{F}(\mathrm{x})$. Define upper record times $\boldsymbol{L}(\boldsymbol{n})$ and upper record values $\boldsymbol{X}(\boldsymbol{n}), \mathrm{n}=1,2, \ldots$, as follows:

$$
L(1)=1, L(n)=\min \left\{j>L(n-1): X_{j}>X_{L(n)}\right\}, n=2,3, \ldots
$$

and

$$
X(n)=X_{L(n)}, n=1,2, \ldots
$$

Analogously it is possible to determine the lower record times $\boldsymbol{l}(\boldsymbol{n})$ and the lower record values $\boldsymbol{x}(\boldsymbol{n})$. In this situation

$$
\mathrm{l}(1)=1, \mathrm{l}(\mathrm{n})=\min \left\{\mathrm{j}>\mathrm{l}(\mathrm{n}-1): \mathrm{X}_{\mathrm{j}}<\mathrm{X}_{\mathrm{l}(\mathrm{n})}\right\}, \mathrm{n}=2,3, \ldots,
$$

and

$$
x(n)=X_{l(n)}, n=1,2, \ldots
$$

Indeed, $X(n)=\max \left\{X_{1}, X_{2}, \ldots, X_{L(n)}\right\}$ and $x(n)=\min \left\{X_{1}, X_{2}, \ldots, X_{1(n)}\right\}, n=1,2, \ldots$
As above, for simplicity, we consider the case $n=2$ only. The first situation is connected with the equality

$$
\begin{equation*}
X+\xi_{1} \stackrel{d}{=} X(2) \tag{11}
\end{equation*}
$$

As the partial case of the general theorem (Theorem 1), which will be presented below, it will be seen that (11) holds if and only if $X$ has the exponential d.f.

$$
\begin{equation*}
F(x)=1-\exp (-(x-C)), x \geq C, \tag{12}
\end{equation*}
$$

where C is an arbitrary constant.
As another partial case of the Theorem 1 it can be obtained that the relation

$$
\begin{equation*}
X=X(2)-\xi_{2} \tag{13}
\end{equation*}
$$

is valid if and only if

$$
\begin{equation*}
F(x)=1-\exp (-\exp (x-C)), \quad-\infty<x<\infty, \tag{14}
\end{equation*}
$$

where C is any arbitrary constant. Note that d.f. (14) presents one of three possible families of limiting distributions for minimal order statistics.

Now our aim is to find the general family of d.f.'s which includes the both ((12) and (14)) given types of distributions. The natural way for it is to consider the relations which are analogous to equality (5):

$$
\begin{equation*}
X_{1}+a \xi_{1} \stackrel{d}{=} X(2)-b \xi_{2} \tag{15}
\end{equation*}
$$

where $\mathrm{a} \geq 0, \mathrm{~b} \geq 0$ and $\mathrm{a}+\mathrm{b}>0$.
Let $\mathrm{Q}(\mathrm{x})$ as above be the inverse function of $\mathrm{F}(\mathrm{x})$. It appears that the following result is valid.

Theorem 1. Let $X, X_{1}, X_{2}, \ldots$ be a sequence of independent r.v.'s with a common continuous d.f. $F(x)$. Then relation (15) holds for any arbitrary $a$ and $b$, such that $a \geq 0, b \geq 0$ and $a+b>0$, if and only if

$$
\begin{equation*}
Q(x)=\operatorname{blog}(-\log (1-x))-\operatorname{alog}(1-x)+C, 0<x<1 \text {, } \tag{16}
\end{equation*}
$$

where $C$ is any constant.
Corollary 1. If $a=1, b=0$, then $Q(x)=C-\log (1-x), 0<x<1$, and hence

$$
F(x)=1-\exp (-(x-C)) \text {, if } x \geq C, \text { and } F(x)=0 \text {, if } x<C .
$$

Thus the equality $X+\xi_{1} \stackrel{\text { d }}{=} X(2)$ characterizes the exponential distribution with d.f.

$$
F(x)=\max \{0,1-\exp (-(x-C)) .
$$

Corollary 2. If $a=0, b=1$, then $Q(x)=\log (-\log (1-x)), 0<x<1$, and hence

$$
F(x)=1-\exp (-\exp (x-C)),-\infty<x<\infty,
$$

that is the equality $X=X(2)-\xi_{2}$ characterizes the limiting for minimal order statistics type of distributions.
As usual if we have some results for the upper record values $\mathrm{X}(\mathrm{n})$ it is easy to obtain the analogous results for the lower record values $\mathrm{x}(\mathrm{n})$. It is enough to consider r.v.'s $\mathrm{Y}_{1}=-\mathrm{X}_{1}$,
$Y_{2}=-X_{2}, \ldots$ instead of X's. Then the corresponding lower records $\mathrm{y}(1)>\mathrm{y}(2)>\ldots$ for the sequence $\mathrm{Y}_{1}, \mathrm{Y}_{2}, \ldots$ and the upper record values $\mathrm{X}(1)<\mathrm{X}(2)<\ldots$ for X 's satisfy in distribution the following relation:

$$
y(n) \stackrel{d}{=}-X(n), n=1,2, \ldots
$$

Hence Theorem 1 can be rewritten for the lower records as follows.

Theorem 2. Let $X, X_{1}, X_{2}, \ldots$ be a sequence of independent r.v.'s with a common continuous d.f. $F(x)$. Then the relation

$$
\begin{equation*}
X-\mathrm{a} \xi_{1} \stackrel{\mathrm{~d}}{=} \mathrm{x}(2)+\mathrm{b} \xi_{2} \tag{17}
\end{equation*}
$$

holds for any arbitrary $a$ and $b$, such that $a \geq 0, b \geq 0$ and $a+b>0$, if and only if

$$
\begin{equation*}
Q(x)=C-b \log (-\log x)+\operatorname{alog} x, 0<x<1, \tag{18}
\end{equation*}
$$

where $C$ is any constant.

Corollary 3. If $a=0, b=1$ in (17), then $Q(x)=C-\log (-\log x), 0<x<1$, and

$$
F(x)=\exp (-\exp (-(x-C))),-\infty<x<\infty,
$$

where $C$ is any arbitrary constant.
That is the equality

$$
\begin{equation*}
x(1)-\xi_{1} \stackrel{d}{=} x(2) \tag{19}
\end{equation*}
$$

characterizes the so-called Weibull (or doubly exponential ) distribution, which belongs to one of three classical families of limit distributions for maximal order statistics.

## 3. Proof of Theorem 1.

Consider the situation with $\mathrm{a}>0$ and $\mathrm{b}>0$. The following result, which was proved in [1], can be useful.
Lemma. Let $Z_{1}$ and $Z_{2}$ be two r.v. 's with continuous d.f.'s $G(x)$ and $H(x)$, respectively. Let also $\xi_{1}$ and $\xi_{2}$ be independent (and independent from $Z$ 's) r.v.'s having the common standard $E(1)$ exponential distribution. Then the equality

$$
\begin{equation*}
Z_{1}+a \xi_{1} \stackrel{\mathrm{~d}}{=} Z_{2}-b \xi_{2} \tag{20}
\end{equation*}
$$

holds for some $a \geq 0, b \geq 0$ and $a+b>0$, if and only if

$$
\begin{equation*}
b G^{\prime}(x)+a H^{\prime}(x)=G(x)-H(x) . \tag{21}
\end{equation*}
$$

In our case (let us recall equality (15)) we must take as $\mathrm{G}(\mathrm{x})$ and $\mathrm{H}(\mathrm{x})$ d.f.'s

$$
\begin{equation*}
\mathrm{G}(\mathrm{x})=\mathrm{P}(\mathrm{X}<\mathrm{x})=\mathrm{F}(\mathrm{x}) \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{H}(\mathrm{x})=\mathrm{P}(\mathrm{X}(2)<\mathrm{x})=1-(1-\mathrm{F}(\mathrm{x}))(1-\log (1-\mathrm{F}(\mathrm{x}))) . \tag{2}
\end{equation*}
$$

Expression (23) is the partial case of the general equality

$$
\begin{equation*}
\mathrm{P}(\mathrm{X}(\mathrm{n})<\mathrm{x})=1-(1-\mathrm{F}(\mathrm{x})) \sum_{k=0}^{n-1}(-\log (1-\mathrm{F}(\mathrm{x})))^{\mathrm{k}} / \mathrm{k}!, \mathrm{n}=1,2, \ldots, \tag{24}
\end{equation*}
$$

which is valid for record values (see, for example, [5]).
In this case $H^{\prime}(x)=-\mathrm{F}^{\prime}(\mathrm{x}) \log (1-\mathrm{F}(\mathrm{x}))$. We can get by substituting d.f.'s (22) and (23) to (21) that

$$
b F^{\prime}(x)-a F^{\prime}(x) \log (1-F(x))=-(1-F(x)) \log (1-F(x))
$$

and hence

$$
\begin{equation*}
F^{\prime}(x)(\operatorname{alog}(1-F(x))-b)=(1-F(x)) \log (1-F(x)) . \tag{25}
\end{equation*}
$$

Denote $\mathrm{R}(\mathrm{x})=-\log (1-\mathrm{F}(\mathrm{x}))$. Then $\mathrm{R}^{\prime}(\mathrm{x})=\mathrm{F}^{\prime}(\mathrm{x}) /(1-\mathrm{F}(\mathrm{x}))$.
We can rewrite (25) now as

$$
\begin{equation*}
b R^{\prime}(x) / R(x)+a R^{\prime}(x)=1 . \tag{26}
\end{equation*}
$$

It means that

$$
C+b \log R(x)+a R(x)=x,
$$

where C is some constant. Hence we see that d.f. $\mathrm{F}(\mathrm{x})$ satisfies the following relation

$$
\begin{equation*}
C+b \log (-\log (1-F(x)))-\operatorname{alog}(1-F(x))=x . \tag{27}
\end{equation*}
$$

Substituting inverse function $\mathrm{Q}(\mathrm{x})$ instead of x to (27) one gets that

$$
\mathrm{Q}(\mathrm{x})=\mathrm{b} \log (-\log (1-\mathrm{x}))-\mathrm{a} \log (1-\mathrm{x})+\mathrm{C},
$$

that is (16) holds for the case, when $\mathrm{a}>0$ and $\mathrm{b}>0$.

Analogously it can be proved that (16) is valid also for situations when $a=0, b>0$ and $a>0, b=0$.

## Thus Theorem 1 is proved. $\square$
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