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#### Abstract

This paper is devoted to the study of the metric projection onto a nonempty closed convex subset of a general Banach space. Thanks to a systematic use of semi-inner products and duality mappings, characterizations of the metric projection are given. Applications to decompositions of Banach spaces along convex cones and variational inequalities are presented.


## 1. Introduction

A number of problems can be reformulated as best approximation problems in some normed vector spaces. In several instances, the choice of the norm is imposed by the nature of the problem, so that one does not always dispose of an Hilbertian structure. It is the purpose of the present paper to describe characterizations of the solutions (which are not necessarily unique) of such problems in case the feasible set is convex. Such characterizations are known under restrictive assumptions such as Gâteaux-differentiability of the norm off 0 , or strict convexity of the norm (see [16], [22], [2], [3]). Here, we dispense with such assumptions by making a strong use of the concepts of duality mapping and of semi-inner product. These notions are recalled in section 2. Section 3 presents the characterization we have in view. In sections 4 and 5, some applications in the field of ordered Banach spaces and variational inequalities are presented. Applications to sensitivity analysis will be considered elsewhere. We thank Professor A Seeger for providing us with reference [32]. We are grateful to Professor Y. Al'ber for a careful reading of our manuscript which led us to improve its presentation and for pointing out to us several references on projections and generalized projections which complete our bibliography ([1], [3], [4]), in particular reference

[^0][2] which is related to Section 5 of the present paper. We are also thankful to Professor C. Zalinescu for calling our attention on the formulation of Proposition 5.1 of the present paper.

## 2. Preliminaries

In the sequel, $X$ is a Banach space with topological dual $X^{*}$, and $\langle.,$. is the usual duality pairing between $X^{*}$ and $X$. We set $k(x)=\frac{1}{2}\|x\|_{X}^{2}$, $n(x)=\|x\|_{X}$, and we denote by $\mathcal{F}(X)$ (resp. $\mathcal{C}(X)$ ) the set of nonempty closed subsets (resp. closed convex subsets) of $X$. The duality mapping (or rather multimapping) $J$ is defined by

$$
J(x)=\left\{x^{*} \in X^{*}:\left\langle x^{*}, x\right\rangle=\|x\|^{2},\left\|x^{*}\right\|=\|x\|\right\} .
$$

It is monotone (see for example [11]), as it coincides with the subdifferential of the convex function $k$. Here we identify a multimapping with its graph:

$$
\left\langle x^{*}-y^{*}, x-y\right\rangle \geq 0, \forall\left(x, x^{*}\right),\left(y, y^{*}\right) \in J .
$$

The duality mapping $J$ is also homogeneous. As this correspondence will be of fundamental use in this paper, let us recall some of its properties. Since the function $k$ (resp. $n$ ) is convex, continuous at each point, its radial derivative exists. Using classical notations (see for example [17], [11], [24], [22]), we set:

$$
\begin{gathered}
\quad\langle x, y\rangle_{+}:=k^{\prime}(x, y)=\lim _{t \rightarrow 0_{+}} \frac{\|x+t y\|^{2}-\|x\|^{2}}{2 t} \\
\text { (resp. } \left.[x, y]_{+}:=n^{\prime}(x, y)=\lim _{t \rightarrow 0_{+}} \frac{\|x+t y\|-\|x\|}{t}\right) .
\end{gathered}
$$

The bracket $\langle., .\rangle_{+}$(resp. $[., .]_{+}$) is called the semi-inner product (resp. the normalized semi-inner product) (see [17]). Moreover, the subdifferential $J=$ $\partial k$ (resp. $S=\partial n$ ) of $k$ (resp. of $n$ ) is related to the semi-inner product through the relation

$$
\begin{gathered}
\langle x, y\rangle_{+}=\max \left\{\left\langle x^{*}, y\right\rangle: x^{*} \in J(x)\right\} \\
\text { (resp. }[x, y]_{+}=\max \left\{\left\langle x^{*}, y\right\rangle: x^{*} \in S(x)\right\},
\end{gathered}
$$

(see for example [24], [11]), which is a special case of the relation

$$
f^{\prime}(x, y)=\max \left\{\left\langle x^{*}, y\right\rangle: x^{*} \in \partial f(x)\right\},
$$

for $f$ a continuous convex function. Thus, one sees easily that

$$
\left|\langle x, y\rangle_{+}\right| \leq\|x\|\|y\| \text { and }\langle x, y\rangle_{+}=\|x\|[x, y]_{+} .
$$

The map which sends $x$ to $\langle x, y\rangle_{+}$, for a given $y$, is positively homogeneous. The map which sends $y$ to $\langle x, y\rangle_{+}$(resp. $[x, y]_{+}$), for a given $x \neq 0$, is sublinear continuous. If $k$ is Gâteaux-differentiable, $J$ is single-valued, and $S$ is single-valued on $X \backslash\{0\}$. Also, $J(0)=\{0\}, S(0)=B_{X^{*}}$, and for $x \neq 0$,

$$
\langle x, y\rangle_{+}=\langle J(x), y\rangle=\left\langle k^{\prime}(x), y\right\rangle \text { and }[x, y]_{+}=\langle S(x), y\rangle=\left\langle n^{\prime}(x), y\right\rangle
$$

Let us recall that the semi-inner product is symmetric if, and only if, the mapping $J$ is linear if, and only if, the space $X$ is Hilbertian (see [30]). In this case, it coincides with the inner product of $X$, and if the space $X$ is identified with its topological dual $X^{*}$, the mapping $J$ is the identity mapping on $X$. Now, let us give some examples of duality mappings which will be used later on.

Let $X=L^{p}(\Omega, \mathbb{R})$, with $1<p<+\infty$, where $(\Omega, \mathcal{A}, \mu)$ is a measured space. In this case, $X^{*} \approx L^{q}(\Omega, \mathbb{R})$ with $\frac{1}{p}+\frac{1}{q}=1$. One has for $x \neq 0$

$$
J(x)=\|x\|^{2-p}|x|^{p-1} \operatorname{sgn} x,
$$

Here $\|x\|=\left(\int_{\Omega}|x(s)|^{p} d \mu(s)\right)^{\frac{1}{p}}$, and $\operatorname{sgn} x=\mathbb{1}_{[x>0]}-\mathbb{1}_{[x<0]}$. Hence, one has

$$
\langle J(x), y\rangle=\langle x, y\rangle_{+}=\|x\|^{2-p} \int_{\Omega}|x(s)|^{p-2} x(s) y(s) d \mu(s) .
$$

If $p=1$, identifying $X^{*}$ with $L^{\infty}(\Omega, \mathbb{R})$, then for $x \neq 0, J(x)$ is the set of $y^{*}=\|x\| x^{*}$ where $x^{*}$ satisfies $x^{*}=1$ on $[x>0], x^{*}=-1$ on $[x<0]$, $\left|x^{*}\right| \leq 1$ on $[x=0]$ (see for example [10], [31]). Thus, we obtain that $\langle x, y\rangle_{+}=\|x\|\left(\int_{[x>0]} y(s) d \mu(s)-\int_{[x<0]} y(s) d \mu(s)+\int_{[x=0]}|y(s)| d \mu(s)\right)$.

Example. Given a compact topological space $T$, let us consider $X=C(T)$, the space of continuous functions from $T$ into $\mathbb{R}$ equipped with the norm of uniform convergence, $\|x\|:=\sup \{|x(t)|: t \in T\}$. For $y \in X$, we set

$$
T(y)=\{t \in T:|y(t)|=\|y\|\}
$$

It is also known (see [11]) that

$$
\langle x, y\rangle_{+}=\max \{x(t) y(t): t \in T(x)\}
$$

Example. Let $\Omega$ be a bounded open subset of $\mathbb{R}^{d}$ and let $X=H_{0}^{1}(\Omega)$, the closure of $\mathcal{C}_{0}^{\infty}(\Omega)$ in $H^{1}(\Omega)$ for the norm induced by $H^{1}(\Omega)$ which is given by

$$
\|x\|_{H^{1}(\Omega)}=\left(\int_{\Omega}|x(t)|^{2} d \mu(t)+\sum_{i=1}^{d} \int_{\Omega}\left|\frac{\partial x(t)}{\partial t_{i}}\right|^{2} d \mu(t)\right)^{\frac{1}{2}}
$$

If we choose on $X$ the norm $\|\cdot\|_{H^{1}(\Omega)}$ defined above, then, identifying $X=H_{0}^{1}(\Omega)$ with its topological dual $X^{*}=H^{-1}(\Omega)$, it is easily seen that $J$ is the identity mapping on $X$. However, let us consider the following norm on $X$

$$
\|x\|_{H_{0}^{1}(\Omega)}=\left(\sum_{i=1}^{d} \int_{\Omega}\left|\frac{\partial x(t)}{\partial t_{i}}\right|^{2} d \mu(t)\right)^{\frac{1}{2}}
$$

which is equivalent to the norm $\|\cdot\|_{H^{1}(\Omega)}$ (see for example [9]), since the open subset $\Omega$ is bounded. The square of this norm being differentiable, for all $x \in H_{0}^{1}(\Omega)$, there exists a unique $J(x) \in H^{-1}(\Omega)$ such that for all $y \in H_{0}^{1}(\Omega)$ :

$$
\langle J(x), y\rangle=\sum_{i=1}^{d} \int_{\Omega} \frac{\partial x(t)}{\partial t_{i}} \frac{\partial y(t)}{\partial t_{i}} d \mu(t)
$$

It follows that

$$
J(x)=-\sum_{i=1}^{d} \frac{\partial^{2} x(t)}{\partial t_{i}^{2}}
$$

in the sense of distributions. Moreover, if $x \in H_{0}^{1}(\Omega) \cap H^{2}(\Omega), J(x)=-\triangle x$ in $L^{2}(\Omega)$, where $\triangle$ is the usual Laplacian calculated at $x$.

More properties of semi-inner products can be given thanks to the following extension to infinite dimensions of a result of Rockafellar (see [27]).

Proposition 2.1. Let $f$ be a convex function from $X$ into $\mathbb{R} \cup\{\infty\}$, finite and continuous on an open subset $U$ of $X$. The function df from $U \times X$ into $\mathbb{R}$ given by $d f(x, y)=f^{\prime}(x, y)$ is upper semicontinuous for the strong topology on $U \times X$. In particular, the map which sends $(x, y)$ to $\langle x, y\rangle_{+}$is upper semicontinuous for the strong topology. Moreover, if $f$ is Gâteauxdifferentiable on $U$, then $d f$ is continuous on $U \times X$ for the strong topology.

Proof. 1) Let $(x, y) \in U \times X$ and let $\left(x_{n}\right)_{n \in \mathbb{N}} \rightarrow x$ and $\left(y_{n}\right)_{n \in \mathbb{N}} \rightarrow y$. For all $r>f^{\prime}(x, y)$, there exists $t_{0}>0$ such that for all $\left.\left.t \in\right] 0, t_{0}\right]$ :

$$
r>t^{-1}(f(x+t y)-f(x))
$$

Since $f$ is continuous, there exists $n_{0} \in \mathbb{N}$ so that for $n \geq n_{0}$

$$
r>t_{0}^{-1}\left(f\left(x_{n}+t_{0} y_{n}\right)-f\left(x_{n}\right)\right) .
$$

Hence for $n \geq n_{0}$ and $\left.\left.t \in\right] 0, t_{0}\right]$, one has, thanks to the convexity of $f$ :

$$
r>t^{-1}\left(f\left(x_{n}+t y_{n}\right)-f\left(x_{n}\right)\right) \geq f^{\prime}\left(x_{n}, y_{n}\right)
$$

Thus $d f$ is upper semicontinuous on $U \times X$.
2) Suppose that $f$ is Gâteaux-differentiable at $x$. Then for each $y \in X$, $f^{\prime}(x, y)=-f^{\prime}(x,-y)$. Using the upper semicontinuity of $d f$,

$$
\lim \sup _{n \in I N} f^{\prime}\left(x_{n},-y_{n}\right) \leq f^{\prime}(x,-y)
$$

which may be rewritten, as $-f^{\prime}\left(x_{n},-y_{n}\right) \leq f^{\prime}\left(x_{n}, y_{n}\right)$,

$$
\lim \sup _{n \in I N}-f^{\prime}\left(x_{n}, y_{n}\right) \leq-f^{\prime}(x, y)
$$

It follows that

$$
\lim \inf _{n \in \mathbb{N}} f^{\prime}\left(x_{n}, y_{n}\right) \geq f^{\prime}(x, y) \geq \lim \sup _{n \in \mathbb{N}} f^{\prime}\left(x_{n}, y_{n}\right)
$$

Thus $d f$ is continuous at $(x, y)$.
Under a stronger assumption, the conclusion of Proposition 2.1 can be reinforced as follows.

Proposition 2.2. Let $f$ be a convex function from $X$ into $\mathbb{R} \cup\{\infty\}$ finite and continuous on an open subset $U$ of $X$. If $f$ is Fréchet-differentiable at some $x \in U$, then for each $y \in Y$, the function df from $U \times X$ into $\mathbb{R}$ given by $d f(u, v)=f^{\prime}(u, v)$ is upper semicontinuous at $(x, y)$ for the product of the strong topology and the bounded weak topology. In particular, when $k$ is Fréchet-differentiable the map which sends $(x, y)$ to $\langle x, y\rangle_{+}$is upper
semicontinuous for the product of the strong topology and the bounded weak topology.

Proof. Let $x \in U$ and let $\left(x_{i}\right)_{i \in I} \rightarrow x$ and $\left(y_{i}\right)_{i \in I} \rightharpoonup y$ weakly, with $\left(y_{i}\right)_{i \in I}$ bounded. Let $r>\left\langle f^{\prime}(x), y\right\rangle$. For all $i$ and $x_{i}^{*} \in \partial f\left(x_{i}\right)$ such that $\left\langle x_{i}^{*}, y_{i}\right\rangle=$ $f^{\prime}\left(x_{i}, y_{i}\right)$ (such an $x_{i}^{*}$ exists by a result of Moreau), one has

$$
\left\langle x_{i}^{*}, y_{i}\right\rangle \leq\left\|x_{i}^{*}-f^{\prime}(x)\right\|\left\|y_{i}\right\|+\left\langle f^{\prime}(x), y_{i}-y\right\rangle+\left\langle f^{\prime}(x), y\right\rangle .
$$

Since the function $f$ is Fréchet-differentiable at $x,\left\|x_{i}^{*}-f^{\prime}(x)\right\| \rightarrow 0$ (see [5], [23]), hence for $i$ large enough $r>\left\langle x_{i}^{*}, y_{i}\right\rangle$; thus $d f$ is upper semicontinuous.

The following property of semi-inner products will be useful. (see [19], [29]).
Lemma 2.3. Let $w \in X$ and $x \in C$. The following assertions are equivalent:
(i) $\langle x-w, y-x\rangle_{+} \geq 0, \forall y \in C$.
(ii) $\langle y-w, y-x\rangle_{+} \geq 0, \forall y \in C$.

Proof. Assertion (i) implies (ii) because the multimapping $J$ is monotone, hence for all $u^{*} \in J(x-w)$ and all $v^{*} \in J(y-w),\left\langle u^{*}, y-x\right\rangle \geq\left\langle v^{*}, y-x\right\rangle$. It follows that

$$
\max \left\{\left\langle u^{*}, y-x\right\rangle: u^{*} \in J(x-w)\right\} \leq \max \left\{\left\langle v^{*}, y-x\right\rangle: v^{*} \in J(y-w)\right\}
$$

that is

$$
0 \leq\langle x-w, y-x\rangle_{+} \leq\langle y-w, y-x\rangle_{+} .
$$

Conversely, assertion (ii) implies (i). Indeed, by replacing $y$ by $t y+(1-t) x$ with $t \in] 0,1$ [ in (ii), the upper semi-continuity of the semi-inner product enables us to write that

$$
\langle x-w, y-x\rangle_{+} \geq \lim \sup _{t \rightarrow 0_{+}} \frac{1}{t}\langle(1-t) x+t y-w, t(y-x)\rangle_{+} \geq 0
$$

## 3. Characterizations of metric projections

In this section we study the metric projection onto a nonempty closed convex subset $C$ of the Banach space $X$. The characterizations we present generalize those which are known in Euclidean and Hilbertian spaces. They are more general than the one obtained in [16] and [22], since no special geometrical property on the space is assumed.

For $w \in X, P(C, w)$ is the set of solutions to the programming problem:

$$
\text { (P): } \min \left\{\frac{1}{2}\|x-w\|^{2}: x \in C\right\}=\min \{k(x-w): x \in C\}
$$

It is also the set of minimizers of the distance function $d_{C}$ on $C$ given by

$$
d_{C}(w)=\inf \{\|x-w\|: x \in C\}
$$

In the following, it is always assumed that the metric projection operator $P(C,$.$) is nonempty valued. Let us recall that for C \in \mathcal{F}(X)$, the (upper) tangent cone to $C$ at $x \in C$ is given by

$$
T(C, x)=\lim \sup _{t \rightarrow 0_{+}} t^{-1}(C-x) .
$$

When $C$ is convex, it is the closure of the radial tangent cone

$$
T^{r}(C, x)=\mathbb{R}_{+}(C-x)
$$

The normal cone to $C$ at $x$ is the polar cone of the tangent cone:

$$
N(C, x)=(T(C, x))^{\circ}=\left\{x^{*} \in X^{*}:\left\langle x^{*}, x\right\rangle \leq 0 \forall x \in T(C, x)\right\}
$$

For $C$ convex,

$$
N(C, x)=(T(C, x))^{\circ}=\left\{x^{*} \in X^{*}:\left\langle x^{*}, y-x\right\rangle \leq 0 \forall y \in C\right\} .
$$

Now, we are in a position to give fundamental characterizations of metric projections in general Banach spaces.

Theorem 3.1. For a nonempty closed convex subset $C$ of $X$ and $w \in X$, the following assertions are equivalent:
(a) $x \in C$ is a metric projection of $w$ in $C$, that is $x \in P(C, w)$;
(b) $0 \in \partial k(x-w)+N(C, x)$;
(c) $\exists v^{*} \in J(x-w):\left\langle v^{*}, v\right\rangle \geq 0 \forall v \in T(C, x)$;
(d) $\exists u^{*} \in J(w-x):\left\langle u^{*}, v\right\rangle \leq 0 \forall v \in T(C, x)$;
(e) $J(w-x) \cap N(C, x) \neq \emptyset$;
(f) $\langle x-w, v\rangle_{+} \geq 0, \quad \forall v \in T(C, x)$;
(g) $\langle x-w, y-x\rangle_{+} \geq 0, \quad \forall y \in C$;
(h) $\langle y-w, y-x\rangle_{+} \geq 0, \quad \forall y \in C$;
(i) $\langle w-x, x-y\rangle_{+} \geq 0, \quad \forall y \in C$;
(j) $\langle w-y, x-y\rangle_{+} \geq 0, \quad \forall y \in C$.

Proof. Let $i_{C}$ be the indicator function of $C$ given by $i_{C}(x)=0$ if $x \in$ $C, i_{C}(x)=+\infty$ otherwise. For a given $w \in X$, let $k_{w}$ be the convex function given by $k_{w}(x)=k(x-w)$. Since the function $k_{w}$ is finite, convex, continuous, usual subdifferential calculus rules ensure that

$$
0 \in \partial\left(k_{w}+i_{C}\right)(x)=\partial k_{w}(x)+\partial i_{C}(x)
$$

is a necessary and sufficient optimality condition for $x$ to be a minimizer of $k_{w}+i_{C}$ (see for example [27], [23] and, for recent monographs, [6], [13]). Since $\partial k_{w}(x)=\partial k(x-w), \partial i_{C}(x)=N(C, x)$, the equivalence of (a) and (b) follows. Condition (c) is obviously a reformulation of (b) as $\partial k(x-w)=$ $J(x-w)$. Condition (d) is seen to be equivalent to (c) by setting $v^{*}=-u^{*}$, $J$ being odd. Condition (e) is obviously a reformulation of (d) by the very definition of $N(C, x)$ as the polar cone of $T(C, x)$. Since $\langle x-w, v\rangle_{+} \geq\left\langle v^{*}, v\right\rangle$ for each $v^{*} \in J(x-w)$, by a well-known characterization of the subdifferential $J$ of $k$ in terms of the directional derivatives of $k$, it is clear that (c) implies (f) (hence that (e) implies (f)). Condition (f) implies (e) again by applying subdifferential calculus. Indeed, the subdifferential at 0 of the sublinear
functional $s:=p+q$ defined by $p(\cdot):=\langle x-w, \cdot\rangle_{+}, q(\cdot):=i_{T}(\cdot)$, with $T:=T(C, x)$ is given by

$$
\partial s(0)=\partial p(0)+\partial q(0)=J(x-w)+T^{o}
$$

as easily seen, $p$ being continuous (observe that $x^{*} \in \partial q(0)$ iff $\left.x^{*} \mid T \leq 0\right)$. As $C-x$ is contained in $T(C, x)$, it is obvious that ( f ) implies (g). Since $p$ is sublinear continuous, condition (g) implies (f) by density of $T^{r}(C, x)$ into $T(C, x)$. Moreover, Lemma 2.3 yields the equivalence $(\mathrm{g}) \Leftrightarrow(\mathrm{h})$. Finally, as $\langle-x,-y\rangle_{+}=\langle x, y\rangle_{+},(\mathrm{g}) \Leftrightarrow(\mathrm{i})$ and $(\mathrm{h}) \Leftrightarrow(j)$.
Example. Let $X=L^{p}(\Omega, \mathbb{R})$, with $1<p<+\infty$, where $(\Omega, \mathcal{A}, \mu)$ is a measured space. For $C \in \mathcal{C}(X)$ and $w \in X$, the vector $x \in C$ is the metric projection of $w$ in $C$ if, and only if,

$$
\int_{\Omega}|x(s)-w(s)|^{p-1} \operatorname{sgn}(x(s)-w(s))(y(s)-x(s)) d \mu(s) \geq 0, \forall y \in C .
$$

This formula is the same as the one proved in [16] by using specific properties of $L^{p}$ spaces.

Let also remark that, except if $k$ is Gâteaux-differentiable, the characterization (g) of Theorem 3.1 cannot be equivalently rewritten as

$$
\langle w-x, y-x\rangle_{+} \leq 0, \forall y \in C, \text { or }\langle x-w, x-y\rangle_{+} \leq 0, \forall y \in C,
$$

as the following counterexample shows:
Example. Let $X=l^{1}(\mathbb{R})$ with $\|x\|=\sum_{i}\left|x_{i}\right|$. One has (see [11])

$$
\langle x, y\rangle_{+}=\left(\|x\|-\sum_{i}\left(\left|x_{i}\right|-x_{i} \operatorname{sgn} y_{i}\right)\right)\|y\|
$$

It is easily seen that the relation $\langle x, y\rangle_{+} \geq 0$ is not equivalent to the relation $\langle-x, y\rangle_{+} \leq 0$ or $\langle x,-y\rangle_{+} \leq 0$. Indeed, for $x \neq 0$ and $y \neq 0$, one has $\langle x, y\rangle_{+} \neq-\langle-x, y\rangle_{+}$, and $\langle x, y\rangle_{+} \neq-\langle x,-y\rangle_{+}$. In fact, $\langle x,-y\rangle_{+}=$ $\langle-x, y\rangle_{+}=-\langle x, y\rangle_{-}$, where

$$
\langle x, y\rangle_{-}:=-\langle x,-y\rangle_{+}=\min \left\{\left\langle x^{*}, y\right\rangle: x^{*} \in J(x)\right\} .
$$

When $C$ is a closed convex cone, the preceding characterization takes a striking form.

Corollary 3.2. If $C$ is a closed convex cone, $x \in C$ is a projection of $w$ in $C$ if, and only if, there exists $y^{*} \in J(w-x)$ such that $y^{*} \in C^{\circ}$ and $\left\langle y^{*}, x\right\rangle=0$. If $C$ is a closed vector subspace, the vector $x$ is a projection of $w$ in $C$ if, and only if, there exists $y^{*} \in J(w-x)$ such that $\left\langle y^{*}, y\right\rangle=0$ for all $y \in C$.

Proof. This follows immediately from Theorem 3.1 (c) since $u^{*} \in N(C, x)$ if, and only if, $u^{*} \in C^{\circ}$ and $\left\langle u^{*}, x\right\rangle=0$.

The following simple consequence deserves some attention since this property is not necessarily valid when $C$ is not a convex subset.

Corollary 3.3. Let $C$ be a nonempty closed convex subset of a Banach space $X$. Let $w \in X \backslash C$ and $x \in P(C, w)$. Then, for any $r>0, x$ is a best approximation of $z=x+r(w-x)$.

Proof. This follows from the equivalence $(\mathrm{a}) \Leftrightarrow(\mathrm{c})$ of Theorem 3.1 and the positive homogeneity of $J$.ם

A geometrical interpretation of our characterization of metric projections can be given thanks to the following definition.

Definition 3.4. ([7, p. 71], [24]) The vector $x$ is said to form an obtuse angle with $v$ if one of the following equivalent conditions holds:
(i) $\langle x,-v\rangle_{+} \geq 0$.
(ii) There exists $x^{*} \in J(x)$ such that $\left\langle x^{*}, v\right\rangle \leq 0$.
(iii) The vector $x$ is orthogonal to $-v$ in the sense of Birkhoff:

$$
\|x-t v\| \geq\|x\|, \quad \forall t>0
$$

(iv) There exists $r>0$ such that for all $t \in[0, r],\|x-t v\| \geq\|x\|$.
(v) The vector $x$ is normal to $Y:=\mathbb{R}_{-} v$ at 0 in the sense of Bony or metrically normal:

$$
\exists r>0: d_{Y}(0+t(-v))=t\|(-v)\|, \forall t \in[0, r] .
$$

(vi) The vector $x$ is metrically normal to $Z:=[-1,0] v$ at 0 .

By rewriting the equivalence $(\mathrm{a}) \Leftrightarrow(\mathrm{g})$ in Theorem 3.1, one has:
Corollary 3.5. The vector $x \in C$ is a projection of $w$ in $C$ if, and only if, for all $v \in C$, the vector $x-w$ forms an obtuse angle with $x-v$.

In the particular case of Euclidean and Hilbertian spaces, our extension obviously coincides with the usual analytic and geometric Kolmogorov characterization. The semi-inner product and the duality mapping are also welladapted tools to the characterization of metric projections in Banach spaces.

Let us point out that Corollary 3.2 can be reformulated as a decomposition theorem of Moreau type in a Banach space (see [20], [21]). It keeps the main features of the Moreau decomposition in Hilbert spaces, but here the decomposition is not symmetric.

Corollary 3.6. Let $C$ be a proximinal closed convex cone of $X$ (that is, such that each $x \in X$ has a best approximation in $C$ ), and let

$$
D:=J^{-1}\left(C^{\circ}\right)=\left\{y \in X: J(y) \cap C^{\circ} \neq \emptyset\right\}
$$

Then, any $w \in X$ can be decomposed as

$$
w=x+y, x \in C, y \in D, y \perp x
$$

where $y \perp x$ means there exists $y^{*} \in J(y)$ with $\left\langle y^{*}, x\right\rangle=0$; in fact, one can also impose $x \in P(C, w)$.

Note that $D$ is a closed cone but its convexity is not ensured in general.

Example. Let $C=\mathbb{R}_{+}(-1,-1)$ be the closed convex cone generated by $-e=(-1,-1)$ in the Banach space $X=\mathbb{R}^{2}$, whose norm is chosen to be the $l^{1}$ norm: for $z=(x, y),\|z\|=|x|+|y|$. Then one has

$$
J(z)=\|z\|(\partial|\cdot|(x) \times \partial|\cdot|(y)) \text { and } C^{\circ}=\left\{(u, v) \in \mathbb{R}^{2}: v \geq-u\right\}
$$

A simple calculus gives that $J^{-1}\left(C^{\circ}\right)=\left(\mathbb{R}_{+} \times \mathbb{R}\right) \cup\left(\mathbb{R} \times \mathbb{R}_{+}\right)$which is not convex.

We will see that in important cases $D:=J^{-1}\left(C^{\circ}\right)$ is a closed convex cone, in particular that $D$ satisfies the equality $D=-C$. Let us observe that the two inclusions we need have been characterized in [32]. We provide a direct proof of the first one for completeness and for later use.

Lemma 3.7. [32] The norm of a Banach space $X$ is nondecreasing on a closed convex cone $C$, in the sense that $\|x\| \leq\|y\|$ whenever $x \in C$, $y \in x+C$, if, and only if, $-C \subset D:=J^{-1}\left(C^{\circ}\right)$.
Proof. Suppose the function $k$ is nondecreasing on $C$. Then, for any $x, v$ in $C$, we get

$$
k^{\prime}(x, v)=\lim _{t \rightarrow 0_{+}} \frac{1}{t}(k(x+t v)-k(x)) \geq 0 .
$$

Thus, one has

$$
i_{C}(.)+k^{\prime}(x, .) \geq 0=i_{C}(0)+k^{\prime}(x, 0) .
$$

The sum rule for subdifferentials ensures there exists $x^{*} \in \partial i_{C}(0)=C^{\circ}$ such that $-x^{*} \in J(x)=\partial k(x)$. Thus $-x \in J^{-1}\left(x^{*}\right) \subset D$. Conversely, suppose that $-C \subset D$. Whenever $x, v$ are in $C$, by taking $x^{*} \in J(x) \cap\left(-C^{\circ}\right)$, one sees that $k^{\prime}(x, v) \geq\left\langle x^{*}, v\right\rangle \geq 0$. Thus, by the Mean Value Theorem, the function $k$ is nondecreasing on $C$.
As $k^{\prime}(x, y)=\langle x, y\rangle_{+}$, Lemma 3.7 can be reformulated as follows.
Lemma 3.8. The norm of a Banach space $X$ is nondecreasing on a closed convex cone $C$ if, and only if, for all $x$, $y$ in $C,\langle x, y\rangle_{+} \geq 0$.

Notice that if the norm of $X$ is nondecreasing on the closed convex cone $C$, one also has $\langle x,-y\rangle_{+} \leq 0$, for all $(x, y) \in \operatorname{int} C \times C$ as easily seen in [25].

The reverse inclusion $J^{-1}\left(C^{\circ}\right) \subset-C$ is also interesting since it shows that whenever $C$ is proximinal, any $w \in X$ can be written as $w=x-y$ with $x \in C, y \in C, y \perp x$. Let us give some conditions to ensure this inclusion.

Proposition 3.9. [32, 1.3] Let $C$ be a closed convex cone of a Banach space X. Then,
$J^{-1}\left(C^{\circ}\right) \subset-C \Leftrightarrow\left\{x \in X: d_{C}(-x)=\|x\|\right\} \subset C \Leftrightarrow \forall x \in C, 0 \in P(-C, x)$.
Example. Let $X=L^{1}(\Omega, \mathbb{R})$, where $(\Omega, \mathcal{A}, \mu)$ is a measured space. Let $C:=L^{1}\left(\Omega, \mathbb{R}_{+}\right)$be the cone of nonnegative integrable functions on $\Omega$. If $x$ satisfies $d_{C}(-x)=\|x\|$ or

$$
\int_{\Omega}|x(s)| d \mu(s) \leq \int_{\Omega}|x(s)+y(s)| d \mu(s)
$$

for all $y \in C$, then by taking $y=x^{-}$, one has $x(s) \geq 0$ a.e. $s \in \Omega$, hence $x \in C$. Thus Proposition 3.9 applies. An alternative proof of the inclusion $J^{-1}\left(C^{\circ}\right) \subset-C$ consists in using the characterization of the duality mapping $J$ given in a preceding example which ensures that

$$
x \in J^{-1}\left(C^{\circ}\right) \Leftrightarrow \mu([x>0])=0 \Leftrightarrow x \in-C .
$$

Proposition 3.10. [32, 1.5] Let $C$ be a closed convex cone of a reflexive and strictly convex Banach space $X$. The dual norm of $X$ is nondecreasing on $C^{*}:=-\left(C^{\circ}\right)$ if, and only if $J^{-1}\left(C^{\circ}\right) \subset-C$.
Example. Let $X=L^{p}(\Omega, \mathbb{R})$, where $1<p<+\infty$ and $(\Omega, \mathcal{A}, \mu)$ is a measured space. Let $C:=L^{p}\left(\Omega, \mathbb{R}_{+}\right)$be the cone of nonnegative $p$-integrable functions on $\Omega$. The norm of $X$ is nondecreasing on $L^{p}\left(\Omega, \mathbb{R}_{+}\right)$, and the norm of $X^{*}$ is nondecreasing on $L^{q}\left(\Omega, \mathbb{R}_{+}\right)$, with $\frac{1}{p}+\frac{1}{q}=1$, thus Proposition 3.10 applies. An alternative proof of the inclusion $J^{-1}\left(C^{\circ}\right) \subset-C$ consists in using the characterization of the duality mapping $J$ given in a preceding example which ensures that

$$
x \in J^{-1}\left(C^{\circ}\right) \Leftrightarrow \operatorname{sgn} x \leq 0 \Leftrightarrow \mu([x>0])=0 \Leftrightarrow x \in-C .
$$

The following result is a partial extension of Proposition 3.10 as reflexivity is not supposed here.
Proposition 3.11. Let $C$ be a closed convex cone of a Banach space $X$. Suppose the dual norm of $X$ is smooth off 0 and nondecreasing on $C^{*}:=$ $-\left(C^{\circ}\right)$. Then $J^{-1}\left(C^{\circ}\right) \subset-C$.
Proof. Let $x \in D:=J^{-1}\left(C^{\circ}\right)$ : there exists $x^{*} \in J(x) \cap C^{\circ}$. Then $x \in$ $J^{*}\left(x^{*}\right)$, where $J^{*}$ is the duality mapping of $X^{*}$. Since the dual norm of $X^{*}$ is smooth off $0, J^{*}\left(x^{*}\right)$ is a singleton. Moreover, since the dual norm is nondecreasing on $C^{*}$, we have by Lemma 3.7

$$
C^{\circ}=-C^{*} \subset\left(J^{*}\right)^{-1}\left(\left(C^{*}\right)^{\circ}\right)=-\left(J^{*}\right)^{-1}\left(C^{\circ \circ}\right),
$$

hence $x=J^{*}\left(x^{*}\right) \in\left(C^{*}\right)^{\circ}=-C^{\circ \circ}$ (bipolar in $X^{* *}$ ), thus $-x \in C^{\circ 0} \cap X=$ $C$.

Gathering Corollary 3.2, Lemma 3.7 and Proposition 3.11, we obtain the following decomposition.

Corollary 3.12. Suppose $X$ is a normed vector space whose dual norm is smooth off 0 and suppose $C$ is a proximinal closed convex cone in $X$ such that the associated preorder is a lattice order. Assume the norm of $X$ is nondecreasing on $C$ and the dual norm is nondecreasing on $C^{*}:=-\left(C^{\circ}\right)$. Then for $D:=J^{-1}\left(C^{\circ}\right)$, any $w$ can be decomposed as $w=x+y$ with $x \in C$, $y \in D=-C, y \perp x$.

Another decomposition can be obtained when the space is a dual space.
Corollary 3.13. Suppose $X$ is the dual space of a Banach space $X_{*}$ ordered by a closed convex cone $C_{*}$. Let $C=-C_{*}^{\circ}$. If the norm of $X_{*}$ is nondecreasing on $C_{*}$, then each $w \in X$ can be decomposed as $w=x+y$ with $x \in P(C, w), y \in-C \cap J^{-1}\left(C^{\circ}\right), y \perp x$.

Proof. It is shown in [26, Th. 3.8], that when the norm of $X_{*}$ is nondecreasing on $C_{*}$, then each $f \in X$ can be written as $f=f_{+}-f_{-}$with $f_{+}, f_{-} \in C$ and $\left\|f_{+}\right\|=d_{C}(-f)$. Taking $f=-w$, setting $x=f_{-}, y=-f_{+}$and observing that

$$
\|w-x\|=\|y\|=\left\|f_{+}\right\|=d_{C}(w)
$$

we get that $x \in P(C, w)$ and $y \in-C$. The relations $y \in J^{-1}\left(C^{\circ}\right), y \perp x$ are provided by Corollary 3.6.

It will be shown in the next section that, when $X$ is a vector lattice for the preorder defined by a closed convex cone $C$ of $X$, this decomposition can be made more precise in the sense that it corresponds to an order decomposition $w=w^{+}-w^{-}$, with $w^{+} \in P(C, w),-w^{-} \in P(-C, w)$, and $w^{+} \perp w^{-}$.

## 4. An application to ordered Banach spaces

Let $C$ be a nonempty closed convex cone in $X$, and let $\leq$ be the preorder defined by the cone $C$ in the usual sense: for all $x, y \in X, x \leq y$ if and only if $y-x \in C$. We assume that $X$ is a vector lattice with respect to this preorder and we set: $x^{+}:=\sup (x, 0), x^{-}:=\sup (-x, 0),|x|=\sup (x,-x)$. In this case, (see [28]), one has $x=x^{+}-x^{-}$.

Corollary 4.1. Let $w \in X$. If the following conditions hold:
(i) For all $u \in C,\left\langle w^{-}, u\right\rangle_{+} \geq 0$,
(ii) $\left\langle w^{-}, w^{+}\right\rangle_{+} \leq 0$,
then the vector $w^{+}$is a metric projection of $w$ in $C$, that is $\left\|w^{-}\right\|=d_{C}(w)$. Moreover, if the function $k$ is Gâteaux-differentiable at $w^{-}$, the converse holds.

Proof. This result is a consequence of Theorem 3.1 (f) since (i) and (ii) imply $\left\langle w^{-}, w^{+}\right\rangle_{+} \leq 0$ and since $\left\langle w^{-}, .\right\rangle_{+}$is sublinear. -
Since for all $v, w \in X$, the implication $(v \leq w) \Rightarrow\left(v^{+} \leq w^{+}\right)$holds by definition of a supremum, the metric projection thus obtained is homotone (or order preserving, or isotone, see [14]). Moreover, we recall that condition (i) holds whenever the norm is nondecreasing on $C$ (thanks to Lemma 3.8) and in particular $\left\langle w^{-}, w^{+}\right\rangle_{+} \geq 0$. We may also remark that whenever assumption (i) holds, assumption (ii) can be replaced by $\left\langle w^{-}, w^{+}\right\rangle_{+}=0$.

The following terminology will be convenient.
Definition 4.2. The closed convex cone $C$ is said to be "obtuse" if

$$
\forall(x, y) \in C \times C, \inf (x, y)=0 \Rightarrow\langle x, y\rangle_{+} \leq 0
$$

The closed convex cone $C$ is said to be "orthogonal" if

$$
\forall(x, y) \in C \times C, \inf (x, y)=0 \Rightarrow\langle x, y\rangle_{+}=0
$$

Lemma 3.8 implies that both notions coincide when the norm is nondecreasing on $C$.

Example. The set $C=\left\{(r \cos \theta, r \sin \theta): r \in \mathbb{R}_{+}, \theta \in\left[0, \frac{3 \pi}{4}\right]\right\}$ is obtuse but non orthogonal in the Euclidean space $X=\mathbb{R}^{2}$. Indeed the Euclidean norm is not nondecreasing on $C$ since $\|(0,1)\|_{2}<\|(-1,1)\|_{2}$ although $(0,1)-$ $(-1,1) \in C$.

The following proposition gives an useful property of obtuse cones.
Proposition 4.3. The following assertions are equivalent.
(i) The closed convex cone $C$ is obtuse.
(ii) $\forall w \in X,\left\langle w^{-}, w^{+}\right\rangle_{+} \leq 0$.
(iii) $\forall w \in X,\left\langle w^{+}, w^{-}\right\rangle_{+} \leq 0$.

Proof. It suffices to prove that (i) $\Leftrightarrow$ (ii), the equivalence (i) $\Leftrightarrow$ (iii) being obtained by changing $w$ into $-w$. Assertion (i) implies (ii). Indeed, for all $w \in X$, one has $\inf \left(w^{-}, w^{+}\right)=0$. Conversely, suppose (ii) holds. Let $(x, y) \in C \times C$ with $\inf (x, y)=0$. Setting $w=y-x$, one has (see [28])

$$
w^{-}=-\inf (y-x, 0)=-(\inf (x, y)-x)=x \text { and } w^{+}=w+w^{-}=y
$$

Using assertion (ii), one has

$$
\langle x, y\rangle_{+}=\left\langle w^{-}, w^{+}\right\rangle_{+} \leq 0 .
$$

Thus the cone $C$ is obtuse.
A similar proof, in which the relation $\leq$ is replaced by $=$, yields the following statement.

Proposition 4.4. The following assertions are equivalent:
(i) The closed convex cone $C$ is orthogonal.
(ii) $\forall w \in X,\left\langle w^{-}, w^{+}\right\rangle_{+}=0$.
(iii) $\forall w \in X,\left\langle w^{+}, w^{-}\right\rangle_{+}=0$.

Now, let us give the first main result of this section. It is an extension to general Banach spaces, not necessarily Hilbertian, of a result stated by Isac [14, Th 4.2] about the behaviour of metric projections.

Theorem 4.5. Suppose a Banach space $X$ is a vector lattice with respect to the preorder $\leq$ defined by a closed convex cone $C$ of $X$. Assume the norm of $X$ is nondecreasing on $C$. If $C$ is obtuse then for each $w \in X, w^{+}$is a metric projection of $w$ in $C$, that is $\left\|w^{-}\right\|=d_{C}(w)$. Moreover, if the function $k$ is Gâteaux-differentiable on $X$, the converse holds.

Proof. Let $w \in X$. Assume the norm of $X$ is nondecreasing on $C$. First of all, if we suppose that the cone $C$ is obtuse (in this case it is orthogonal), we deduce from Corollary 4.1 and Lemma 3.8 that $w^{+}$is a metric projection of $w$ in $C$, that is $\left\|w^{-}\right\|=d_{C}(w)$. Conversely, assume the function $k$ is Gâteaux-differentiable at $w^{-}$and $w^{+}$is a metric projection of $w$ in the cone $C$. Since $0 \in C$, one has by Theorem $3.1(\mathrm{~g})$ and the linearity of $\left\langle w^{-}, .\right\rangle_{+}$,

$$
0 \geq-\left\langle w^{+}-w, 0-w^{+}\right\rangle_{+}=-\left\langle w^{-},-w^{+}\right\rangle_{+}=\left\langle w^{-}, w^{+}\right\rangle_{+} \geq 0
$$

Thus, by Proposition 4.4, the cone $C$ is orthogonal. -

Example. If $X=L^{1}(\Omega, \mathbb{R})$, where $(\Omega, \mathcal{A}, \mu)$ is a measured space, then for each $w \in X, w^{+}$is a projection of $w$ in the positive cone $C=L^{1}\left(\Omega, \mathbb{R}_{+}\right)$ as easily seen in [25] although $k$ is not Gâteaux-differentiable and $C$ is not orthogonal. In fact, $\left\langle w^{-}, w^{+}\right\rangle_{+}=\left\|w^{-}\right\|\left\|w^{+}\right\|$as easily seen either from the expression of the semi-inner product given above, else from $\left\langle w^{-}, w^{+}\right\rangle_{+}=$ $\left.\frac{d}{d t}\right|_{t=0}\left\|w^{-}+t w^{+}\right\|$.
In the sequel, we will make use of the following definition.
Definition 4.6. [28] The norm of the vector lattice $X$, with respect to the preorder $\leq$ defined by a closed convex cone $C$ of $X$, is said to be absolute if $\||x|\|=\|x\|$ for all $x$.

Proposition 4.7. Suppose a Banach space $X$ is a vector lattice with respect to the preorder $\leq$ defined by a closed convex cone $C$ of $X$. Assume the norm of $X$ is Gâteaux-differentiable off 0 and absolute. Then, the closed convex cone $C$ is orthogonal.
Proof. It is known (see [28]) that

$$
|x-y|=\sup (x, y)-\inf (x, y) \text { and } x+y=\sup (x, y)+\inf (x, y)
$$

Hence, if $x$ and $y$ belong to $C$ with $\inf (x, y)=0$, then $|x-y|=x+y$. For $t \in] 0,1], 0 \leq t y \leq y$, so $\inf (x, t y)=\inf (x, y)=0$, thus $|x-t y|=x+t y$. Since the norm is absolute, one has

$$
\|x-t y\|=\||x-t y|\|=\|x+t y\| .
$$

It follows from the definition of the semi-inner product that $\langle x,-y\rangle_{+}=$ $\langle x, y\rangle_{+}$. As the norm is Gâteaux-differentiable off 0 , we obtain $2\langle x, y\rangle_{+}=0$. By changing the role of $x$ and $y,\langle y, x\rangle_{+}=0$ as well, thus the cone $C$ is orthogonal. -
Our assumptions are in particular satisfied when one studies the classical framework of Banach lattices in the usual sense.

Definition 4.8. The space $X$ is called a Banach lattice, with respect to an order $\leq$, if $X$ is a Banach space satisfying the following assumptions:
(i) $X$ is a vector lattice with respect to $\leq$.
(ii) $0 \leq x \leq y$ implies that $\|x\| \leq\|y\|$ for all $x, y$.
(iii) The norm of $X$ is absolute.

Theorem 4.9. Assume $X$ is a Banach lattice, with respect to the preorder $\leq$ defined by a closed convex cone $C$ of $X$. If the function $k$ is Gâteauxdifferentiable on $X$, then for all $w \in X, w^{+}$is a metric projection of $w$ in $C$.
Proof. It suffices to apply Theorem 4.5, Definition 4.8, and Proposition 4.7. -

Let us recall that a Hilbert lattice is a Banach lattice with an Hilbertian norm. It is easily seen that the following result, established by Isac in Hilbert spaces (see [14, Th. 4.2]), is an immediate consequence of the preceding theorem.

Corollary 4.10. [14, Th. 4.2] If the space $X$ is a Hilbert lattice with respect to the order $\leq$ defined by a closed convex cone $C$ of $X$, then for all $w \in X$, $w^{+}$is the metric projection $p_{C}(w)$ of $w$ in $C$.

Let us illustrate these results by some examples.
Example. Let $X=L^{p}(\Omega, \mathbb{R})$, with $1<p<+\infty$, where $(\Omega, \mathcal{A}, \mu)$ is a measured space. Let $C:=L^{p}\left(\Omega, \mathbb{R}_{+}\right)$be the cone of nonnegative $p$-integrable functions on $\Omega$. Obviously, for $w \in X, w^{+}$is given by

$$
w^{+}=\sup (w, 0) \Leftrightarrow w^{+}(s)=\sup (w(s), 0)=w(s)^{+} \text {a.e. } s \in \Omega .
$$

Then, $w^{+}$is the metric projection of $w$ in $C$. Indeed, $L^{p}(\Omega, \mathbb{R})$ is a Banach lattice with a Gâteaux-differentiable norm off 0 , and Theorem 4.9 applies. This result can also be proved by using the specific properties of $L^{p}$-spaces (see [25]). Notice that it can be shown directly that the cone $C$ is orthogonal by using the semi-inner product:

$$
\left\langle w^{-}, w^{+}\right\rangle_{+}=\left\|w^{-}\right\|^{2-p} \int_{\Omega}\left(w^{-}(s)\right)^{p-1} w^{+}(s) d \mu(s)=0 .
$$

The following examples, for which the norm is not necessarily differentiable, satisfy the assumptions of Theorem 4.5.

Example. Given a topological compact space $T$, let us consider, as before, $X=C(T)$. Let $C:=C\left(T, \mathbb{R}_{+}\right)$be the cone of nonnegative continuous functions on $T$. The space $X$ is known to be a Banach lattice with respect to the order $\leq$ defined by $C$ (see [28]), and one has

$$
x^{+}=\sup (x, 0) \Leftrightarrow x^{+}(t)=\sup (x(t), 0)=x(t)^{+} \forall t \in T,
$$

We claim that $w^{+}$is a metric projection of $w$ in $C$. In fact, by applying Theorem 4.5, it suffices to verify that the cone $C$ is orthogonal:

$$
\left\langle w^{+}, w^{-}\right\rangle_{+}=\max \left\{w^{-}(t) w^{+}(t): t \in T\left(w^{+}\right)\right\}=0
$$

since

$$
T\left(w^{+}\right):=\left\{t \in T:\left|w^{+}(t)\right|=\|w\|\right\} \subset\left\{t \in T: w^{-}(t)=0\right\}
$$

if $w^{+} \neq 0$, and $\left\langle w^{-}, w^{+}\right\rangle_{+}=0$, if $w^{+}=0$. This result can also be proved by using the specific properties of $C(T)$-spaces (see [25]).

Example. Let $X:=\mathbb{R}^{d}$ equipped with the norm $\|x\|_{\infty}:=\max _{1 \leq i \leq d}\left|x_{i}\right|$, and let $C:=\mathbb{R}_{+}^{d}$ be the positive cone of $\mathbb{R}^{d}$. In this case

$$
\begin{gathered}
0 \leq x \leq y \Rightarrow \max _{1 \leq i \leq d} x_{i}=\|x\|_{\infty} \leq\|y\|_{\infty}=\max _{1 \leq i \leq d} y_{i}, \\
\left\langle w^{-}, w^{+}\right\rangle_{+}=\left\|w^{-}\right\| \max _{i \in I\left(w^{-}\right)} w_{i}^{+}=0
\end{gathered}
$$

where $I\left(w^{-}\right)=\left\{1 \leq i \leq d: w_{i}^{-}=\left\|w^{-}\right\|_{\infty}\right\}$. Thus, applying Theorem 4.5, $w^{+}=\left(w_{i}^{+}\right)_{1 \leq i \leq n}$ is a metric projection of $w$ in $C$ for the supremum norm.

Example. Let $X:=L_{s}(E)$ be the space of symmetric linear operators in a finite dimensional Euclidean space $E$ with $\operatorname{dim} E=d$, and with inner product (.|.). Let $C:=L_{s}^{+}(E)$ be the cone of semi-definite positive elements of $L_{s}(E)$. For any matrix $A \in X$, it is known there exists an orthogonal matrix $U$ and a diagonal matrix $D=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{d}\right)$, where $\lambda_{i}$ are the eigenvalues of $A$, such that $A=U^{-1} D U$. On the space $L_{s}(E)$, let us consider a norm satisfying the following monotonicity property:

$$
0 \leq A \leq B \Rightarrow\|A\| \leq\|B\|
$$

In this case, the space $X$ is a vector lattice with respect to the preorder $\leq$ (see [18]), and one has for $A \in X$

$$
\begin{gathered}
|A|=\left(A^{2}\right)^{\frac{1}{2}}=U^{-1}\left(D^{2}\right)^{\frac{1}{2}} U \\
A^{+}:=\sup (A, 0)=\frac{1}{2}(|A|+A) ; A^{-}:=\sup (-A, 0)=\frac{1}{2}(|A|-A) \\
A^{+}=U^{-1} D^{+} U, A^{-}=U^{-1} D^{-} U
\end{gathered}
$$

where $D^{+}=\operatorname{diag}\left(\lambda_{1}^{+}, \ldots, \lambda_{d}^{+}\right)$and $D^{-}=\operatorname{diag}\left(\lambda_{1}^{-}, \ldots, \lambda_{d}^{-}\right)$. In particular, when $\|\cdot\|$ is the Frobenius norm given by

$$
\|A\|:=\sqrt{\sum_{i, j=1, \ldots, d} a_{i, j}^{2}}=\sqrt{\operatorname{tr} A^{2}}
$$

the space $X$ equipped with this absolute norm is Euclidean with inner product given by $((A \mid B))=\operatorname{tr}(A B)$. It is also a Hilbert lattice. Here, we can check directly that the cone $C$ is orthogonal:

$$
\left\langle A^{-}, A^{+}\right\rangle_{+}=\left(\left(A^{-} \mid A^{+}\right)\right)=\operatorname{tr}\left(A^{-} A^{+}\right)=\operatorname{tr}\left(U^{-1} D^{-} D^{+} U\right)=0
$$

Thus, Corollary 4.10 ensures that $A^{+}$is the metric projection of $A$ in $C$ for the Frobenius norm. Unfortunately, Theorem 4.9 or Corollary 4.10 cannot be applied if we consider the supremum norm given by

$$
\|A\|:=\max _{v \in S_{X}}|(A v \mid v)|=\max \left(\left|\lambda_{1}\right|, \ldots,\left|\lambda_{d}\right|\right)=\|\lambda\|_{\infty} \text { where } \lambda=\left(\lambda_{1}, \ldots, \lambda_{d}\right)
$$

However, Theorem 4.5 enables us to conclude. Indeed, the norm is nondecreasing on $C$ and the cone $C$ is orthogonal since

$$
\left\langle A^{-}, A^{+}\right\rangle_{+}=\left\|A^{-}\right\| \max _{i \in I\left(\lambda^{-}\right)} \lambda_{i}^{+}=0
$$

where

$$
I\left(\lambda^{-}\right)=\left\{1 \leq i \leq d: \lambda_{i}^{-}=\left\|\lambda^{-}\right\|_{\infty}\right\}
$$

Thus, Theorem 4.5 ensures that $A^{+}$is a metric projection of $A$ in $C$ for the supremum norm.

A partial extension of what precedes to the infinite dimensional case is possible. If $E$ is a separable Hilbert space, and $X$ is the space of HilbertSchmidt operators $A$ on $E$, then there exists a sequence $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ of reals with $\left|\lambda_{0}\right| \leq\left|\lambda_{1}\right| \ldots \leq\left|\lambda_{n}\right| \leq \ldots$ and an Hilbertian basis $\left(u_{n}\right)_{n \in \mathbb{N}}$ of $E$, such
that for all $A \in X$, one has $A u_{n}=\lambda_{n} u_{n}$. So by using the Hilbert-Schmidt norm given by

$$
\|A\|:=\left(\sum_{n \in I N}\left(A u_{n} \mid A u_{n}\right)\right)^{\frac{1}{2}}=\left(\sum_{n \in N}\left|\lambda_{n}\right|^{2}\right)^{\frac{1}{2}}
$$

we get that the cone $C$ is orthogonal since

$$
\left\langle A^{-}, A^{+}\right\rangle_{+}=\sum_{n \in \mathbb{N}}\left(A^{-} u_{n} \mid A^{+} u_{n}\right)=\sum_{n \in \mathbb{N}}\left(\lambda_{n}^{-} u_{n} \mid \lambda_{n}^{+} u_{n}\right)=0
$$

Since the Hilbert-Schmidt norm is nondecreasing on $C$, Corollary 4.10 holds, and $A^{+}$is then the metric projection of $A$ in $C$ for the Hilbert-Schmidt norm.

## 5. An application to variational inequalities

In this section we apply the characterizations of metric projections given in Theorem 3.1 (c) to variational inequalities. Let us first recall that if $X$ and $Y$ are two topological vector spaces, a multimapping $M$ from $X$ into $Y$ is said to be surjective if

$$
\forall y \in Y, \exists x \in X: y \in M(x)
$$

Moreover, the inverse image of a multimapping $M$ is given for a subset $Z \subset Y$ by

$$
M^{-1}(Z)=\{x \in X: Z \cap M(x) \neq \emptyset\} .
$$

Now, let us take a Banach space $X$, an application $A$ from $X$ into $X^{*}$, a linear continuous form $f \in X^{*}$ and $C$ a nonempty closed convex subset of $X$. Let us consider the variational inequality

Find $x \in C$ such that

$$
\begin{equation*}
\langle A x-f, y-x\rangle \geq 0, \forall y \in C \tag{VI}
\end{equation*}
$$

This variational inequality can be rewritten as a generalized equation:

$$
\text { Find } x \in C \text { such that } f-A x \in N(C, x) \text {. }
$$

The following observation is just a consequence of the definition of the duality mapping $J$. If $x \in C$ is a solution of the variational inequality $(V I)$, and if the element $A x-f$ of $X^{*}$ attains its norm, then for each $u_{x} \in J^{-1}(A x-f)$ one has

$$
f-A x \in J\left(u_{x}\right) \cap N(C, x) .
$$

As observed in [22], the variational inequality (VI) may also be seen in terms of metric projections. The following proposition generalizes the result given in [22] in which it is supposed that the space $X$ is smooth (hence that $J$ is single-valued), and that the space is rotund (hence that the metric projection is unique). Its corollary yields a characterization of solutions of the variational inequality $(V I)$. It has been kindly pointed to us by Professor Y. Al'ber, when editing the present paper, that a similar statement has been announced in reference [2]. Let us note however that the assumption of Corollary 5.2 below does not impose that $J$ is everywhere single-valued.

Proposition 5.1. Assume that $f-A x \in J(u)$ for some $x \in C$, and for some $u \in X$. Then, among the followings conditions, one has the implications $(i) \Rightarrow(i i) \Leftrightarrow(i i i) \Leftrightarrow(i v) \Rightarrow(v) \Leftarrow(v i) \Leftarrow(i)$
(i) $f-A x \in N(C, x)$
(ii) For all $r>0, x \in P(C, x+r u)$;
(iii) For some $r>0, x \in P(C, x+r u)$;
(iv) $0 \in P(T(C, x), u)$;
(v) $\langle A x-f, v\rangle \leq 0, \forall v \in P(T(C, x), u)$;
(vi) $\langle A x-f, v\rangle=0, \forall v \in P(T(C, x), u)$;

Proof. 1) Let us prove (i) $\Rightarrow$ (ii). Since by hypothesis, $f-A x \in N(C, x)$, and $r(f-A x) \in J(r u)$ for all $r>0$, we get by Theorem 3.1 (e) that $x \in P(C, x+r u)$.
2) The equivalence between (ii) and (iii) is a direct consequence of Corollary 3.3
3) (iii) is equivalent to (iv). Namely $0 \in P(T(C, x), u)$ if and only if

$$
\exists z^{*} \in J(0-u):\left\langle z^{*}, v-0\right\rangle \geq 0 \forall v \in T(C, x) .
$$

In turn, by the equivalence $(\mathrm{a}) \Leftrightarrow(\mathrm{c})$ of Theorem 3.1 , this assertion means that $x \in P(C, x+u)$; taking into account the equivalence of (ii) with (iii) we get that (iii) is equivalent to (iv).
4) Now, let us prove that (iv) implies (v). Let $v \in P(T(C, x), u)$. As $0 \in T(C, x)$, one has

$$
\begin{gathered}
\|u\|=\|u-0\| \geq\|u-v\| \\
\langle A x-f, v-u\rangle+\langle A x-f, u\rangle \leq\|A x-f\|\|u-v\|-\|u\|^{2}, \\
\langle A x-f, v\rangle \leq\|u\|\|u-v\|-\|u\|^{2} \leq 0 .
\end{gathered}
$$

5) Let us assume (i) holds, so that for each $v \in T(C, x)$ we already have $\langle A x-f, v\rangle \geq 0$. As (i) implies (v) we also have the reverse inequality for each $v \in P(T(C, x), u)$, so that (vi) holds. -
Corollary 5.2. Given $x \in C$ such that for some $u \in J^{-1}(f-A x), J(u)$ is a singleton, the following assertions are equivalent:
(i) $x \in C$ is a solution of the variational inequality $(V I)$;
(ii) For all $r>0, x \in P(C, x+r u)$;
(iii) For some $r>0, x \in P(C, x+r u)$.

Proof. The implications $(\mathrm{i}) \Rightarrow(\mathrm{ii}) \Rightarrow$ (iii) are consequences of Proposition 5.1 since $f-A x \in N(C, x)$ when $x \in C$ is a solution of the variational inequality $(V I)$. Now, if (iii) holds, Theorem 3.1 (e) yields

$$
J((x+r u)-x) \cap N(C, x) \neq \emptyset
$$

Since $J(r u)=r J(u)$ is the singleton $f-A x$, we have $f-A x \in N(C, x) \cap J(u)$ and (i) is satisfied by the reformulation of $(V I)$ given above.

In the following corollary we use more concrete assumptions.

Corollary 5.3. Suppose that for $x$ given in $X$,
(i) $A x-f \in J(X)$.
(ii) For some $u \in J^{-1}(A x-f)$, the function $k$ is Gâteaux-differentiable at $u$.

Then $x \in C$ is a solution of the variational inequality (VI) if, and only if, for some $r>0, x \in P(C, x+r u)$. In particular, if $X$ is the dual space of a strictly convex Banach space $X_{*}$, if $f \in X_{*}$, and if $A$ maps $X$ into $X_{*}$, the preceding equivalence holds.
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